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Abstract
Traditional LSM-tree-based key-value storage systems face significant read ampli-
fication issues due to the multi-level structure of LSM-tree, the unordered SSTable 
files in Level 0, and the lack of an in-memory index structure for key-value pairs. 
We observed that, under the influence of workloads with locality features, key-
value pairs exhibit a range-specific access intensity. Addressing the three reasons 
for LSM-tree read amplification, we have utilized the range-specific access intensity 
of workload to propose a multi-tree structure consisting of a B+ tree, a single-level 
hot tree, and an LSM-tree with partition-based Level 0. This aims to enhance the 
read performance of LSM-tree-based key-value storage systems. We designed the 
prototype, MTDB, based on LevelDB. The experimental results show that MTDB’s 
read performance is 1.62× to 2.02× that of LevelDB, and it approaches or exceeds 
the read performance of KVell and Bourbon while reducing memory overhead by 
58.85%–86%.

Keywords Key-value store · Storage system · LSM-tree · Read amplification · Write 
amplification

1 Introduction

The Log-Structured Merge-tree (LSM-tree) [1] is a widely adopted data structure in 
current key-value storage systems, such as Google’s BigTable [2] and LevelDB [3], 
Facebook’s RocksDB [4] and Cassandra [5], and Apache’s HBase [6].

The LSM-tree exhibits several features. Firstly, it turns random writes into 
sequential writes. Specifically, the LSM-tree initially caches key-value pairs from 
user’s random writes in a MemTable. When the capacity of the MemTable reaches 
its limit, the MemTable is converted into an Immutable MemTable. The sorted data 
is then sequentially written to storage devices in the form of SSTables (Sorted String 
Tables). Secondly, the LSM-tree maintains a multi-level and ordered structure in 
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external memory. Key-value pairs within each level are globally ordered (except for 
the Level 0), and the capacity of each level is limited and gradually increases (typi-
cally increased by a factor of 10, e.g., the capacity of Level i+1 is 10 times that of 
Level i). Lastly, key-value pairs always move from the upper levels to the lower lev-
els of the LSM-tree. For instance, when a certain Level i reaches its capacity limit, 
the LSM-tree triggers a Major Compaction operation. This operation selects SSTa-
ble files from Level i and all SSTable files in Level i+1 that overlap in key ranges. 
These files are then read into memory, sorted, one or more new SSTable files is gen-
erated, written back to Level i+1, and the selected SSTable files are deleted.

Due to the characteristics of the LSM-tree, key-value storage systems based on 
LSM-tree suffer from a significant issue known as read amplification. This problem 
is primarily attributed to three reasons: (1) The multi-level structure of the LSM-
tree necessitates the key-value storage system to traverse through levels from top 
to bottom to locate the required key-value pairs, continuing until the target pair is 
found or the absence of the specified key-value pair is confirmed. (2) Unlike other 
globally ordered levels, the SSTable files in Level 0 exhibit overlaps. Consequently, 
when searching for a target key-value pair in Level 0, the system needs to check all 
SSTable files in Level 0 (up to a maximum of 12 files), whereas other levels only 
require checking one SSTable file. (3) Since the key-value pairs in SSTable files 
lack in-memory indexes, checking SSTable files involves reading their index blocks, 
Bloom filter blocks, and data blocks to ascertain whether the desired key-value pairs 
can be located. Research indicates that LSM-tree-based key-value storage systems 
sometimes face read amplification as high as 300 [7, 8], leading to a decline in read 
performance. In real-world scenarios, the majority of database workloads involve 
more reads than writes. For example, the read-to-write ratio in AI/ML applications 
can reach 9:1, in OLTP applications it can be as high as 10:1, and in Twitter’s Mem-
cached workload, the ratio can reach 7:1 [9].

Therefore, addressing the issue of read amplification in key-value storage sys-
tems based on LSM-tree has become an interesting research issue in this field. In 
response to the aforementioned challenges, one category of research [10, 11] utilizes 
a global in-memory indexing structure, indexing all key-value pairs in the LSM-
tree. Although this approach eliminates the efficiency gap between early and recent 
writes, it incurs high memory indexing costs for the large number of cold key-value 
pairs under skewed workloads, yielding minimal benefits. Another category of 
research [12] seeks to enhance the retrieval efficiency of lower-level data by moving 
frequently accessed SSTable files from lower levels to upper levels or into mem-
ory. However, since read operations typically require traversing all SSTable files in 
Level 0, relocating SSTable files to Level 0 can exacerbate read amplification. There 
is also a category of work [13] that addresses read amplification by implementing 
Bloom filters. While this approach helps mitigate read amplification, it still fails to 
resolve the challenges associated with multi-level access.

Research indicates that key-value storage system workloads commonly exhibit 
pronounced locality characteristics [14–16]. Due to the sequential arrangement 
of key-value pairs, under the influence of evident workload locality character-
istics, there exists a range-specific access intensity for key-value pairs. In other 
words, certain ranges of key-value pairs within the workload experience higher 
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access frequencies, while others within different ranges are accessed less fre-
quently. Therefore, to reduce the memory overhead of global indexing, this study 
leverages the range-specific access intensity characteristics of key-value pairs in 
workloads, using in-memory indexes only for key-value pairs with range-specific 
hotness. This approach avoids the memory overhead caused by cold key-value 
pairs in global indexing. At the same time, it addresses the three causes of read 
amplification in LSM-tree by proposing a multi-tree structure to enhance the read 
performance of LSM-tree-based key-value storage systems. Specifically, our con-
tributions in this paper are as follows.

• To minimize the overhead of LSM-tree’s top-down level-by-level search for 
required key-value pairs in external memory, this paper introduces a multi-
tree structure, namely an in-memory B+tree, an on-disk single-level hot tree, 
and an on-disk three-level LSM-tree. Newly entered key-value pairs, with 
frequently accessed feature, reside temporarily in the B+tree. As the access 
frequency decreases for certain key-value pairs, they are flushed to the on-
disk LSM-tree. When the access frequency for key-value pairs within certain 
ranges increases in the LSM-tree, those with range-specific access intensity 
are moved to the on-disk hot tree. This multi-tree structure dynamically allo-
cates key-value pairs to different structures based on workload variations, 
thereby enhancing read performance.

• To address the problem of traditional key-value storage systems having to 
check all SSTable files in Level 0, this paper designs a partition-based Level 
0 for the three-level LSM-tree. Specifically, we adopt a partitioned design for 
Level 0 based on key ranges, where key-value pairs between different parti-
tions are ordered, allowing overlapping key ranges within each partition. 
Additionally, each partition in Level 0 is limited to a maximum of 4 SSTable 
files. Consequently, when checking Level 0, the system only needs to examine 
up to 4 SSTable files.

• We do not create in-memory indexes for all key-value pairs. Instead, we create 
in-memory indexes only for key-value pairs with range-specific access inten-
sity to improve their read performance. Specifically, we generate in-memory 
indexes for range-specific key-value pairs in the on-disk hot tree and record 
them in the B+tree. This allows for direct reading of these key-value pairs 
through the in-memory indexes stored in the B+tree, avoiding additional 
operations like reading index blocks, Bloom filter blocks, and data blocks. 
Furthermore, the transfer of range-specific key-value pairs from LSM-tree 
to the on-disk hot tree may introduce write amplification, so we design this 
movement as a logical operation.

• Finally, we design reasonable data flows in the multi-tree structure and imple-
ment the prototype system MTDB (Multi-Tree Database). We evaluate the 
design using standard database evaluation tools, Yahoo! Cloud Serving Bench-
mark (YCSB) [17], and Rocksdb-benchmark-Mixgraph (RBM) [4], comparing 
it with KVell [11], WiredTiger [26], Bourbon[27] and LevelDB [3] in terms of 
throughput, read amplification, CPU and memory usage, and access overhead. 
Experimental results validate the effectiveness of our design.
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The remainder of this paper is structured as follows. Section 2 provides an introduc-
tion to the background and research motivation of this paper. Section 3 outlines the 
specific details of MTDB, the system we designed. Section 4 presents our experi-
mental design and results. Section 5 discusses MTDB’s challenges and future work. 
Section  6 discusses research work relevant to this paper. Finally, Sect.  7  offers a 
summary and conclusion of this paper.

2  Background and motivation

2.1  LSM‑tree

The LSM-tree exhibits excellent write performance by turning random write opera-
tions into sequential write operations. LevelDB [3] is one of the most popular key-
value storage databases based on LSM-tree. Figure  1 illustrates the overall archi-
tecture of LevelDB. In memory, LevelDB utilizes a SkipList to implement the 
MemTable and Immutable MemTable. On external storage (e.g., SSD), all SSTable 
files are organized in a multi-level structure, including seven levels represented by 
Level 0 to Level 6. Each SSTable contains several Data Blocks, an Index Block, and 
several Meta Blocks. The Data Block contains key-value pairs, the Index Block is 
used to index the Data Block, and the Meta Block includes extended features such 
as Bloom filters. The write process for new key-value pairs is as follows: the key-
value pairs are first appended to the SSD’s Log for crash recovery, then added to 
the MemTable, which is sorted by key. Once the MemTable is full, it is converted 
into an Immutable MemTable and flushed to Level 0 on SSD. When Level i is full, 

Fig. 1  The architecture of LevelDB
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the key-value pairs in Level i undergo Major Compaction to merge into Level i+1. 
Specifically, the Major Compaction operation reads overlapping data from adjacent 
levels, merges them, generates a new SSTable file, and writes it back to Level i+1. 
Clearly, this process introduces additional I/O operations and leads to write amplifi-
cation. The read process involves searching through multiple SSTables. Specifically, 
the read process for key-value pairs is as follows: the system first checks the in-
memory structures, then searches all SSTables in Level 0 and one SSTable in each 
remaining level until it finds the data or reaches the bottommost level. Despite the 
use of Bloom filters [18], due to their false positives and limited memory for cach-
ing Bloom filters, each read still requires multiple I/O operations, resulting in read 
amplification.

The factors contributing to read amplification in LSM-tree can be mainly attrib-
uted to three aspects. Firstly, the hierarchical structure and search mechanism in 
LSM-tree reduce read efficiency. The multi-level structure of LSM-tree requires 
searching through multiple SSTable files from the first level to the last when looking 
for the required key-value pairs. As the number of levels increases, read amplifica-
tion becomes more severe. Secondly, to ensure write performance, key-value pairs 
are flushed from memory directly to Level 0 in the form of SSTable files without 
triggering Major Compaction operations. This results in key range overlaps among 
SSTable files in Level 0, ultimately requiring the examination of all SSTable files in 
Level 0 during read operations. Thirdly, due to the lack of in-memory indexes for 
key-value pairs in SSTable files, examining SSTables involves reading their index 
blocks, Bloom filter blocks, and data blocks. Research indicates that, in the worst-
case scenario, LevelDB and WiscKey may need to inspect up to 14 and 10 SSTable 
files, respectively [7]. In LevelDB, the number of SSTable files to be checked in 
Level 0 is approximately equal to the sum of the SSTables in all other levels.

2.2  Motivation

Current real-world workloads exhibit highly skewed characteristics. Research by 
Facebook shows that in their distributed key-value storage engine ZippyDB, approx-
imately 1% of key-value pairs handle 50% of the read operations, with each of these 
key-value pairs being accessed more than 100 times. In contrast, about 73% of key-
value pairs are accessed only once [15]. Observations in Alibaba’s production envi-
ronment indicate that 50% (in daily cases) to 90% (in extreme cases) of accesses 
touch only 1% of the total items [19].

In applications like AppsFlyer [20], Flurry [21], Google Firebase [22], and social 
networks such as Twitter [16], data items have key prefixes with varying access 
intensities. Common key prefixes result in higher access frequencies for key-value 
pairs within certain key ranges. Due to the sequential arrangement of key-value 
pairs, these applications exhibit range-specific access intensity in read operations.

To validate the existence of range-specific access intensity, we conducted exper-
iments and performed statistical analysis on workloads generated by YCSB [17]. 
We generated a load of one million requests following a Zipf distribution with 
a Zipfian constant of 0.99, partitioned into 90 subspaces based on different key 
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prefixes. We then recorded the access frequency for each key-value pair and the 
access frequency for each subspace. Figure 2 presents the experimental results. We 
assigned numerical identifiers to key-value pairs in ascending order of character 
sequence. The orange triangles represent the access frequencies for each key-value 
pair, and each bar in the histogram represents the total access frequency for key-
value pairs with the same key prefix. The results indicate that among the 90 sub-
spaces, the first 9 subspaces encompass nearly half of the key-value pairs. This 
suggests that the workload exhibits spatial locality characteristics, where certain 
key prefix data have higher operational frequencies. Furthermore, examining the 
heatmaps of the subspaces reveals significant differences in the total access fre-
quencies among different subspaces. Therefore, key-value pair access has range-
specific access intensity, meaning that the frequency of accessing key-value pairs 
within certain ranges is higher, while the frequency is lower for key-value pairs 
within other ranges.

From the above discussion, we observe that optimizing read performance in 
LSM-tree by leveraging the range-specific access intensity feature of key-value 
pair accesses is an intriguing problem. Therefore, this paper proposes a solution 
to mitigate the read amplification caused by LSM-tree’s top-down level-by-level 
access. The approach involves keeping the hottest data in memory and transfer-
ring key-value pairs with range-specific access intensity from the LSM-tree to a 
separate single-level hot tree. Additionally, the paper suggests designing a par-
tition-based Level 0 where limits the number of SSTables within each partition 
to reduce the read amplification. Finally, the paper proposes creating in-memory 
indexes for key-value pairs with range-specific access intensity residing on the hot 
tree to further accelerate their read performance. The details of these design strat-
egies will be elaborated in the next section.

Fig. 2  The number of operations on KV Pairs and the distribution of operations in subspaces under 
YCSB workloads
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3  MTDB design

In this section, we begin by introducing the system architecture of MTDB that we 
have designed. Subsequently, we provide a detailed description of the primary data 
structures and the data flow of MTDB. Finally, we discuss several issues in practical 
implementation.

3.1  Architecture overview of MTDB

Figure 3 illustrates the system architecture of MTDB that we have designed. The 
main concept behind the MTDB architecture is to leverage the range-specific access 
intensity. It involves designing a multi-tree structure to store key-value pairs with 
different hotness levels on separate trees. This approach aims to alleviate the per-
formance degradation in reads caused by the traditional LSM-tree’s multi-level 
searches, Level 0’s SSTable file checks, and the lack of in-memory indexes.

Specifically, MTDB incorporates three crucial design principles: (1) MTDB 
treats key-value pairs with range hotness differently. The hottest range of key-value 
pairs is retained in the B+tree, the coldest ones are stored in the three-level LSM-
tree, and dynamically changing key-value pairs within a moderately hot range are 
moved to the single-level hot tree. This differential treatment of key-value pairs 
with varying hotness levels helps alleviate the performance decline in reads caused 
by the multi-level searches in traditional LSM-tree. (2) MTDB designs a partition-
based Level 0 for the three-level LSM-tree. In Level 0, MTDB introduces Guards 
to partition the KV pairs, and the B+tree flushes key-value pairs to the specified 
partition based on each partition’s key range. Additionally, MTDB limits the number 
of SSTables in each partition to 4. Due to these designs, the partitions in Level 0 

Fig. 3  The architecture of MTDB
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are ordered, and the 4 SSTables within each partition allow for overlapping. Con-
sequently, each search for key-value pairs in Level 0 is constrained by MTDB to a 
maximum of 4 SSTables in a specific partition, reducing the Level 0 search over-
head in traditional LSM-tree. (3) As SSTables lack in-memory indexes, traditional 
LSM-tree checks for SSTables involve reading index blocks, bloom filter blocks, and 
data blocks. To boost the reading process of hot key-value pairs in SSTables, MTDB 
creates in-memory indexes for key-value pairs in the single-level hot tree through 
Transfer Compaction, storing them in the B+tree. MTDB achieves this by consum-
ing a small amount of memory to accelerate the reading of frequently accessed hot 
key-value pairs. The single-level hot tree does not perform Compaction. Instead, it 
uses Garbage Collection to reclaim cold key-value pairs back to the LSM-tree.

3.2  Data structure

To implement the aforementioned design principles, the system architecture of 
MTDB retains traditional components such as MemTable, Immutable MemTable, 
and Log from LSM-tree-based key-value storage systems. Additionally, MTDB 
introduces new components and related designs, including a B+tree, a single-level 
hot tree, and a three-level LSM-tree based on partition-based Level 0. In the follow-
ing subsections, we will provide a detailed introduction to each of the new compo-
nents and describe the data flow processes between them.

3.2.1  B+tree

Unlike LevelDB, which directly flushes Immutable MemTable to SSD, MTDB 
caches key-value pairs from Immutable MemTable in the B+tree first. Additionally, 
MTDB creates in-memory indexes for key-value pairs in the hot tree and stores them 
in the B+tree. Therefore, the B+tree has two types of leaf nodes: one type is called 
key-value nodes, which retain the latest and frequently operated key-value pairs, and 
the other type is called key-value index nodes, which provide indexes for key-value 
pairs in the hot tree.

Figure 4 illustrates the structure of these two types of leaf nodes. “key" and the 
identifier “isValue" are fixed fields in each leaf node. When the leaf node stores 
key-value pairs, MTDB allocates fields such as “value", “key type" (1 Byte), 
“key sequence" (8 Bytes), and “last_optime" (4 Bytes). The “key type" and “key 
sequence" are the elements required to form an internal key in LevelDB. “last_
optime" is used to record the time of the most recent operation on the key-value 
pair. Therefore, when a key-value pair undergoes insert, read, or update operations, 

Fig. 4  Two different types of B+tree leaf nodes
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its “last_optime" will be initialized or updated. When the leaf node stores indexes 
(pointers) for key-value pairs in the hot tree, it allocates “sst_num" and “offset" 
fields. “sst_num" takes up 2 Bytes, indicating the file number of the SSTable where 
the target key-value pair is located, and “offset" takes up 4 Bytes, indicating the off-
set of the target key-value pair’s data block relative to the SSTable file. By using 
“sst_num" and “offset" it is possible to quickly locate the data block correspond-
ing to the target key-value pair. Additionally, we allocate separate memory spaces 
for the leaf nodes storing key-value pairs in the B+tree and the leaf nodes storing 
key-value indexes. This makes it easier to control the additional memory overhead 
caused by the introduction of the B+tree.

3.2.2  Single‑level hot tree

We have implemented a single-level hot tree in MTDB, which receives key-value 
pairs from the LSM-tree. When MTDB identifies certain ranges of key-value pairs 
within the workload experience higher access frequencies, it isolates all SSTables 
belonging to that key range across the levels of the LSM-tree into the hot tree. 
It’s important to note that this isolation is logical, meaning all SSTables isolated 
to the hot tree are not rewritten. Instead, MTDB system records the metadata of 
these SSTables in the hot tree. Specifically, MTDB writes the metadata information 
of these SSTables from the LSM-tree’s Manifest into the hot tree’s Manifest and 
removes them from the LSM-tree, achieving logical isolation of SSTables into the 
hot tree. The total space of this single-level hot tree is determined by a configurable 
parameter, Ratio hot_tree, which represents the percentage of the total database size 
that the hot tree occupies. When the size of this single-level hot tree is determined, 
the size of the leaf nodes in the B+tree that stores indexes for key-value pairs in the 
hot tree is also determined.

3.2.3  Three‑level LSM‑tree with Partition‑based Level 0

We have designed a three-level LSM-tree with partition-based Level 0. Specifi-
cally, we leverage the Guard concept from SkipList [23, 24] to partition the entire 
key space in Level 0 of the LSM-tree into multiple subspaces. Two adjacent 
Guards constrain the key range of a subspace in Level 0, and using Guards to 
organize data ensures that each subspace only contains key-value pairs within a 
specific key range. Furthermore, we set a maximum limit of 4 SSTables for each 
subspace in Level 0, which is fewer than the original limit of 12 in Level 0. By 
reducing the number of SSTables that need to be searched in Level 0, we aim to 
decrease the read amplification in Level 0. Initially, MTDB sets several Guards 
(default is 100), and when a subspace performs one Compaction operation, it 
indicates that the workload is concentrated in this subspace, exhibiting a certain 
range-specific access intensity. After the completion of one Compaction in the 
subspace, MTDB adds a new Guard to evenly partition this key range, obtain-
ing smaller granularity subspaces. For applications in key-value storage systems, 
the character composition of their key-value pairs has fixed characteristics. For 
example, in SQL database storage engine UDB, the keys mostly consist of the 
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4-byte MySQL table index, two object IDs, the object type, and other information 
[15]. In blockchain systems, different types of key-value pairs have different fixed 
key prefixes [25]. By adding new Guards, the system can quickly adapt to the 
key-value composition characteristics in the application load and perform finer-
grained partitioning of hot key subspaces. When the number of Guards reaches 
the upper limit (default is 500), no further changes will occur. Finally, we limit 
the LSM-tree to three levels to reduce the overhead of LSM-tree’s level-by-level 
search.

3.2.4  Data flow among multiple trees

1)B+tree → LSM-tree:
When the B+tree’s leaf nodes, which store key-value pairs, reach the capacity 

limit, the B+tree performs a flushing operation. At this point, MTDB scans all key-
value nodes in the B+tree, using data sampling and hotness evaluation to filter out 
key-value pairs. The key-value pairs with lower hotness are then written into the 
LSM-tree.

Specifically, MTDB conducts several random accesses in the B+tree to sample 
key-value nodes and obtain the last_optime of these sampled nodes. The  last_opti-
meaverage is calculated and used as the overall last_optime for the B+tree. Subse-
quently, MTDB traverses all key-value nodes in the B+tree. By comparing the 
last_optime of each key-value pair with the  last_optimeaverage, key-value pairs with a 
last_optime lower than the  last_optimeaverage are flushed to Level 0 of the LSM-tree. 
It’s worth noting that the above operation is passively terminated based on SSTable 
size limits or when crossing Guards to ensure generated SSTables do not cross two 
subspaces in Level 0.

During each scan of the B+tree, approximately half of the key-value nodes 
are flushed to Level 0, leaving enough buffer space to accommodate new write 
operations.

2)LSM-tree → Hot tree:
To logically isolate SSTables with range-specific access intensity to a single-

level hot tree, we designed the Transfer Compaction operation. First, we set up a 
70KB Hotness List in memory, which records the access frequency of each sub-
space defined in Level 0. When triggering one Transfer Compaction, we calculate 
the range hotness of each subspace, defined as the access frequency of that subspace 
divided by its key range.

We have two different triggering mechanisms for Transfer Compactions based on 
mixed read-write workloads and read-intensive workloads:

• For mixed read-write workloads, when a subspace in Level 0 reaches the SSTa-
ble quantity limit, MTDB utilizes the Hotness List and calculates the range hot-
ness for each subspace. If the range hotness of the subspace that needs Com-
paction ranks in the bottom percentage in terms of hotness among all subspaces 
and is less than the  Ratiohot_tree, MTDB triggers a Transfer Compaction, logically 
isolating SSTables within this key range to the single-level hot tree. Otherwise, 
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MTDB triggers the traditional Major Compactions, moving SSTables from Level 
0 to Level 1.

• For read-intensive workloads, MTDB calculates the read-to-write ratio of the 
workload over a certain period. When the read-to-write ratio is too high (e.g., 
exceeding 90%), the system calculates the range hotness for all subspaces every 
1000 read operations and selects the subspace with the highest range hotness for 
Transfer Compactions.

The participants in Transfer Compaction are all data within a selected subspace in 
the LSM-tree. Specifically, all SSTables in Level 0 corresponding to the subspace 
will be selected. In Level 1 and Level 2, all SSTables related to the key range of 
this subspace will be selected. Subsequently, one Transfer Compaction copies the 
metadata of these SSTables from the LSM-tree’s Manifest to the single-level hot 
tree’s Manifest and finally removes them from the LSM-tree’s Manifest. Therefore, 
the Manifest in the hot tree records SSTable number, Minkey, and Maxkey similarly 
to the LSM-tree. Finally, the Transfer Compaction creates memory indexes for all 
key-values in the hot tree and stores them in B+tree key-value index nodes. Since 
SSTables from different levels in the LSM-tree contribute to these steps, effective 
handling of new and old versions is required. Specifically, we read these SSTables 
into memory, merge them, and then use SSTable file numbers and data block offsets 
to create and maintain indexes in the B+tree, ensuring that only the latest version of 
key-value pairs are indexed.

3)Hot tree → LSM-tree:
We control the size of the single-level hot tree and, consequently, limit the over-

head of memory indexes by setting the  Ratiohot_tree. When the total capacity of 
SSTables logically isolated to the hot tree reaches the specified limit, MTDB trig-
gers a garbage collection (GC) operation to move the data from the hot tree back to 
the LSM-tree.

Specifically, MTDB performs a range hotness calculation based on the Hotness 
List for all subspaces contained in the hot tree when triggering GC. It selects the 
coldest subspace range, releases all key-value index nodes corresponding to this 
range in the B+tree, and rewrites the key-value pairs of this range back to Level 0 
of the LSM-tree. Since the leaf nodes of the B+tree are ordered, performing a range 
scan for this subspace in the B+tree allows for a quick completion of the GC opera-
tion. Once the coldest key range is identified, MTDB traverses the key-value index 
nodes within this range in the B+tree. It retrieves the key-value pairs through the 
index, generates SSTables, and writes them into the corresponding partition of Level 
0 in the LSM-tree. Finally, MTDB delete the corresponding SSTables.

3.2.5  Reading and writing process

Figure 5 illustrates the detailed example of the write and read processes in MTDB.
1)Writing process:
Taking Fig.  5 as an example, let’s discuss the write process in MTDB. Please 

refer to Algorithm 1 for the specific write process.
STEP 1  Write to the Log.
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STEP 2  Batch write to MemTable.
STEP 3  MemTable transforms into Immutable MemTable.
STEP 4  Immutable MemTable moves to B+tree. For update requests, the new 

version of the value directly replaces the old version in the B+tree, achieving in-
place updates. For delete requests, the tombstone marker for the key is recorded in 
the B+tree, and then written into LSM-tree.

STEP 5  Traverse key-value nodes in the B+tree and use a sampling strategy 
to flush cold data to the corresponding partition (subspace) in Level 0. As shown 
in Fig. 5, if there exists a subspace with 20 ≤ Key < 30 in Level 0, this range scan 
in the B+tree will start from the smallest key greater than or equal to 20, i.e., 23. 
Through hotness calculation, the key-value pair 23 with lower hotness, its last_
optime is less than the  last_optimeaverage, will be added to the SSTable waiting to be 
written to SSD. Similarly, when the SSTable is not at its size limit, key 26 will also 
be added to the SSTable. Key 27 with high hotness will continue to be retained in the 
B+tree. The termination conditions for the range scan include whether the SSTable 
has reached its size limit. The next flush operation will continue from the interrupted 
position after the thread is awakened and will scan the entire key range partition, 
which can refer to the example when handling the subspace with 90 ≤ Key < 100.

STEP 6  When the number of SSTables in a partition (subspace) in Level 0 of 
LSM-tree reaches the limit, range hotness calculation will be performed to deter-
mine the specific Compaction strategy. If the subspace has high hotness, the Trans-
fer Compaction will be triggered. One Transfer Compaction creates B+tree indexes 
for hot SSTables, and logically isolates hot SSTables into the hot tree. As shown in 
Fig. 5, when the number of SSTables in the range 80 ≤ Key < 90 in LSM-tree Level 
0 reaches the limit, a range hotness calculation is performed, and the hotness for the 
range 80 ≤ Key < 90 reaches the requirement for logical isolation. MTDB triggers 
the Transfer Compaction operation for the subspace 80 ≤ Key < 90 , selecting SST1, 
SST2, and SST3 in Level 0, and SST4–SST9 in Level 1 and Level 2. Next, these 

Fig. 5  Write and read examples in MTDB
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nine SSTables undergo key-value pair merging. For Key 80, the generated index 80I 
is saved in the B+tree. The indexes of key-value pairs in the remaining range are 
also saved in the B+tree, using a flag to distinguish between key-value pairs and 
index structures. Finally, these SST1–SST9 are logically isolated from LSM-tree 
into the hot tree. If the subspace has low hotness, Major Compaction is triggered. 
Major Compaction searches Level 1 for SSTables overlapping with the subspace key 
range. It merges the key-value pairs from the subspace in Level 0 into Level 1.

STEP 7  When the hot tree space ratio reaches the limit,  Ratiohot_tree, GC is trig-
gered. A coldest subspace is selected for GC, freeing the B+tree indexes corre-
sponding to key-value pairs in this coldest range and rewriting the key-value pairs 
back to LSM-tree Level 0. As shown in Fig. 5, when the range hotness for the range 
30 ≤ Key < 40 in the hot tree is the lowest, GC is performed for SST10 and SST11 
in this range. Since the B+tree can perform in-place update operations on leaf nodes 
marked with an index, there may be expired data in SST10 and SST11. For example, 
key 35 may have been an index in SST10 or SST11, and after the in-place update, 
the index for key 35 is overwritten by the new key-value pair. To ensure data cor-
rectness during GC and reduce GC overhead, we only need to perform a range scan 
on the B+tree for key-value index nodes. Through a range scan of 30 ≤ KeyI < 40 , 
we can identify leaf nodes with index markers in the range 30 to 40. These indexes 
point to valid key-value pairs in SST10 and SST11 and represent the latest version in 
MTDB. After reading the corresponding key-value pairs from the data block based 
on the index, SSTable is generated and written into Level 0 within the partition 
30 ≤ Key < 40.

The process described above illustrates the write and compaction operations in 
MTDB, showcasing how it effectively manages data through various stages.
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Algorithm 1  Write operation
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2)Reading process:
The read operation is relatively straightforward, and the specific process is illus-

trated in Algorithm 2. The read request proceeds by sequentially searching through the 
Memtable, Immutable MemTable, B+tree, and LSM-tree. Upon hitting a leaf node 
in the B+tree, the algorithm first checks the type of the leaf node. If it stores a key-
value pair, the result is directly returned. If it stores an index for key-value pairs in the 
single-level Hot Tree, the algorithm reads the target data block from the hot tree based 
on the SSTable Number and data block offset and performs a binary search to locate 
the value, then returns the result. In case of a miss in the B+tree, the algorithm pro-
ceeds to search in the LSM-tree from top to bottom. The LSM-tree searches each level 
for SSTables that might contain the target key-value pair. It checks up to four SSTables 
in the partitioned Level 0 and up to one SSTable in the remaining levels. The search is 
conducted by reading and searching the Index Block and Data Block of the SSTables 
to determine if they contain the target key-value pair. If the requested key-value pair is 
not found in the last layer of the LSM-tree, it returns a “not found" result.

Algorithm 2  Read operation

3.3  Implementation issues

3.3.1  Serialization and deserialization of B+tree

When the database is closed, all node information in the B+tree is serialized to 
SSD. Upon reopening the database, the in-memory B+tree structure is restored by 



24010 X. Lin et al.

deserializing those information. In our experiments, we allocated 150MB of mem-
ory space for the B+tree, and both the serialization and deserialization times were 
less than 1 s.

3.3.2  Crash consistency

To ensure the robustness of MTDB, a crash recovery mechanism is essential for the 
B+tree to maintain consistency. The B+tree comprises two types of leaf nodes: key-
value nodes and key-value index nodes.

For key-value nodes, MTDB employs the MemTable Log and our designed Read 
Log to achieve crash recovery. During a round of transferring B+tree data to the 
LSM-tree, MTDB traverses all key-value nodes from beginning to end, compares 
their last_optime with the  last_optimeaverage, and flushes key-value pairs with last_
optime lower than the  last_optimeaverage to Level 0 of LSM-tree.

MTDB delays the deletion of MemTable Log. The deletion mechanism used is 
that after a round of data transfer is completed, the Memtable Log with a creation 
time less than  last_optimeaverage can be safely deleted. The key-value pairs in these 
Memtable Log may have undergone three types of operations in the B+tree: (1)
Since the last_optime of the key-value pairs is less than  last_optimeaverage, they have 
already been transferred to the LSM-tree. (2)The key-value pairs have undergone 
in-place updates. The updated key-value pairs are written to new Memtable Log, 
making the key-value pairs in the original Memtable Log invalid. (3)Due to read 
operations, the last_optime of the key-value pairs is greater than  last_optimeaverage, 
so they are retained in the B+tree. To safely delete the Memtable Log and reduce 
space amplification and crash recovery costs, we designed a Read Log to record key-
value pairs and their corresponding read operation times. The same, after a round 
of data transfer is completed, the records in the Read Log with operation times less 
than  last_optimeaverage can also be safely deleted.

Therefore, only recording the  last_optimeaverage for each flush is necessary for 
B+tree recovery. When restoring B+tree key-value nodes, the MemTable Log, 
used for write requests, and Read Log is scanned, timestamps are compared, and 
data with timestamps greater than or equal to the recorded  last_optimeaverage are 
recovered.

For key-value index nodes, we can reconstruct the index based on the metadata 
information of the hot tree. By traversing all SSTables in the hot tree and filtering 
the latest versions of key-value pairs, the index can be rebuilt.

Table 1  YCSB Core workloads

R: Read, U: Update, I: Insert, S: Scan, M: Read-Modify-Write

Workload A B C D E F

Operations R: 50% R: 95% R: 100% R: 95% S: 95% R: 50%
U: 50% U: 5% I: 5% I: 5% M: 50%

Req. Dist Zipfian Zipfian Zipfian Latest Zipfian Zipfian
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In summary, during crash recovery, MTDB performs a merge operation on the 
hot tree and all log files, including MemTable Log and Read Log. This ensures 
MTDB’s crash consistency and data persistence.

4  Evaluation

In this section, we conducted benchmark tests on MTDB using the Yahoo! Cloud 
Serving Benchmark (YCSB) tool to simulate real-world workloads and the Rocksdb-
benchmark-Mixgraph (RBM) workload which simulate realistic social-graph work-
loads as developed by Facebook. The system evaluation was performed on hardware 
with an Intel i7-11700 processor, 32GB DRAM, and a 512GB SAMSUNG 980 
PRO SSD, running Ubuntu 20.04 LTS.

4.1  Experimental setup

We conducted a comparative analysis between MTDB and four prominent key-value 
storage systems: Google’s LevelDB [3], which is based on LSM-tree; WiredTiger 
[26], which uses a disk-based B+tree; KVell [11], which employs a global in-mem-
ory B+tree index; and Bourbon [27], which utilizes a key-value separation with a 
learned index. To implement MTDB, we added approximately 3500 lines of code 
on top of Google’s LevelDB [1], creating a prototype. In MTDB, we reserved 50MB 
for key-value nodes of the B+tree as a buffer for segregating newly written hot and 
cold key-value pairs. The  Ratiohot_tree was set to 30%, with a 70MB reservation for 
hot tree indexing. Additionally, considering the internal structure overhead of the 
B+tree, we limited the overall memory usage of the B+tree to 150MB, with an 
8MB cache, and configured the size of Level 1 to 1GB. For LevelDB,Bourbon and 
WiredTiger, we configured the Memtable size to 32MB and the cache to 128MB to 
balance memory overhead. The other parameters in the four systems use default con-
figurations. KVell’s memory overhead, including indexes and page cache, was mini-
mized. In workload testing, KVell needed to scan the entire database for memory 

Fig. 6  YCSB(1KB) performance
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index reconstruction each time it opened the database. We denote KVell, includ-
ing the time for index reconstruction, as KVell*. To make a fair comparison, all the 
databases use one foreground thread and one background thread, and the Linux page 
cache is disabled.

4.2  Experiments under YCSB workloads

The Yahoo! Cloud Serving Benchmark (YCSB) [17] is commonly employed to 
evaluate the performance of key-value storage systems under real-world workloads. 
It provides a framework and a standard set of six workloads for assessing the per-
formance of key-value stores. The detailed information about the workloads is pre-
sented in Table 1. We utilized YCSB based on the Zipf distribution with a Zipfian 
constant of 0.99 (the default in YCSB) to load databases of two different value sizes, 
1KB and 16KB, each with a total size of 10 GB. There are 5 M operations in the 
each workload with 1KB value sizes, while there are 312K operations in the each 
workload with 16KB value sizes.

4.2.1  Experiments under YCSB workloads

Figure 6 presents the performance evaluation of three systems using YCSB with a 
key-value size of 1KB. Overall, MTDB outperforms LevelDB by 1.52−2.19 times in 
throughput and achieves 1.27−2.43 times the throughput of WiredTiger, except for 
the E workload. In most cases, MTDB’s performance is close to or better than KVell 
and Bourbon, while reducing memory overhead (Sect. 4.4). During the Load phase, 
MTDB exhibits a 1.7× improvement over LevelDB, primarily due to its design of 
partition-based Level 0, which accommodates more key-value pairs, reduces the 
frequency of Compaction triggers, and enhances the efficiency of each Compac-
tion. KVell, utilizing a global memory index structure and avoiding Compaction, 
and Bourbon, employing a key-value separation structure to avoid rewriting values 
during LSM-tree Compaction, both achieve notable write performance. WiredTi-
ger, which uses a disk-based B+tree, performs the worst under the Load workload. 
Under Workload A, MTDB’s performance is second only to Bourbon. For update 

Fig. 7  YCSB(16KB) perfor-
mance
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workloads, MTDB supports in-place updates. KVell achieves in-place updates 
within storage device pages but requires block erasure and rewriting, reducing its 
performance. Bourbon performs best under Workload A, mainly due to its key-value 
separation structure’s advantages in update-heavy workloads. In Workload B (95% 
read) and C (100% read), MTDB’s design of temporarily storing hot key-value pairs 
in a hot tree index results in read-intensive workload performance close to that of 
the globally memory-indexed KVell. Bourbon’s learned index reduces the read and 
lookup overhead of Index Blocks and Data Blocks but cannot avoid the cost of read-
ing Filter Blocks and retrieving values from the Vlog. Bourbon’s read throughput 
is better than LevelDB and WiredTiger but lower than the memory-indexed MTDB 
and KVell.WiredTiger’s disk-based B+tree performs better than LevelDB under 
read-intensive workloads (Workload B, C, D). In the Latest distribution of Work-
load D, MTDB’s B+tree caches recently written new data, and the partition design 
increases Level 0 capacity, resulting in superior performance compared to other 
systems. In Workload E, KVell excels in range lookups as it only needs to traverse 
the memory B+tree index. WiredTiger’s disk-based B+tree has advantages in range 
lookups over other LSM-tree-based systems. MTDB, Bourbon, and LevelDB per-
form similarly; MTDB’s B+tree indexes only the hot tree data, requiring an iterator 
on the LSM-tree for range lookups. Additionally, MTDB does not perform Com-
paction in the hot tree, leading to a scattered distribution of key-value pairs. Dur-
ing range scans, MTDB requires more data blocks than LevelDB, but its memory 
index reduces the overhead of reading index blocks. In Workload F, KVell achieves 
in-place updates within storage device pages but still requires I/O operations. In 
Read-Modify-Write, some key-value pairs in MTDB’s B+tree create an index, and 
in-place updates reduce the amount of data flushed, resulting in better performance 
than other systems. After accounting for the index rebuild time, the performance of 
KVell* shows a significant decrease. Except for Workload E, MTDB outperforms 
KVell*.

Figure  7 illustrates the experimental results of evaluating LevelDB, WiredTi-
ger, Bourbon, and MTDB using YCSB with a key-value size of 16KB, observing 

Fig. 8  Read amplification analysis under YCSB-C
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the performance of each system as the key-value pair size increases. KVell cannot 
store key-value pairs larger than the specified page size, so KVell and KVell* are 
not included in the experimental results. With the same database size, the reduced 
number of key-value pairs results in fewer node splits and merges in WiredTiger’s 
B+tree, making its write performance superior to the other LSM-tree-based systems. 
With the same database size and index memory overhead, MTDB’s index structure 
can more effectively cover the data in the SSD. This reduces the number of data 
transfers from the hot tree to the LSM-tree when the memory space is insufficient. 
MTDB’s relative performance in read-intensive workloads (Workload B, C, D) is 

Fig. 9  Access analysis of each component for LevelDB and MTDB

Fig. 10  Data distribution of each component in LevelDB and MTDB
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further improved and outperforms the other compared systems. In workloads that 
include write operations (Workload A, F), the key-value separation system Bourbon 
and the B+tree-based storage system WiredTiger have advantages when handling 
16KB key-value pairs. In contrast, the Compaction rewrite overhead is more pro-
nounced in the LSM-tree-based MTDB and LevelDB. However, MTDB, with its 
Level 0 partition design, reduces write amplification compared to LevelDB. Conse-
quently, MTDB still outperforms LevelDB in Workload A and F.

4.2.2  Read amplification under YCSB‑C

Figure 8 illustrates the read amplification during Workload C for various systems. 
MTDB exhibits lower read amplification compared to other systems by reducing the 
number of accesses to Level 0 files through partitioning and creating indexes for the 
hot tree. Additionally, compared to LevelDB, MTDB has fewer LSM-tree levels for 
the same database size, reducing the number of SSTables to search. WiredTiger’s 
B+tree has an advantage in read amplification, outperforming the LSM-tree-based 
LevelDB and MTDB. KVell incurs higher read amplification due to reading a sig-
nificant amount of data during the reconstruction of the database index and subse-
quently reading data during the read load phase. Overall, the read amplification of 
KVell is higher than that of MTDB. Bourbon uses a key-value separation structure, 
resulting in a smaller overall size of the LSM-tree. This reduces lookup overhead 
within the LSM-tree. Additionally, Bourbon employs learned indexes to predict the 
location of data, reducing the number of accesses during lookup operations.

4.2.3  Access analysis of each component

In order to better analyze the read performance in the LSM-tree-based key-value 
stores, LevelDB and MTDB, we conducted a statistical analysis of the hit probabili-
ties for various components in both systems, as shown in Fig. 9. We defined eight 

Fig. 11  Write amplification analysis
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categories of components, including various memory structures and different levels 
of the LSM-tree. The read operation flows through these components from memory 
to SSD, ultimately reaching the highest level of the LSM-tree. The experiment did 
not include cache in the statistical analysis. The color intensity in the components 
represents the system overhead when a read operation hits that component, with 
darker colors indicating higher overhead. In MTDB, the system overhead for read 
operations is relatively low, and the overall color in the figure is lighter compared to 
LevelDB. Read operations in LevelDB concentrate on Level 3 and Level 4, while in 
MTDB, read operations are focused on the B+tree index and Level 2.

4.2.4  Data distribution of each component

After executing the WorkLoad, we compared the data distribution in various 
components of the LSM-tree-based key-value stores, LevelDB and MTDB, as 

Fig. 12  Total size of flushed data

Fig. 13  The number of 
operations on KV Pairs and the 
distribution of operations in sub-
spaces under RBM workloads
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illustrated in Fig. 10. In MTDB, the data is primarily concentrated in the hot tree 
and Level 2, with approximately 30% of the data residing in the Hot tree, occupy-
ing about 145MB of B+tree memory space dedicated to indexing key-value pairs 
in the hot tree. On the other hand, in LevelDB, 90% of the data is located in Level 
4, which is a significant factor causing the concentration of data hits in Level 4 
and consequently leading to a decline in read performance.

4.2.5  Write amplification

Figure 11 depicts the write amplification statistics during the Load phase for var-
ious systems. In the Load phase, MTDB retains some data in Level 0 partitions, 
reducing the number of Compaction triggers. Additionally, MTDB performs Level 
0-Level 1 Compaction based on key ranges, selecting only SSTables in Level 1 that 
match the key range. This strategy reduces the involvement of Level 1 SSTables in 

Fig. 14  Performance comparison under RBM workloads

Fig. 15  CPU usage under 
LOAD and YCSB-C
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Level 0-Level 1 Compaction, preventing rewriting of Level 1 SSTables. The write 
amplification in MTDB is reduced by 70% compared to LevelDB. KVell, utilizing a 
memory index design, avoids write amplification by not executing Compaction but 
incurs higher space amplification and memory usage as a trade-off. Bourbon uses a 
key-value separation structure, has the smallest write amplification during the Load 
phase.

4.2.6  Total amount of persistent data

Figure  12 illustrates the number of key-value pairs flushed during WorkLoad F. 
WorkLoad F includes read operations and read-modify-write operations, allow-
ing the B+tree to retain some hot key-value pairs to absorb update operations. This 
strategy effectively reduces the amount of writes to SSD under update loads. MTDB 
shows a 24% reduction in the number of flushed key-value pairs compared to Lev-
elDB in WorkLoad F.

KVell necessitates a substantially higher volume of data to be flushed during 
update operations. This is because KVell uses an in-place update strategy. When 
the size of the key-value pair (1KB) is smaller than the page size of the SSD (4KB), 
KVell’s in-place updates can cause frequent read-write-modify operations within the 
SSD, ultimately resulting in KVell’s data write volume far exceeding that of other 
systems.

4.3  Experiments under RBM workloads

We conducted an analysis of spatial locality characteristics within YCSB workloads, 
as discussed in 2.2. Some subspaces in YCSB exhibit relatively high range hotness. 
RBM [4] emulates real-world workloads of key-value stores, characterized by their 
distribution of hotness and temporal patterns. Thus, RBM workloads can generate 
more pronounced spatial locality features, and we analyzed one million data points 
to understand these characteristics. The results, shown in Fig. 13, reveal that certain 

Fig. 16  Memory usage under 
LOAD and YCSB-C
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subspaces have significantly higher hotness compared to others, and there are no 
keys with extremely high operation frequencies. Using this workload and simulating 
the operation ratio of YCSB Workload A, the experimental results in Fig. 14 demon-
strate a 10% performance improvement for MTDB compared to using the standard 
YCSB workload. This improvement is attributed to the more accurate identification 
of hot subspaces by the hotness strategy, leveraging the spatial locality features.

4.4  CPU and memory usage

Figure  15 shows the CPU usage of various systems during the write-intensive 
LOAD phase and the read-intensive YCSB-C phase. During the LOAD phase, the 
CPU overhead of LevelDB and MTDB, which use LSM-tree, is relatively high, pri-
marily due to the frequent triggering of compaction operations. Although MTDB 
mitigates the triggering of Level 0 to Level 1 compactions, the in-memory B+tree 
and Transfer Compaction add extra CPU overhead, which is 8% higher than Lev-
elDB. KVell, with its in-memory B+tree index and disk append-write design, incurs 
lower CPU overhead. Bourbon, using a key-value separation structure, has lower 
CPU overhead when writing data, with the main CPU consumption occurring dur-
ing the learning index model building after the LOAD phase.

To avoid interference from Size Compaction in LevelDB, Bourbon, and MTDB 
during the CPU overhead testing of read workloads, the YCSB-C workload was exe-
cuted when the database was in a stable state and no Size Compaction would be 
triggered. In MTDB, background threads perform Transfer Compaction and hot tree 
garbage collection to improve the access efficiency of hot key-value pairs, resulting 
in CPU overhead 1.4 times that of LevelDB but with minimal impact on foreground 
threads. Additionally, MTDB disables Seek Compaction, while in LevelDB, Seek 
Compaction triggered by read operations causes CPU overhead. KVell has high 
CPU overhead during the index rebuilding phase but low CPU overhead during read 
operations. Bourbon avoids data block retrieval, reducing CPU usage.

Figure 16 shows the memory usage of various systems during the write-intensive 
LOAD phase and the read-intensive YCSB-C phase. The memory usage of LevelDB 
and MTDB, both using LSM-tree, is similar and lower than the other compared sys-
tems. KVell maintains a global B+tree index in memory, while Bourbon keeps the 
model in memory, resulting in higher memory usage compared to the other systems.
MTDB’s memory overhead is reduced by 58.85−72.08% compared to KVell and by 
69.61−86.00% compared to Bourbon.

5  Discussion

(1)Worst-case Scenario with Rapid Changes in Key Range Hotness. During drastic 
changes in key range hotness, all hot tree data needs to be GC into the LSM-tree. 
The experiment simulated this situation. To avoid the impact of compaction oper-
ations in the LSM-tree, the experiment was conducted after all Size Compactions 
were completed and Level 0 was empty. During GC, data is sequentially written to 
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Level 0 by traversing B+ tree index nodes. As GC data increases, Level 0-Level 1 
compactions slow down throughput, taking about 105 s for 3 million 1KB key-value 
pairs. In extreme hotness changes, writing to Level 0 may not be optimal. Future 
work could assess key range hotness change frequency and choose a lower level for 
writing. The experiment also tested the overhead when large amounts of LSM-tree 
data are transferred to the hot tree. Since only index addresses are fetched and writ-
ten to the B+ tree without rewriting SSTables, throughput is faster than hot tree gar-
bage collection, taking about 24 s for Transfer Compaction on 3 million 1KB key-
value pairs.

Under workloads with non-extreme key range hotness changes, both Transfer 
Compaction and GC in MTDB are executed at the key subspace granularity. Data 
within each key subspace ranged from 10MB to 40MB. Background threads per-
form Transfer Compaction and GC in short periods, locking only specific partitions 
and minimally impacting foreground threads.

(2)Handling Key Character Composition Changes. When handling regular work-
loads in MTDB, the number of Guards stabilizes once it reaches the upper limit. 
However, if the character composition of keys changes in the workload, the current 
Guard strategy (no deletion or reallocation) may result in skewed data distribution 
within key subspaces, potentially causing large data volumes during Transfer Com-
paction and GC. Additionally, in sequential load workloads, this could lead to the 
addition of ineffective Guards. Future work should consider operations for deleting 
and reallocating Guards to adapt to these special workloads.

3)Uniform Workloads with Insignificant Hotness Features. In uniform workloads 
where hotness features are not significant, the benefits gained by MTDB cannot off-
set the overhead of separating and transferring hot and cold key-value pairs in the 
B+tree. In such workloads, the hot tree index in MTDB can only handle 30% of read 
requests. Most lookups hit the LSM-tree, increasing the lookup path compared to 
LevelDB as an additional lookup in the B+tree is required first. Future work should 
consider a dynamic multi-tree usage strategy, where data skips writing to the B+tree 
and directly writes to L0 when hotness features are not significant, and the execution 
of Transfer Compaction is turned off.

6  Related work

Read optimization Tidal-Tree-Mem [12] moves frequently accessed files from 
lower levels to higher positions to reduce the overall file lookup time. Bourbon 
[27] accelerated searches on SStables by constructing learned indexes from static 
data stored within the SStables. TridentKV [9] employs a space-efficient partition 
strategy to address the Read-After-Delete problem and incorporates an optimized 
learned index block structure for faster file reading. SineKV [28] utilizes the char-
acteristics of SSDs [29, 30] to decouple secondary index management from primary 
index management to accelerate query performance. LTG-LSM [31] maintains a 
hotness prediction model at each level. However, these approaches do not address 
the issue of needing to traverse all files in Level 0 during read operations due to 
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the relaxed order in Level 0. MTDB strengthens the order in Level 0, reducing the 
lookup cost and expanding the number of SSTables Level 0 can accommodate.

Index. KVell [11] achieves fast read and write speeds by managing unordered KV 
data on disk using a complete B-tree index in DRAM. However, it comes with high 
memory costs and slow recovery. REMIX [32] focuses on improving range query 
efficiency by proposing a space-efficient KV index structure for a global sorted view 
of KV data-related files. SLM-DB [10] uses NVM storage for B+tree indexing of 
KV data on an SSD, avoiding KVell’s downsides but requiring special hardware 
support and incurring additional crash consistency maintenance overhead. UniKV 
[33] combines hash indexing with LSM-tree, using hash indexing for new data on 
disk and LSM-tree for old data. LSM-trie [34] uses LSM-tree-based prefix hash 
indexing to manage keys, introducing a partitioned hierarchical approach to reduce 
write amplification. ForestDB [35] proposes a new hybrid index structure called 
HB+trie to efficiently manage variable-length string keys and reduce the number of 
disk accesses during index operations, achieving high throughput for both read and 
write operations. However, these solutions do not achieve in-place updates in mem-
ory under update workloads. MTDB utilizes B+tree for both memory component 
key-value separation and unified indexing structure, reducing global index memory 
overhead and accommodating update workloads with in-place updates.

Hot and Cold Separation TRIAD [36] suggests separating hot and cold keys in 
memory components to address write amplification, but its smaller Memtable size 
limits the effectiveness of hotness detection. Siberia [37] records access timestamps 
and predicts hot records, saving hot data in memory and moving cold data to disk. 
MTDB, using B+tree, achieves hot and cold key separation in memory components. 
However, Siberia and TRIAD do not consider the scenario where cold keys in disk 
become hot after some time, lacking effective hotness strategies for already written 
disk key-value pairs. MTDB partitions based on key subspaces and transfers hot-
ness, creating indexes for hot key subspaces, providing access priority for hot key-
value pairs that were already written to disk.

Partitioning LWC-tree [38] uses vertical partitioning to narrow the key range 
of dense SSTable groups, reducing write amplification. Pebblesdb [39], inspired by 
skip lists, integrates the sentinel concept into LSM-tree management, using a seg-
mented log structure-merge tree to build a key-value store. PebblesDB relaxes the 
constraint of non-overlapping key ranges outside Level 0 and introduces protec-
tion to prevent rewriting data at the same level, reducing Compaction costs. MTDB 
implements partitioning design only in Level 0, maintaining non-overlapping key 
ranges in other levels of LSM-tree. This contrasts with PebblesDB’s coarse-grained 
data structure, which results in serious space amplification. MTDB adapts its mem-
ory B+tree structure to fit the Level 0 partition design, mitigating heavy Level 
0-Level 1 Compaction costs, achieving Level 0 partitioning without affecting write 
performance. To balance overall performance, MTDB maintains the non-overlap-
ping key range setting in the remaining levels, avoiding additional read operation 
costs if partitioning were applied.

Cache AC-Key [40] sets three different granularities of cache: key-value cache, 
key-pointer cache, and block cache. It can dynamically adjust the sizes of these three 
cache components based on the cost and benefit recorded in the cache to adapt to 
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workload changes, improving the performance of point read and range lookup opera-
tions. However, it cannot avoid the issue of Block Cache invalidation under mixed 
read-write workloads. LSbM [41] adds an inter-layer merge buffer on the disk, adap-
tively maintaining a collection of frequently accessed data to minimize cache invali-
dation caused by merge operations, ensuring cache hit rates during queries. Similarly, 
Leaper [42] addresses the problem of block cache invalidation and the resulting drop 
in cache hit rates caused by inter-layer merge operations by predicting hot data and 
prefetching it into the cache when it affects background operations, thereby reducing 
cache invalidation and improving read performance. However, the Block Cache does 
not reduce the lookup path for read requests. Lookup requests in the LSM-tree still 
need to search layer by layer from the higher levels to the lower levels, and steps like 
obtaining file handles and retrieving index blocks cannot be avoided. MTDB uses 
a B+tree index to shorten the lookup path, allowing direct access to the data block 
addresses of hot key-value pairs. Under skewed workloads, the access frequency of 
MTDB’s hot tree data blocks is high, and since no Compaction operations occur in 
the hot tree, the probability of cache invalidation in the cache is reduced.

Filter ElasticBF [13] automatically adjusts the Bloom filter false positive rate 
based on the hotness and access frequency of keys, considering storage constraints. 
Monkey [43] optimizes the overall system performance of LSM-tree-based systems 
by worst-case analysis of lookup operations. Using filters can reduce the number of 
data block accesses but cannot reduce the overhead of opening SSTables, reading, 
and searching index blocks. Additionally, it requires reading extra filter blocks and 
using additional memory space to cache the filter. MTDB uses a B+tree to index 
hot key-value pairs, allowing direct retrieval of the target key-value pair’s data block 
address, thereby avoiding the overhead of reading and searching index blocks.

7  Conclusion

We introduce MTDB, a novel database system that effectively combines B+tree, 
single-level hot tree and LSM-tree. MTDB utilizes hotness detection in B+tree to 
distinguish between hot and cold key-value pairs. It indexes a Single-Level Hot tree 
in B+tree and efficiently manages new and early-written key-value pairs in LSM-
tree based on hotness characteristics. This approach improves the read efficiency 
of lower levels in LSM-tree under workloads with evident range hotness features. 
Experimental results demonstrate that, compared to prior research, MTDB reduces 
memory consumption by 58.85–86% and index reconstruction overhead, leading to 
enhanced read and write performance.
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