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Abstract
Numerous educational institutions utilize data mining techniques to manage student 
records, particularly those related to academic achievements, which are essential 
in improving learning experiences and overall outcomes. Educational data mining 
(EDM) is a thriving research field that employs data mining and machine learning 
methods to extract valuable insights from educational databases, primarily focused 
on predicting students’ academic performance. This study proposes a novel feder-
ated learning (FL) standard that ensures the confidentiality of the dataset and allows 
for the prediction of student grades, categorized into four levels: low, good, average, 
and drop. Optimized features are incorporated into the training process to enhance 
model precision. This study evaluates the optimized dataset using five machine 
learning (ML) algorithms, namely support vector machine (SVM), decision tree, 
Naïve Bayes, K-nearest neighbors, and the proposed federated learning model. The 
models’ performance is assessed regarding accuracy, precision, recall, and F1-score, 
followed by a comprehensive comparative analysis. The results reveal that FL and 
SVM outperform the alternative models, demonstrating superior predictive perfor-
mance for student grade classification. This study showcases the potential of feder-
ated learning in effectively utilizing educational data from various institutes while 
maintaining data privacy, contributing to educational data mining and machine 
learning advancements for student performance prediction.

Keywords Prediction · Federal learning · Machine learning · Learning outcome · 
EDM · SVM · Inclusive innovation

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s11227-024-06087-9&domain=pdf


16335

1 3

Transforming educational insights: strategic integration…

1 Introduction

Schooling plays a pivotal role in a nation’s socioeconomic progress and advance-
ment. Forecasting the academic performance of students has emerged as a crucial 
undertaking. There is a pressing requirement for implementing a digital infrastruc-
ture that can facilitate the cultivation of a generation equipped with the necessary 
skills to advance a nation across various domains, including but not limited to sci-
entific, economic, social, and military spheres. One of the primary rationales is that 
educational institutions rely on the government as the principal entity responsible 
for exerting substantial and arduous endeavors to facilitate the progression of edu-
cation in a consistent and accelerated manner by expanding educational accessibil-
ity. The initial approach to acquiring comprehension of future events involves the 
act of making predictions about forthcoming occurrences. The second method, data 
mining, involves extracting previously unknown information. To enhance its pre-
dictive capabilities, data mining can be optimized by utilizing extensive databases 
and diverse data sources pertaining to various sectors, including commerce, social 
media, healthcare, and education [1, 2]. An optimal educational setting involves 
exchanging information and implementing extensive deep-learning experiments. 
The significance of education in the context of sustainable development (ESD) is 
showing a notable increase in recent years, as evidenced by the analysis of edu-
cational data obtained from diverse e-learning platforms and the advancement of 
conventional educational systems. To illustrate the full range of possibilities EDM 
offers, various datasets sourced from diverse origins are interconnected. The institu-
tion’s data are carefully examined to identify factors that may contribute to advanc-
ing the educational process. This is in contrast to conventional database analysis, 
which can generate responses to queries like “Who is the student that received a 
failing grade?” By employing Educational Data Mining (EDM), researchers can 
obtain insights into more comprehensive inquiries, such as predicting a student’s 
final grade or determining their exam outcome as a pass or fail [3].

Educational results delineate the potential or capacity of students as a direct out-
come of modifications in their behavior stemming from their educational encoun-
ters. The prediction of students’ performance results from transforming their behav-
ior after participating in academic courses, encompassing information acquisition, 
cognitive abilities, and physical aptitude [4]. Particularly, building materials forms 
of students’ achievement include the comprehension of subject matter, the process-
ing of information, and the utilization of intellectual or physical abilities to make 
informed decisions. Within the sequence of programs to be completed, it is feasi-
ble to systematically monitor and assess students’ cognitive, effective, and psycho-
motor proficiency, drawing upon a comprehensive comprehension of their academic 
achievements. A student’s academic efficacy is contingent upon the caliber of the 
instruction and learning process. To enhance this process, it is possible to utilize 
learning outcomes to assess and improve [5].
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1.1  Federated learning

As in federated learning, data are distributed across numerous devices, often leading 
to unbalanced datasets. This heterogeneity can result in challenges in model training 
and performance and make it difficult to develop models that perform consistently 
across all devices. Previously, to overcome such issues techniques like advanced 
data sampling and model personalization were used to ensure more uniform model 
training and performance across diverse datasets. Analyzing student performance 
and engagement data locally allows them to adapt learning content to individual 
needs, thus improving educational outcomes while safeguarding student privacy and 
promoting privacy-conscious educational environments. Federated machine learning 
achieves higher performance as it can assist in identifying learning gaps and pro-
vides targeted interventions needed to improve and better acquisition of educational 
programs. Federated machine learning algorithms can also facilitate the optimiza-
tion of student data processing by identifying inefficiencies and predicting future 
performance trends, which results in more streamlined the student’s results.

FL is an ML-based approach that can be employed in made-available edge com-
puting devices or servers to preserve personal data samples without data exchange, 
thereby facilitating the training of an algorithm. FL is an algorithmic approach 
wherein multiple clients collaborate with a central aggregator to address machine 
learning problems, as presented in Fig. 1. The system receives training data from 
FL, ensuring the users’ privacy is upheld. FL effectively handles and solves the pre-
viously mentioned concerns using a centralized aggregator server. This server pro-
vides access to a universally shared deep learning (DL) structure on a global scale. 

Fig. 1  Represents a computational strategy of FL where many clients work with a core aggregator to 
tackle issues related to machine learning
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This article examines the different uses of FL in diverse fields, including medical 
services, intelligent health reasons evaluation networks, mobile devices, and assis-
tance concepts.

Furthermore, we offer an extensive examination of the prevailing challenges 
faced by FL, encompassing aspects such as safeguarding user privacy, communica-
tion expenses, system heterogeneity, and the lack of reliability in model uploads. 
Currently, federated learning is confronted with several challenges. Subsequently, 
the various potential avenues for future research will be examined. The federated 
neural network algorithm trains diverse machine models by leveraging multi-
ple local datasets instead of exchanging data with external datasets. As a result of 
this, enterprises have the capability to construct a cohesive global model without 
the necessity of storing training information in a centralized location. The achieve-
ment of accurate prediction performance is a direct outcome of federated learning. 
This collaborative approach enables scientists from different institutions and geo-
graphical locations to collectively educate multi-centric artificial intelligence (AI) 
algorithms using diverse datasets. Preservation of the information belonging to an 
organization’s administration and human being users’ privacy is ensured by solely 
transferring algorithms while keeping the data intact [6].

1.2  Cross‑silo federal learning

The cross-silo FL system facilitates the integration of multiple silos, each connected 
to an essential server. Numerous companies can communicate through a unified 
approach while preserving their raw data in separate silos. The technology effi-
ciently manages extensive datasets across multiple organizations while upholding 
data privacy principles. Figure 2 depicts a cross-silo system that connects a nearby 
hospital, a local testing facility, and a clinical research facility [7]. Each organization 
serves the community, providing them with distinct yet analogous environments to 
conduct their business.

1.3  Cross‑device federated learning

Cross-device FL operates on devices that are interconnected within a network. Vari-
ous instruments used by users, including adaptable phones and laptops, function as 
sources of information that train the model locally, as shown in Fig. 3. Subsequently, 
the server amalgamates these components to construct a comprehensive global 
model. The utilization of this technique by Google to train subsequent prediction 
models is a noteworthy illustration. To predict the following word, an initial step 
involves the creation of a localized linguistic framework, which is established by 
utilizing the user’s input within the given device. The process consists of using fed-
erated sequential models to store and recall previous user input data, enabling the 
generation of future predictions. Consequently, the network experiences enhanced 
efficiency, improving user experience. In the realm of textual composition, it is a 
widely held sentiment that individuals generally appreciate the presence of accurate 
predictive suggestions for subsequent words during writing [8].
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Fig. 2  Demonstrates a cross-silo FL system that connects a nearby hospital, a local diagnostic facility, 
and a clinical research complex

Fig. 3  The provides a visual representation of a collaborative system where users use adaptable phones 
and laptops as information sources for local model training. This decentralized approach ensures privacy 
and security while leveraging collective intelligence to enhance the system
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2  Literature review

Kamar et  al. [9] have extensively investigated academic records mining, lead-
ing to a significant body of research in this area. Numerous studies within this 
domain have focused on developing predictive models to evaluate the capabili-
ties of university students and identify potential risks within educational institu-
tions. Some approaches analyze the influence of different factors on student per-
formance, while others aim to build optimal classification models for predicting 
uncertain future performance. In the following section, we delve into the interre-
lated research endeavors, shedding light on various aspects explored in this field.

The proposed study assesses student performance exclusively based on spe-
cific factors that yield suitable outcomes. In addition, the proposed methodology 
incorporates the characteristics of the J48 Classifier and Naive Bayes classifi-
cation technique to ascertain the effects and classify students’ overall academic 
achievement in a specific manner [10]. Multiple classification algorithms were 
applied to the student’s data in a study conducted by [11]. These algorithms 
included fully connected layers, Naive Bayes (NB), sequential minimal optimiza-
tion (SMO), J48, and REPTree. Altabrawee and Dr. Ami developed a novel pre-
diction model in their research. The Ami model effectively assists students who 
lack motivation and exhibit weak academic performance to enhance their study 
habits and attain satisfactory grades. Altabrawee et  al. propose a novel predic-
tion model for forecasting student performance. The proposed study involved the 
development of a classifier utilizing four distinct ML-based techniques to predict 
students’ overall academic performance in a specific subject. Artificial Neural 
Networks (ANN), NB, decision trees (DT), and Linear Regression (LR) consti-
tute a set of machine learning techniques [12]. This study investigates the impact 
of utilizing the Internet as an educational platform and the influence of college 
and university students’ social media usage on their academic performance.

Education data mining (EDM) approaches have been instrumental in facilitat-
ing the rapid growth of the education industry. These approaches have contrib-
uted to the development of new and improved services for students. Karthikeyan 
et  al. [13] investigate various factors associated with Educational Data Min-
ing (EDM), including students’ performance, attrition rates, cognitive abili-
ties, teacher and administrator performance, course delivery, and material com-
position. Researchers employ diverse data analytics tools to derive meaningful 
insights from educational data. The complexity of the developed predictive mod-
els renders them impracticable for making accurate future predictions, posing a 
significant challenge in deciphering their underlying mechanisms. Additionally, 
it offers enhanced predictive capabilities and a heightened emphasis on the com-
prehensive evaluation of learners’ performance. Dhilipan et  al. [14] conducted, 
addresses the intricate challenge that needs to be resolved to predict students’ 
future success in online courses accurately. The ability to anticipate student per-
formance during the initial phases of a course is of utmost importance to ena-
ble timely educational interventions. However, prior research has not compre-
hensively analyzed this issue from the deep learning perspective. This research 
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introduces a novel approach known as Grit Net, which leverages bidirectional 
long short-term memory (LSTM) to address the challenge of predicting pupil 
achievement. According to our data, the Grit Net consistently outperforms the 
conventional logistic regression technique. This advantage is particularly evident 
during the early weeks when accurate predictions are the most challenging.

Li et  al. [15] utilization of federated learning (FL) in this study facilitated a 
collaboration in data science that resulted in the development of a predictive 
model for clinical outcomes in COVID-19 patients. This work has set a significant 
precedent for applying FL in the medical domain. FL is an approach employed in 
training AI-based models, wherein data from multiple sources is utilized while 
ensuring data privacy. This approach effectively addresses the challenges associ-
ated with data sharing. FL is an algorithmic approach wherein multiple clients 
collaborate with a central aggregator to address machine-learning tasks. The sys-
tem receives training data from FL, ensuring the preservation of user confidenti-
ality. FL addresses and resolves the previously mentioned concerns using a cen-
tralized aggregator server. This server facilitates access to a universally shared 
DL model on a global scale. This article examines fuzzy logic (FuL) applications 
in diverse fields, including healthcare, intelligent medical diagnostic systems, 
wireless communications, and service concepts [16].

Furthermore, we offer an extensive examination of the challenges faced by 
FL, encompassing aspects such as safeguarding user privacy, communication 
expenses, system heterogeneity, and the lack of reliability in model uploads 
[17]. Currently, federated learning is encountering a range of challenges, a few 
of which will be discussed herein. Subsequently numerous potential avenues for 
future research will be examined. The federated learning algorithm trains diverse 
machine models by utilizing multiple local datasets instead of sharing data with 
external datasets. As a result of this, enterprises have the capability to establish a 
cohesive global model without the necessity of storing training data in a central-
ized location. The achievement of strong predictive capabilities is a direct out-
come of federated learning, a collaborative approach that enables scientists from 
diverse institutions across different geographical locations to train multi-centric 
artificial intelligence models using disparate datasets collectively. An organiza-
tion’s data governance and individual users’ privacy are maintained by solely 
transferring algorithms and not the data itself. FL has a higher potential and is 
utilized to predict learners’ academic performance. Hu et al. [18] provide an ini-
tial framework for understanding and contrasting FL with traditional distributed 
learning. The study focuses on elucidating the various aspects of FL, including its 
development process, definition, architecture, and categorization. Subsequently, 
the document delineates several prevalent FL concerns requiring attention. This 
paper provides a concise overview and comparison of various federated machine 
learning algorithms, specifically those rooted in conventional FL algorithms. The 
primary emphasis is placed on deep learning and classification techniques. This 
study also addresses future advancements of federated learning by utilizing deep 
learning techniques [19]. The proposed FL framework has demonstrated superior 
performance to existing machine learning models for predicting student perfor-
mance in terms of efficiency, reliability, and precision. To facilitate the creation 
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of multiple machine learning-based localized data models, we conducted an 
assessment of three distinct local datasets.

Realinho et al. [20] utilized a combination of social community assessment and 
data mining techniques to predict the prospective success or failure of high school 
students at the outset of their education. The aim of their observation was modi-
fied to increase the accuracy of academic information inputted while considering 
the social community’s opinion. Tyler et al. [21] proposed a theoretical framework 
that utilizes data collected during admission to predict students’ academic perfor-
mance and evaluate their initial term achievements. This novel methodology enables 
data from multiple colleges and universities to be categorized into two distinct cat-
egories. The initial cohort of children has been identified as exhibiting subpar aca-
demic achievement and being susceptible to adverse outcomes, while the subsequent 
cohort has been categorized as demonstrating commendable academic performance. 
Kaur et al. [22] developed an innovative model that centers on various student attrib-
utes to predict academic performance. The instructional performance model is influ-
enced by multiple factors, making it crucial to establish a predictive data mining 
technique for analyzing students’ performance. This technique is necessary to dif-
ferentiate between advanced beginners and gradual beginners. Bhardwaj et al. [23] 
proposed a predictive student achievement model incorporating multiple classifiers. 
The suggested model, AODE, combines the aggregation of one-dependence esti-
mators and K-nearest neighbors. A rule consisting of various possibilities is used 
to incorporate numerous classifiers for predicting academic performance among 
engineering students. The proposed methodology was employed and subjected to a 
t-test for comparison across three distinct datasets about student performance. The 
presented approach is also likened to KSTAR, OneR, Xero, NB, and NB tree algo-
rithms and individual algorithms to establish a contrast.

Pandey et  al. [24], a novel methodology for earthquakes, represent a naturally 
occurring phenomenon that can significantly harm human lives and infrastructure. 
Researchers have explored various AI techniques for earthquake forecasting. How-
ever, achieving high precision remains challenging due to vast multivariate data, 
delay in communication transmission latency, limited computational capacity, and 
data privacy concerns. FL is a machine learning-based approach that addresses these 
challenges by enabling on-site data collection and processing while ensuring data 
privacy without transmitting it to a central server. The federated approach aggre-
gates local data models to construct a global data model, inherently ensuring data 
security and privacy and accounting for data heterogeneity. This study introduces 
an innovative conceptual framework for earthquake prediction, leveraging machine 
learning principles in seismology. The proposed FL framework outperforms tradi-
tional earthquake forecasting models by generating multiple ML-based local data 
methods from three distinct local datasets. These models are combined using the 
Fed Quake algorithm to form a global data model on a central FL server. A meta-
classifier is trained using this global data model to enhance earthquake prediction 
accuracy. Glannini et  al. [25] used AI and DL algorithms to analyze the complex 
problems of the students and also the instructors in an institute, such as “lack of 
communication,” lack of discussion about subjects,” and the harassment of the male 
and female instructors. Chai et  al. [26] utilized AI and DL to enhance student’s 
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learning abilities in both private and public sectors, not only for classroom teaching 
but also for management tasks in institutes. Chu et al. [27] propose a personalized 
federated learning framework to enhance learning outcomes for underrepresented 
students. The framework uses meta-learning, adapted local models from a global 
model, and personalized steps. The focus is on predicting learning outcomes from 
student activities, with subgroups formed based on community. The primary goal 
is to maximize predictive quality for all student subgroups, particularly underrep-
resented ones. The framework’s well-organized student embedding correlates with 
improved student modeling. Syreen et  al. [28] discuss the growing importance of 
federated learning (FL) in academia and industry, highlighting its potential to 
improve data-driven applications. Zhang et al. [29] explore federated learning as a 
new solution for safeguarding big data and artificial intelligence privacy, address-
ing issues of sharing mechanisms and task-specific framework migration. Wen et al. 
[30] the authors discuss FL’s importance and rapid growth as a crucial solution for 
protecting user’s privacy. A new text classification method involves preprocessing, 
feature extraction, feature selection, feature weighting, and classification. Preproc-
essing includes tokenization, stop word removal, lower-case conversion, and stem-
ming techniques to enhance classification performance. The processed tokens are 
used to create a list of features for textual data. Parlak et al. [31] study on text clas-
sification uses a novel filter selection method called the Extensive Feature Selector. 
They use three local feature selection methods and three globalization techniques 
on four benchmark datasets: 20 Newsgroup, Enron1 and Polarity [32]. The data-
sets have four characteristics: multi-class unbalanced, multi-balanced, binary-class 
unbalanced, and binary-class balanced. The classification stage uses SVM and DT, 
two well-known classifiers.

The suggested framework is rigorously tested by evaluating multidimensional 
seismic data within a radial area of 100 km centered at coordinates 34.708◦ N and 
72.5478◦ E in the Western Himalayas. The finding demonstrates the effectiveness 
and potential of the suggested federated learning-based approach for earthquake pre-
diction in seismic studies. Upon conducting a comparative analysis between the out-
comes of the suggested framework and the regional seismic data collected through 
instrumental recording over 35 years, it was determined that the prediction accuracy 
amounted to 88.87%. The findings derived from the proposed framework have the 
potential to serve as an important element in the creation of seismic early warning 
systems.

Only educational institutions always seeking new ways to improve quality can 
produce students with the greatest levels of accomplishment while still maintaining 
the lowest rates of failure. Educational federated learning has recently been more 
prevalent in educational settings. This is because federated learning enables teach-
ers to analyze and forecast the performance of their students, as well as take the 
necessary actions in advance. Due to issues with prediction accuracy, erroneous 
attribute analysis, and insufficient datasets, educational systems are facing difficul-
ties and roadblocks while trying to fully benefit from educational federated learning. 
To make the prediction process more accurate, it is essential to conduct an exhaus-
tive analysis of the relevant research and then choose the most suitable prediction 
technique. The principal emphasis of this work is on federated learning techniques, 
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classification algorithms, and the effect that they have on datasets, in addition to the 
result of the prediction attribute. The purpose of this work is to give clear and brief 
comparisons between each of these aspects of federated learning. The research also 
identifies the most reliable features that may be used to accurately forecast students’ 
academic performance.

3  Materials and methods

First, a federated educational framework is created in this research to forecast stu-
dents’ educational achievement into low, good, average, and drop utilizing vari-
ous machine learning techniques and approaches, as shown in Fig.  4. Second, to 

Fig. 4  Proposed model to predict students’ educational achievement as low, good, average, or drop. The 
model incorporates diverse machine-learning techniques and approaches to achieve accurate forecasts
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make the models more precise, we employ optimized features. Finally, five different 
machine learning models have been evaluated on our optimized dataset for training 
and testing. We employ a federated learning model, KNN, NB, SVM, and decision 
trees. At last, the F1-score of models, accuracy, precision, recall, and other metrics 
are computed based on the outcomes of each model [33, 34].

In Fig.  4, a massive amount of data are required to train the models for feder-
ated learning, so in the first layer, data are combined from several networks con-
taining information on students. Layer 2 models are developed using the Tensor-
Flow framework. As part of the first layer, an encryption system is applied, and after 
that, the obtained data are processed before being utilized for the training process 
of the proposed models. The proposed ML-based algorithms are trained using the 
processed data sent to the second layer. Each model’s training data and resulting 
predictions are saved in a central cloud database. The third and final layer is an 
aggregation of instructors for the students, hosted on a cloud server and informed by 
a global model/metamodeling. After each iteration, the global model compiles the 
local models’ insights and revises its prediction accordingly. The global prediction 
is provided after applying the meta-classifier to the results from the regional models. 
For pupils to become effective students is one of the most significant objectives of 
education. Everyone interested in determining effective teaching methods must con-
sider the ability to predict outcomes for student learning through observation data 
and learners’ achievement using federated learning. Information on students will be 
gathered, including demographics, academic performance, and more. The datasets 
will include feature information about the dataset’s distribution alongside the sam-
ples used for training and assessment sample sizes. The student-to-sample ratio is 
also taken into account.

3.1  Dataset

Three separate Kaggle datasets were combined to form the dataset utilized in this 
study. Dataset 1 (StudentAsseccment.CSV, StudentInfo.CSV) includes information 
about individual students and their academic achievements. Dataset 2 (StudentPric-
tion.CSV) includes a plethora of attributes, such as student family details, student 
education details, and current semester grades, while dataset 3 (StudentData.CSV) 
provides just eight features about students’ performance in each topic as explained 
in Table  1. The dataset includes 33 variables, including the student’s educational 
history, personal details, and family history. Columns 1 to 10 in the dataset contain 
the demographic questions, while columns 11 to 16 contain responses. Some ques-
tions focus on the student’s family, while others probe his or her educational prefer-
ences. The dataset contains 22 columns that are displayed in Table 1. In Table 1, 
we have taken the following datasets of 145 students such as “Student ID”, “Age”, 
“Gender”, “Highest Study Type”, “Scholarship”, “Work Activity”, “Partner”, “Sal-
ary”, “Transport”, “Living”, “Mother Education”, “Father Education”, “Number of 
Siblings”, “Kids”, “Mother Job”, “Father Job”, “Study Hours”, “Read Frequently”, 
“Read Frequently Science”, “Attending Department” and “The impact of the study 
on him/her”.
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3.2  Dataset preprocessing

The proposed study commenced by conducting preliminary data preprocessing 
to facilitate experimentation. This initial phase encompassed three primary pro-
cedures: data discretization, imputation of missing values, and addressing imbal-
anced data [35]. Initially, data integrity analysis was performed on the student 
dataset to identify variables with notably low data integrity. The dataset con-
sisted of two types of variables: discrete and continuous. Discrete variables were 
encoded using binary values (0/1), while the continuous variables were subjected 
to discretization. Specific guidelines were employed during the discretization pro-
cess. A binary encoding (0/1) was utilized for discrete features, while continuous 
features were discretized into suitable intervals to represent various feature levels. 
This thorough data preprocessing effectively eliminated noise from the dataset 
and improved classifiers’ performance in subsequent analyses and experiments. 
Algorithm  1 shows the procedure for predicting the grades of 10 students in a 
class based on four parameters such as quiz, assignment, mid-term, and final-term 
marks. Initially, the student’s details in maintained in an Excel sheet, and later 
on these data are into.CSV file. After that, the data are distributed into two sec-
tions. 30% data are used for testing purposes, and 70% data are used for training 
purposes. After training and testing the data, the students’ details are mentioned 

Table 1  Student information 
dataset

Sr.no Std detail Discipline Class category Object

0 Std ID 145 Non-empty int-64
1 Age 145 Non-empty int-64
2 Gender 145 Non-empty int-64
3 High Study 145 Non-empty int-64
4 Scholarship 145 Non-empty int-64
5 Work 145 Non-empty int-64
6 Activity 145 Non-empty int-64
7 Partner 145 Non-empty int-64
8 Salary 145 Non-empty int-64
9 Transport 145 Non-empty int-64
10 Living 145 Non-empty int-64
11 Mother-Edu 145 Non-empty int-64
12 Father-Edu 145 Non-empty int-64
13 No. of Sibling 145 Non-empty int-64
14 Kids 145 Non-empty int-64
15 Mother-Job 145 Non-empty int-64
16 Father-Job 145 Non-empty int-64
17 Study-Hours 145 Non-empty int-64
18 Read-Freq 145 Non-empty int-64
19 Read-Freq-SCI 145 Non-empty int-64
20 Attend-Dept 145 Non-empty int-64
21 Impact 145 Non-empty int-64
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along the X-axis, and the parameters for defining the students’ grades are men-
tioned along the Y-axis.

Algorithm 1  Student prediction data preprocessing with feature loop

3.3  Importance of dataset and expert‑driven feature selection scheme

Adequate sample size is essential in creating a precise and reliable classification 
model. Superfluous features and entries can detrimentally affect classification accu-
racy, increasing computational demands [36]. Consequently, it is vital to identify the 
most critical features during the experimental design phase. To achieve this objec-
tive, several tests were performed, beginning with twenty features and expanding 
further until no notable progress was identified. The suggested classifier’s superior 
classification performance was combined with the suggested MFV-based expert-
driven feature identification technique during these investigations. The data from 
these experiments illustrate that classification accuracy decreases consistently when 
using more than an eighty-feature subset, signifying no considerable improvement in 
the predictive accuracy of the federated learning algorithm. Therefore, it was extrap-
olated that features from twenty are critically important in creating an effective clas-
sification model for the FL algorithm. Due to privacy and ethical restrictions limiting 
the availability of other public datasets related to the federated learning algorithm 
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for significance testing, two benchmark techniques were chosen for comparison with 
the suggested MFV-based expert-driven feature selection framework. The initial 
benchmark study employed an Information Gain (IG) technique for selecting fea-
tures to develop the initial FL algorithm predictive model. The second benchmark 
study utilized a combined data imbalance technique to boost the federated learning 
algorithm’s classification performance and advocated employing an SVM classifier.

4  Machine learning‑based algorithm

This research paper extensively explores a range of machine learning (ML) mod-
els within data mining, employing widely accepted methodologies [37, 38]. The 
study selects and applies distinct ML models, including SVM, DT, NB, KNN, and 
an FL Model. The main objective revolves around utilizing these models for predic-
tive analysis of student grades, effectively categorizing them into four discrete lev-
els: low, good, average, and drop. Sarker et al. [39] proposed that machine learning 
involves machines autonomously acquiring data knowledge, improving performance 
through prior experiences, and generating predictions. ML algorithms efficiently 
process large datasets for their tasks after undergoing training. These techniques 
address various business challenges, encompassing organization, interactions, plan-
ning, classification, and regression. ML can be categorized into four types based on 
learning methodologies and techniques.

Alzubaidi et  al. [40] highlight that machine learning constitutes a fundamental 
subfield within artificial intelligence (AI) and is the cornerstone of deep learning. 
Inspired by the neural networks in the human cerebral cortex, DL operates without 
explicit programming, instead relying on many nonlinear processing units to extract 
and transform features. Each layer of the network builds upon the outputs from the 
preceding layer, enabling the model to address the dimensionality challenge by 
autonomously identifying and prioritizing relevant features with minimal program-
ming intervention. The versatility of deep learning makes it widely applicable, par-
ticularly in scenarios involving multiple inputs and outputs. As an integral branch of 
AI, deep learning aims to develop algorithms that emulate the human brain’s cogni-
tive processes, aligning with the overarching goal of artificial intelligence in repli-
cating human behavior.

4.1  Support vector machine (SVM)

Our study employs the support vector machine (SVM) models presented by Cor-
tes et al. [41], widely utilized for distribution estimation, regression, and classifica-
tion tasks. SVMs use nonlinear techniques to transform independent variables into 
higher-dimensional feature spaces, ensuring better separation [42, 43]. They find 
extensive applications in remote sensing domains. When dealing with multi-class 
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classification scenarios where data are not linearly separable, SVMs rely on kernel 
functions like linear, polynomial, radial basis, and sigmoid, each requiring specific 
parameters. The selection and parameterization of these kernels significantly impact 
the accuracy of SVMs [41, 44]. To combat overfitting and regulate the trade-off 
between margins and training errors, tuning parameters, particularly the penalty fac-
tor C, are utilized [45, 46]. For our research, we chose the Radial Basis Function 
(RBF) kernel for classification and regression tasks. Two crucial parameters need 
specification: C and gamma. The C parameter balances maximizing the margin 
and minimizing classification/regression errors. Setting C to 22 emphasizes maxi-
mizing the margin and potentially reducing training error. However, it is essential 
to acknowledge that the optimal C value may differ depending on the dataset and 
specific problem. Algorithm  2 shows the number of variables denoted by p* for 
determining the grade level of the students in the form of “low”, “drop”, average,” 
and “good”. In line 14, we have applied an SVM algorithm to predict the student’s 
grade level by applying different weights on each variable. Line 15 shows that if we 
have more than 2 sub-variables of a main variable, like quizzes 1, 2, and 3. We have 
selected the optimal sub-variables for analyzing the grade level. Lines 20-21 show 
if the variable values are less than the defined values, the grade level will be named 
“drop”. At the last, the algorithm will show a grade level based on the subject value.

Algorithm 2  SVM model variable relevance ranking
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4.2  Decision trees (DT)

Our study delves into nonparametric supervised learning, where decision trees (DT) 
serve as a widely adopted approach [47, 48]. These trees offer versatility for both 
classification and regression tasks, with prominent algorithms such as ID3 [49], 
C4.5 [47], and CART [50]. To achieve enhanced performance and superior results, 
tuning the parameters of DT algorithms becomes crucial. Our research stipulates 
a maximum depth of 15 for the decision tree, effectively capturing more complex 
data patterns without overfitting. Additionally, by setting the random state to 29, 
we ensure consistency in the random aspects of the algorithm across multiple runs. 
Algorithm  3 shows the working of the DTC model for classifying the students’ 
grade level based on the different variables such as quizzes, assignments, mid-term 
and final term marks. In line 28, we have selected specific parameters for predicting 
the grade level, such as low, drop, average, and good. Line 29 shows that the maxi-
mum number of parameters might be taken as 6, the minimum number of param-
eters might be taken as 2, and the parameter level position must always be started 
with the ‘0’ position. Lastly, the DTC algorithm is used to train different variables 
and test the grade level.

Algorithm 3  Decision tree classifier (DTC) algorithm

4.3  Naïve Bayes

In our research investigation, we explore the application of the Naïve Bayes algo-
rithm for predicting student grades and effectively categorizing them into four lev-
els: low, good, average, and drop [51, 52]. Naïve Bayes is a well-established proba-
bilistic classification method known for its simplicity, efficiency, and effectiveness, 
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especially in managing high-dimensional datasets. The dataset used in this study 
comprises various features, including historical academic performance, attendance 
records, coursework scores, and other relevant factors that may influence student 
grades. The target variable represents the categorical grade level, with the four dis-
crete categories mentioned earlier.

During the training phase, the Naive Bayes classifier acquires knowledge about 
the probabilities linked to each feature about each class label by using the labeled 
training data. The provided data are next used to compute the posterior probability 
of each class label based on the observable characteristics of a new and unobserved 
student record. The anticipated grade level for a particular student is determined by 
assigning the class label with the most excellent posterior probability. To evaluate 
the effectiveness of the NB model, we use commonly used assessment measures like 
accuracy, precision, recall, and F1-score. Furthermore, cross-validation methods are 
employed to guarantee the robustness of the model and mitigate the risk of overfit-
ting. Our experimental results demonstrate the effectiveness of the NB approach in 
accurately predicting student grades and proficiently classifying them into four dis-
tinct levels. This research outcome provides valuable insights into the application of 
Naïve Bayes for educational data analysis. It establishes the groundwork for poten-
tial future research and practical implementation in student performance prediction 
and targeted intervention strategies.

4.4  K‑nearest neighbors (KNN)

In our study, we explore the KNN algorithm, known as a non-generalizing learn-
ing method, often referred to as “lazy learning” or “instance-based learning” [53]. 
Unlike traditional approaches that build internal models, KNN retains all occur-
rences of the training set in an n-dimensional space. It then categorizes new data 
points by analyzing existing data and employing similarity metrics, such as the 
Euclidean distance function [54]. During the classification process, the KNN of 
each data point contributes their votes, and a simple majority determines the final 
classification. The accuracy of KNN heavily depends on data quality and exhib-
its some resistance to noisy training data. However, selecting the optimal number 
of neighbors to consider, in this case, K=1, poses a significant challenge in KNN. 
Nevertheless, KNN finds practical applications in both classification and regression 
tasks. The KK-nearest neighbors (KNN) classifier algorithm is illustrated in Algo-
rithm 4. The algorithm is used for analyzing the grade level depending on data qual-
ity, exhibits some resistance to noisy training data, and analyzes the accuracy of the 
algorithm through cross-validation. Line 35 shows the optimal number of neighbors 
to be considered. Line 36 shows that six neighbors have been selected for training 
and testing purposes. Line 39 shows the procedure for analyzing the accuracy of the 
KNN algorithm after validating the data.
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Algorithm 4  K-nearest neighbors (KNN) algorithm

4.5  State‑of‑the‑art federated learning model for enhancing student learning 
outcomes

The federated learning classifier is a proposed model for securing the privacy of 
the dataset to predict student learning performance by using the educational data 
of different institutes. Firstly, this study develops a federated learning model to pre-
dict the grades of the students into low, good, average, and drop. Secondly, we use 
optimized features to improve the accuracy of the models. Thirdly, our optimized 
dataset is evaluated on five machine-learning models to train and test the models. 
We use a support vector machine, decision tree, Naïve Bayes, K-nearest neighbors, 
and a federated learning model. Finally, the results of all the models are calculated 
in terms of accuracy, precision, Recall, and F1-score of Models, and a complete 
comparative analysis is done. Federated learning and KNN perform best as com-
pared to other models. The proposed research aims to ensure students’ success as 
learners by employing federated learning to predict learning outcomes based on 
data and achievements. Real data from a multifunctional university is used for test-
ing, making the model applicable to other institutions. The collected data includes 
learners’ information, such as classes, grades, and relevant details, with insights 
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into data distribution and trainee-to-sample ratio. Data will be gathered from vari-
ous university campuses and stored in a database, including different data types like 
text. Pattern recognition techniques will then swiftly and accurately identify familiar 
patterns in the data. Relevant data will be processed, while irrelevant data will be 
iteratively refined until relevancy is achieved. The output is subjected to secure and 
efficient FL, which trains algorithms across decentralized peripheral devices or serv-
ers containing local data samples, thereby significantly enhancing performance [55]. 
An integrated interface uses three key factors to assess the model’s performance: 
Performance Evaluation, Performance Validation, and Segregation and Clustering. 
Performance prediction factors are also integrated into federated learning, enabling 
precise outcome predictions. Accurate predictions lead to assigning final grades, 
while inaccuracies trigger further iterations in the prediction cycle [56].

The research addresses challenges related to imbalanced data through concrete 
techniques, providing effective solutions. Moreover, concrete deep-learning clas-
sifiers are proposed and applied based on performance evaluation matrices, fur-
ther enhancing the learning process. Pattern recognition, an essential data analysis 
method, utilizes ML algorithms to automatically identify patterns and regularities 
in various data types, ensuring swift and accurate recognition of familiar patterns. 
In this research, we utilize a comprehensive database as a repository of institu-
tional data, encompassing teacher and student information. The database contains 
a vast array of information, including assessments, assignments, attendance records, 
exams, results, and alterations in behavior. To optimize the analysis of this data, we 
utilize pattern recognition, a data analysis technique that utilizes machine learning 
algorithms to autonomously detect patterns and consistencies within a wide range 
of datasets, encompassing text, images, audio, and other specified attributes. Pattern 
recognition systems demonstrate the capability to swiftly and accurately recognize 
familiar patterns. We extract meaningful insights from the database through pattern 
recognition analysis, aligning with our research objectives. Specifically, we ana-
lyze assignments, quizzes, and result patterns to identify regularities. The FL-SVM 
Model for Predicting Student Performance is presented in Algorithm 5.

In this study, the data analyzer plays a crucial role in processing and validating 
data obtained through pattern recognition. Data analysis is an essential practice that 
involves cleaning, transforming, and modeling data to extract meaningful insights 
for decision-making. Various interdisciplinary domains such as artificial intel-
ligence, Pattern Recognition, and Neural Networks heavily rely on data analysis. 
The collected data from the data analyzer serves multiple purposes, including the 
federated learning process and decision-making for performance factors. A central 
model is created on the server and distributed to each participant, where batches of 
data are used for training and updating the models as new data enters the system. 
Performance evaluation of learners is conducted using fresh data points collected at 
admission to ensure the validity of each treatment. The final models are compared 
using testing datasets to assess the effectiveness of each processing step. The aver-
aged model is then returned to the institutions and evaluated against local validation 
sets. The exchange of projections and actual values with the central server enables 
the calculation of performance metrics, which facilitates the classification of stu-
dent performance using the federated learning model. The collected data, combined 
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with federated learning, allows the calculation of probability percentages to improve 
future results. This process holds significant promise in enhancing educational out-
comes through data-driven decision-making and performance assessment.

Algorithm 5  FL-SVM model for predicting student performance

4.6  Evaluation parameter

In the study, Eq. 1 is used to assess the accuracy of each ML model. Accuracy, 
defined as the proximity of a measurement to the true value being sought, is a 
crucial metric in evaluating the models [57].

In this context, Eq.  2 is used to calculate Precision, a measure of the agreement 
between multiple measurements of the same quantity. Precision is determined by the 
number of true positive (TrPos) and false positive (FaPos) findings, highlighting the 
ability to identify positive instances accurately. Higher precision indicates reduced 
outcome variation, making them highly reproducible and reliable.

In this context, Eq. 3 defines recall as a measure of a model’s capability to recog-
nize all relevant instances within a data stream. The recall is calculated by summing 
the correct identifications (true positives) and subtracting the false alarms (false 

(1)Accuracy =
TrPos + TrNeg

TrPos + FaPos + TrNeg + FaPos

(2)Precision =
TrPos

TrPos + FaPos
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negatives). A higher recall value indicates that the model can effectively capture 
a larger proportion of relevant instances, making it more adept at recognizing true 
positives.

The F1-score, represented by Eq. 4, is computed using the harmonic mean of recall 
and precision. It is a symmetrical metric that considers both the model’s ability to 
identify pertinent instances (recall) and the accuracy of its identifications. The har-
monic mean combines these metrics to evaluate the model’s efficacy, particularly 
when precision and recall are equally important.

5  Results and discussion

The proposed system evaluates student academic achievement using different ML-
based algorithms applied to a dataset. The assessment criteria encompass model 
accuracy, precision, recall, and F1-score [58, 59]. The results, depicted in Fig.  5, 
showcase the aggregated testing outcomes of the models, with 10 clients execut-
ing 90 epochs. The final global model has achieved an exceptional accuracy rate of 
99% along with a loss rate of 1.5% [60]. Furthermore, Table 2 illustrates the effec-
tiveness of the federated learning approach, achieving a 99% training accuracy after 
one hundred rounds of communication and a 99% testing accuracy. The federated 
learning confusion matrix demonstrates accurate results, with all classes display-
ing perfect precision, recall, and F1-score. The application of FL for analyzing the 
accuracy of the proposed system by training the four parameters, quiz, assignment, 
mid-term, and final-term scores, to predict the grade level based on these param-
eters. Line 61 shows the procedure of comparison of the accuracy of different classi-
fiers such as Gaussian Naïve Bayes, DTC, and RFC, and after comparison, develop 
a fusion matrix for predicting its accuracy and plot its graph to analyze the accuracy 
ratio. For this purpose, initially, calculate the accuracy of DTC after training the 
pre-defined parameters, then cross-validate the accuracy by developing a confusion 
matrix and, similarly, predict the accuracy of the other classifiers.

5.1  Accuracy comparison between proposed ML‑based models

Our study utilized the KNN, DT, SVM, and NB algorithms for training and test-
ing. We split the dataset with 75% for training using KNN with 6 neighbors, and 
the remaining 25% was used for 10-fold cross-validation testing. The performance 
results for the presented models are shown in Fig. 5a–d and Table 2.

(3)Recall =
TrPos

TrPos + FaNeg

(4)F1score = 2 ×
Precision × Recall

precision + Recall
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Fig. 5  The performance of proposed models a confusion matrix of FL, b SVM, c KNN, d DT, e NB, f 
AUC comparison of proposed algorithms

Table 2  Accuracy precision comparison of the proposed models

Models Testing accuracy Training accuracy Cross validation

KNN 0.924 0.891 0.952
DT 0.941 0.952 0.950
SVM 0.981 0.987 0.989
NB 0.929 0.938 0.928
Proposed FL 0.990 0.995 0.992
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The KNN model exhibited a training accuracy of 0.891, surpassed by the test-
ing accuracy of 0.924 and the cross-validation accuracy of 0.952. This indicates 
that the model learned well from the training data and performed even better on 
unseen instances during testing and cross-validation. The model’s predictions for 
each class were carefully evaluated, revealing true examples, false examples, and 
detailed explanations for each class, providing valuable insights into its classifica-
tion capabilities. The DT model demonstrated excellent performance, achieving a 
higher training accuracy of 0.957 compared to testing (0.941) and cross-validation 
(0.950) accuracy. This indicates that the model effectively learned from the train-
ing data without overfitting and generalizes well to new instances. The model’s 
interpretability and robustness further contribute to its suitability for decision-mak-
ing tasks across various domains. The SVM model exhibited a training accuracy 
of 0.987, higher than both testing 0.981 and cross-validation 0.989 accuracies. The 
Fig. 5b depicted the training and validation accuracy and loss against the 90 epoch. 
The SVM model performed well on the testing database. The NB model demon-
strated a training accuracy of 0.938, outperforming the testing accuracy of 0.929 
and the cross-validation accuracy of 0.928. This indicates that the model learned 
well from the training data and displayed strong generalization abilities on unseen 
data during testing and cross-validation. The model’s high training accuracy sug-
gests its capability to capture essential patterns and features from the training data-
set, leading to effective and accurate predictions. Moreover, as illustrated in Fig. 5a, 
the federated learning approach demonstrated remarkable performance, achieving a 
training accuracy of 0.995 after ninety rounds of communication and a testing accu-
racy of 0.990. Notably, the federated learning model outperformed other models in 
terms of accuracy. While both the SVM and FL models showed strong performance 
on the training and testing datasets, the federated learning model stood out as the 
clear winner, attaining impressive accuracies of 0.99 for both training and testing. 
The study compared the performance of three models—SVM, NB, and FL—on both 
training and testing datasets. These results unequivocally highlight the effectiveness 
of the proposed federated learning model in producing highly accurate predictions, 
surpassing the performance of other models in terms of training and testing accu-
racy. The federated learning approach exhibits robustness and efficiency in learn-
ing from distributed data sources, making it a powerful and promising technique for 
various real-world applications. The federated learning (FL) model emerged as the 
clear winner with impressive accuracies of 0.99 for training and testing. The SVM 
and FL models performed strongly on both datasets, but FL outperformed them. In 
contrast, the NB classifier achieved the lowest accuracy, with 7% for training and 
6% for testing. These results reveal the effectiveness of the FL model in producing 
accurate predictions, highlighting its potential for handling distributed data and real-
world applications.

5.2  Precision comparison of the proposed models

The evaluation of model performance revealed varying precision rates for differ-
ent classes. Table 3 and Fig. 5c, d illustrate the precision trends against the 90 
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epochs for all proposed models. The KNN model demonstrated high precision 
rates for different classes, achieving 0.97 for low, 0.96 for good, 0.95 for drop, 
and 0.96 for average. These precision rates highlight the model’s accuracy in 
correctly predicting instances belonging to each class. The KNN model effec-
tively classified data points into specific categories, making it a valuable tool 
for various classification tasks. The DT model demonstrated impressive preci-
sion rates for different classes, achieving 0.97 for low, 0.97 for good, 0.96 for 
drop, and an impressive 0.97 for average. These precision rates highlight the 
model’s accuracy in correctly predicting instances belonging to each class. It is 
noteworthy that class low had the least accurate predictions, while class aver-
age exhibited the best performance. The DT model’s ability to achieve consist-
ently high precision across various classes makes it a reliable and effective tool 
for classification tasks. The SVM model displayed remarkable accuracy rates for 
different classes, achieving 0.98 for the low class, 0.98 for good, 0.98 for drop, 
and an impressive 0.99 for average. These accuracy rates indicate the model’s 
proficiency in correctly classifying instances belonging to each category. As 
observed previously, class low had the least accurate outcomes, while class aver-
age showcased the highest level of accuracy, as depicted in Fig. 5d. The SVM 
model’s consistently high accuracy across various classes makes it a robust and 
reliable classifier for diverse classification tasks.

In contrast to the other models, the NB model demonstrated slightly lower 
accuracy rates for different classes. Specifically, it achieved accuracy rates of 
0.94 for the low class, 0.95 for good, 0.95 for drop, and a perfect 0.94 for aver-
age. Class drop had the least accurate results, indicating that the model faced 
challenges in correctly classifying instances belonging to this category. On the 
other hand, the class average exhibited the highest level of accuracy, showcasing 
the NB model’s ability to predict instances in this class effectively. Despite the 
lower accuracy rates for certain classes, the NB model’s overall performance 
was commendable, especially in the average class. The precision analysis of 
the models reveals that Model FL achieved high precision values of 0.99 for 
both the low and good classes, indicating its strong ability to predict instances 
in these categories accurately, as depicted in Fig.  5c. In contrast, Model NB 
obtained slightly lower precision values of 0.94 for the low class and 0.99 for 
the good class. These precision metrics provide valuable insights into the mod-
els’ performance differences and their strengths in predicting specific class 

Table 3  Precision comparison 
of the proposed models

Models Low (%) Good (%) Drop (%) Average (%)

KNN 0.97 0.96 0.95 0.96
DT 0.97 0.97 0.96 0.97
SVM 0.98 0.98 0.98 0.99
NB 0.94 0.95 0.95 0.94
FL 0.99 0.99 0.99 0.99
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outcomes. Model FL demonstrates superior precision in identifying instances 
for the low and good classes, while Model NB has relatively lower precision for 
the low class. These findings aid in understanding the models’ capabilities and 
can inform future decisions for improving their predictive performance.

5.3  Recall comparison of the proposed models

Table 4 presents a comparison of recall rates for the proposed models. Model FL 
achieves a remarkable recall rate of 0.99 for the class drop, outperforming model 
NB with a recall rate of 0.94 for the same class. Model FL also demonstrates a 
perfect recall rate of 0.99 for the class average, while model NB achieves a lower 
recall rate of 0.94 for the same class. In the KNN model, the highest recall rate 
is 0.97 for the good class, followed by 0.96 for low and drop classes, and 0.95 
for the average class. Similarly, the DT model’s recall rate is highest for the drop 
class at 0.97 and lowest for the average class at 0.95, with 0.96 for low and good 
classes. The SVM model achieves a recall rate of 0.98 for the low class, followed 
by 0.97 for the average class, and 0.98 for both the good and drop classes. On the 
other hand, the NB model exhibits a recall rate of 0.93 for the drop class, while 
both the good and average classes have a recall rate of 0.94. The low class has the 
lowest recall rate for the NB model at 0.03. Model FL demonstrates exceptional 
recall performance for the low class with a perfect recall rate of 0.99, while the 
KNN model falls slightly behind with a recall rate of 0.97 for the same class. 
Fig.  5c, d visually depicts the recall rates for the good class, with model FL 
achieving a recall rate of 0.99, outperforming the KNN model, which achieves a 
recall rate of 0.97.

5.4  F1‑score comparison of the proposed models

Table 5 shows that NB with a lower F1-score of 0.94 for the same class. Further-
more, model FL achieves a perfect F1-score of 0.99 for the class average, while 
the NB model obtains a lower F1-score of 0.93 for the same class. For the DT 
model, the F1-score ranges from 0.97 for the good class to 0.97 for the average 
class, with 0.96 and 0.97 for the drop and low classes, respectively. Similarly, the 
SVM model demonstrates F1-scores ranging from 0.99 for the good class to 0.97 
for the average class, with 0.99 and 0.98 for the drop and low classes, respec-
tively. The SVM model achieves the highest F1-score of 0.99 for the good class 
and the lowest F1-score of 0.97 for the average class. F1-scores of 0.97 and 0.98 
are obtained for the average and low classes, respectively. Model FL excels in 
F1-score for the low class with a value of 0.99, while model NB lags with an 
F1-score of 0.93 for the same class. In this table, we have compared the proposed 
classifier federated learning with the rest of the art classifiers, including Naïve 
Bayes, SVM, decision tree, and KNN. In these models, we have calculated four 
levels of F1-score, including drop, low, average, and good. After comparison, it is 
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found that the F1-score of the proposed FL classifier is better than the rest of the 
art classifiers.

Figure  6a–f visually illustrates that model FL attains a perfect F1-score of 
0.99 for the good class, while model NB achieves a lower F1-score of 0.94 for 

Fig. 6  The performance of proposed models a confusion matrix of FL, b SVM, c KNN, d DT, e NB, f 
AUC comparison of proposed algorithms
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the same class. In this table, we have compared the proposed classifier federated 
learning with the rest of the art classifiers, including Naïve Bayes, SVM, deci-
sion tree, and KNN. In these models, we have calculated four levels of F1-score, 
including drop, low, average, and good. After comparison, it is found that the 
F1-score of the proposed FL classifier is better than the rest of the art classifiers.

5.5  Confusion matrix comparison of the proposed models

Confusion matrices play a confusion matrices play an essential part in evaluating 
the efficacy of each model. They offer valuable insights into the accuracy, precision, 
recall, and other performance metrics for different classes, comprehensively evaluat-
ing each model’s capabilities in predicting class outcomes accurately. The presented 
confusion matrix represents a multi-class classification problem with four distinct 
classes, as visualized in Fig.  6c–e. From this matrix, we derive the performance 
metrics for the proposed FL algorithm, which demonstrate outstanding values across 
all classes. The precision, recall, and F1-score for classes 0, 1, 2, and 3 are approxi-
mately 0.992, 0.991, 0.996, and 0.991, respectively. These high scores indicate the 
model’s accuracy in making predictions with minimal false positives or negatives. 
Furthermore, the model’s overall accuracy, which signifies its performance across 
all classes, is approximately 0.994 for each class. This suggests that the FL model 
performs well in correctly identifying instances belonging to all classes within the 
dataset. The exhaustive evaluation provided by the confusion matrices enables us to 
comprehend the strengths and weaknesses of each model in terms of accurately clas-
sifying the data.

Fig. 6f illustrates the AUC scores, a robust measure of the classification perfor-
mance of five proposed models in our study. The FL model stands out with excep-
tional performance, achieving an impressive AUC score of approximately 0.99. This 

Table 4  Recall comparison of 
the proposed models

Models Low (%) Good (%) Drop (%) Average (%)

SVM 0.98 0.98 0.97 0.97
DT 0.95 0.96 0.97 0.95
KNN 0.97 0.97 0.96 0.95
NB 0.93 0.94 0.94 0.94
FL 0.99 0.99 0.99 0.99

Table 5  F1-score comparison of 
the proposed models

Models Low (%) Good (%) Drop (%) Average (%)

SVM 0.98 0.99 0.98 0.97
DT 0.97 0.97 0.96 0.97
KNN 0.95 0.96 0.95 0.97
NB 0.93 0.94 0.94 0.93
FL 0.99 0.99 0.99 0.99
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signifies a high TPR and a low FPR, emphasizing the FL model’s proficiency in 
accurately classifying the data. Likewise, the SVM model exhibits superior perfor-
mance among the four algorithms, attaining a notable AUC score of approximately 
0.99. This highlights its ability to accurately classify the data with a high TPR and 
a low FPR. The RF model closely follows with an AUC score of 0.96, indicating 
strong classification performance, although it incurs slightly more prediction errors 
than the SVM model. The KNN model achieves an AUC score of 0.97, denoting fair 
classification performance, but it demonstrates relatively more classification errors 
than the SVM and RF models. Conversely, the NB model exhibits the weakest per-
formance, obtaining an AUC score of 0.94, implying lower classification accuracy 
than the other models. The ROC curves further reinforce these findings, where an 
ideal classification performance would result in a curve extending vertically along 
the y-axis and then horizontally along the top of the plot. The curves of the FL and 
SVM models closely align with this ideal, reaffirming their strong performance, 
while the KNN and NB models show more deviation, indicating relatively weaker 
performance. Consequently, the FL model outperforms the other models in classify-
ing the data in our study, with the SVM model following closely. The KNN and NB 
models, while achieving fair performance, demonstrate comparatively lower accu-
racy in classification tasks.

5.6  Comparing the proposed model with other methods

Table 6 presents a comprehensive comparison of performance metrics achieved in 
various studies for the task of student grade prediction. The table includes traditional 
approaches and our proposed federated learning (FL) model. Each study’s algo-
rithms, dataset characteristics, and corresponding accuracy rates are highlighted, 
providing insights into the efficacy of the models in predicting student grades. 
Our study, employing FL with SVM, DT, KNN, and NB algorithms, demonstrates 
remarkable accuracy at 99%, outperforming traditional studies with accuracies of 
88%, 60%, 80%, and 74%. This highlights the superiority of our approach in accu-
rately classifying student grades. The tailored dataset used in our study was specifi-
cally optimized for the prediction task, potentially contributing to the higher accu-
racy and improved precision achieved. Additionally, we used AUC scores to assess 
the models’ classification performance, offering a more detailed analysis of their 
TPR and FPR. This approach allowed for a deeper understanding of each model’s 
strengths and weaknesses, aiding in identifying the most proficient algorithm for the 
classification task. In contrast, traditional studies predominantly relied on accuracy 
metrics, providing a more limited perspective on model performance. The unique 
aspects of our study, such as the utilization of federated learning, a comprehensive 
algorithm comparison, a tailored dataset, and the use of AUC scores, contributed to 
its outstanding performance in accurately predicting student grades. These distinc-
tive features set our research apart from traditional studies and establish its signifi-
cance in the field of student performance prediction.
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6  Conclusion

Students’ academic performance should be examined in order to boost both indi-
vidual student outcomes and institution-wide outcomes. Moreover, educational data 
mining (EDM), in which data mining and machine learning techniques are employed 
for extracting data from educational warehouses, has been a significant and devel-
oping research subject focused on the prediction of students’ learning achievement. 
A machine learning (ML) technique known as federated learning (FL) enables on-
site data collection and processing without sacrificing data privacy or requiring data 
to be sent to a central server. We proposed a federated learning model to predict 
student learning performance by using the educational data of different institutes. 
Firstly, this work focused on a federated learning model to predict the grades of the 
students into low, good, average, and drop. Secondly, different optimized features 
are used that improve the accuracy of the models. Thirdly optimized dataset is eval-
uated on machine learning models. We used a support vector machine, decision tree, 
Naïve Bayes, K-nearest neighbors, and a federated learning model to train and test 
the dataset. Finally, the results of all the models (accuracy, precision, recall, and 
F1-score) are compared. Federated learning and KNN performed well on the train-
ing and testing dataset as compared to other models. Federated learning gives accu-
racy testing accuracy of 96.5 and performs better as compared to other models. This 
work can be expanded by using more features to train and test the machine learning 
and deep learning models. The security of the federated learning is improved by 
using more communication channels. The self-collected dataset should be used by 
using questionnaires and online form submissions. More deep-learning techniques 
should be used to improve the accuracy of models.
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