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Abstract
The Metaverse is regarded as a brand-new virtual society constructed by deep media, 
and the new media art produced by new media technology will gradually replace 
the traditional art form and play an important role in the infinite Metaverse in the 
future. The maturity of the new media art creation mechanism must also depend on 
the help of artificial intelligence (AI) and Internet of Things (IoT) technology. The 
purpose of this study is to explore the image style transfer of digital painting art 
in new media art, that is, to reshape the image style by neural network technology 
in AI based on retaining the semantic information of the original image. Based on 
neural style transfer, an image style conversion method based on feature synthesis is 
proposed. Using the feature mapping of content image and style image and combin-
ing the advantages of traditional texture synthesis, a richer multi-style target fea-
ture mapping is synthesized. Then, the inverse transformation of target feature map-
ping is restored to an image to realize style transformation. In addition, the research 
results are analyzed. Under the background of integrating AI and IoT, the creation 
mechanism of new media art is optimized. Regarding digital art style transforma-
tion, the Tensorflow program framework is used for simulation verification and 
performance evaluation. The experimental results show that the image style trans-
fer method based on feature synthesis proposed in this study can make the image 
texture more reasonably distributed, and can change the style texture by retaining 
more semantic structure content of the original image, thus generating richer artistic 
effects, and having better interactivity and local controllability. It can provide theo-
retical help and reference for developing new media art creation mechanisms.
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Image style transfer · Texture synthesis · Deep neural network

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s11227-023-05819-7&domain=pdf


9278	 X. Wang et al.

1 3

1  Introduction

At present, the new frontier of science and technology development is intelli-
gence. Especially in recent years, the rapid development of artificial intelligence 
(AI) technology, big data acquisition, and Internet of Things (IoT) technology has 
produced various intelligent products and devices for people, bringing many con-
veniences and changes to life. Moreover, in 2021, a brand-new concept of the 
Metaverse was developed. The Metaverse is likely to be valued by everyone as 
another world of human beings in the future, and the construction of Metaverse 
also has a huge workload, which needs to meet people’s needs in many aspects, 
such as vision and hearing.

With the development of science and technology, new media art can just meet 
the basic construction of the Metaverse, especially digital art [30]. It is also the 
inevitable development path and new creation form of the digital age to assist 
visual art creation in digital art through AI-related technologies [35]. Through 
this new media form and language, the expression of painting art can be greatly 
enriched, and a new visual form can be obtained [5].

New media art is an interdisciplinary creative field that uses digital technolo-
gies and interactive media to create and express artworks. This includes, but is 
not limited to, digital painting, virtual reality (VR), interactive art, web art, and 
computational art. A core feature of new media art is using digital tools and inter-
activity to create works that enable the audience to participate in and interact 
with the work, thus broadening the boundaries of art and ways of expression [8]. 
With the development of AI and IoT technology, the creative methods and expe-
riential forms of new media art have also undergone profound changes. Through 
the application of AI-related technologies, artists can use big data and algorithms 
to achieve special effects such as image generation, style conversion, and content 
creation, providing more creative possibilities. Meanwhile, with the development 
of IoT technology, new media artworks can interact with the audience in real-
time, and two-way communication and participation between the works and the 
audience can be realized through technical means such as sensors, sensors, and 
networks.

In the Metaverse environment, new media art has a broad application prospect. 
Metaverse, a virtual world based on digital technology, provides a more open and 
diverse creative platform for new media art. In this virtual space, artists can con-
nect the real world and the virtual world through IoT technology, breaking time 
and space restrictions and creating more diverse artistic experiences. Meanwhile, 
through the application of AI technology, artworks can make real-time changes 
and adjustments according to the audience’s needs and emotional feedback, mak-
ing the interaction between art and audience closer and more personalized.

The main meaning and contribution of this study are to integrate AI and IoT 
technology in the Metaverse environment, optimize the creative mechanism of 
new media art, and realize the style transformation of content result images. 
The motivation is to utilize AI and IoT technology to further improve convolu-
tional neural network (CNN) and visual texture synthesis technology, and finally 
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promote cutting-edge research in the field of new media art. The main research 
direction and research method are to generate a confrontation network and deep 
learning (DL) model, and to explore the application in image generation, style 
transformation, and content creation in the Metaverse environment. With the sup-
port of big data and algorithms, innovative technologies are developed to real-
ize the automatic generation and adaptation of artistic works, thus providing art-
ists with more creative possibilities. Secondly, with the help of IoT technology, 
a bridge connecting the real world and the virtual world is established. Through 
technical means such as sensors, sensors, and networks, people have established 
real-time interaction and participation between artworks and the audience. The 
audience’s behavior and emotional feedback will become the basis for the adjust-
ment and change of artistic works, and this personalized interaction will enrich 
and deepen the artistic experience.

The organizational structure of this study is as follows. Section 1 is an introduc-
tion that introduces the emergence of Metaverse and the technical background of 
IoT development, while also elaborating on the innovation and contribution of this 
study. Section  2 is the literature review, which summarizes the research literature 
on new media painting art. Section  3 is the method, which uses visual geometry 
and texture synthesis technology to design a style transfer method based on feature 
synthesis, and applies it to Metaverse environment. Section 4 is the results and dis-
cussion, which discusses the main results of the study by collecting experimental 
datasets and analyzing the experimental environment. Section 5 is the conclusion, 
which draws research conclusions through the analysis and induction of experimen-
tal results.

2 � Literature review

2.1 � Research status of computer vision applied to an image style transformation

Academic circles made many achievements in researching digital painting art and 
image style transfer. For example, Hien et al. thought that there were some limita-
tions in the output quality and implementation time of neural style transfer, so they 
put forward an image transformation network to generate higher quality artworks, 
and have a higher ability to perform on a larger number of images [16]. Huang et al. 
aimed to use computer support to help people’s visual perception in painting prac-
tice. The convolution neural network model was adopted to recognize what people 
draw. Then, the computer graphics were output according to the recognition results 
to support the creation of mosaic design patterns [17]. Nasri and Huang studied the 
defects of the area where the paint layer was lost in ancient murals. They proposed 
an effective method to automatically extract defects and map degradation from the 
Red Green Blue (RGB) images of ancient murals in Bey Palace, Algeria. Firstly, the 
dark channel prior was used for preprocessing to improve the quality and visibility 
of murals. Secondly, by calculating the average and variance of all classes in three 
frequency bands and the covariance matrix of all classes, the training samples and 
pixel grouping were assigned to the nearest samples based on Mahalanobis distance 
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to realize the cavity extraction of murals. Finally, the accuracy of extraction was 
calculated [26]. Castellano and Vessio outlined some of the most relevant DL meth-
ods for pattern extraction and recognition in visual arts. The research results showed 
that the increasing number of DL, computer vision, and large digital visual arts col-
lections provided new opportunities for computer science researchers, helped the 
art world to use automatic tools to analyze and further understand visual arts, and 
also supported the spread of culture [6]. Ahmadkhani and Moghaddam examined 
the influence of using image style on the performance of social image recommenda-
tion systems. First, an image style recognition method based on depth feature and 
compact convolution transform was proposed. Second, an image recommendation 
system based on image style recognition was introduced. The experimental results 
denoted that style had a positive effect, and the percentage of personalized image 
recommendations can be improved by 10% [1].

2.2 � Research status of the integration of AI and IoT technology in the field of new 
media art

The application of AI and IoT technology integration in the field of new media art 
reflects the current trend of mutual penetration of science and art, thus opening up 
a broader field of interaction for new media art. Many scholars have carried out 
related research. Radanliev et al. [29] studied AI and IoT technology in Industry 4.0, 
and put forward a new design of AI in the network physical system through qualita-
tive and empirical analysis of the framework of Industry 4.0. Grounded theory was 
adopted to analyze and model the edge components and automation model in the 
network physical system, and a new comprehensive framework was designed for the 
future network physical system, which had practical application value for the deep 
integration of AI and IoT [29]. Radanliev et al. [28] explored the emerging data and 
technical forms, and optimized data collection and multimedia data forms through 
bibliometrics review. The research results revealed that new data storage methods 
were needed to avoid network technology risks brought about by VR technology 
[28]. Esenogho et al. [10] examined the structure of a new generation of smart grid 
integrating AI, IoT, and fifth-generation mobile communication, aiming at enhanc-
ing the interconnection of power generation, transmission, and distribution networks 
by introducing the paradigm of the traditional power grid. The research had practi-
cal reference value for enhancing the self-repair and perception function of smart 
grid [10]. Liao et al. [21] investigated the semantic context-aware image style con-
version technology, through semantic context matching, and then the hierarchical 
local-to-global network architecture. Their exploration could solve the inconsistency 
between different corresponding semantic regions [21]. To sum up, the discussion 
on the optimization between AI technology and industrial IoT reflected the innova-
tion of new media art creation mechanisms. This study investigated how integrating 
AI and IoT technology can promote the remodeling and transfer of image style in the 
Metaverse environment. AI mainly studied human intelligence activities, learning 
from its characteristics and rules, and using computer hardware and software to con-
struct an artificial system with a certain degree of intelligence to accomplish more 
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tasks that require human intelligence to be competent [9]. In recent decades, great 
progress has been made in many fields, such as natural language processing (NLP), 
image speech recognition, and so on, and they have all been put into practical appli-
cation. The technical core of realizing AI is machine learning (ML) and DL [15].

3 � Summary

To sum up, many scholars made remarkable progress in digital painting art and 
image style transfer. At the same time, some scholars proposed the integration of 
AI and industrial IoT to facilitate the reshaping and changing of image styles in the 
Metaverse environment. For example, Radanliev et al. [29] designed a comprehen-
sive framework for future cyber-physical systems through qualitative and empirical 
analysis of the framework of Industry 4.0, which had practical application value for 
realizing the deep integration of AI and IoT. Thus, by comparing and analyzing the 
literature review, it was possible to discover the application and innovation of AI 
and IoT technologies in the field of new media art. However, Metaverse, which was 
currently built using AI and IoT, still cannot flexibly change its image style. There-
fore, the main contribution of this study is to promote the change of image style 
in the Metaverse environment through the integration of AI and IoT technology, to 
optimize the creation of new media art. By improving CNN and visual texture syn-
thesis technology, the image style transfer method based on feature synthesis can be 
successfully realized, and higher quality and diversified new media artworks can be 
provided to enrich the form and content of artistic expression. Meanwhile, the objec-
tivity and reliability of the experimental results were verified through the compre-
hensive use of visual evaluation and subjective evaluation methods. The exploration 
and demonstration of this study provided a practical and innovative reference for the 
integration of new media art with AI and IoT technology, and also opened up a new 
direction for the development and exploration of new media art in the future.

4 � Research methodology

4.1 � Artificial intelligence and Internet of Things

AI is a field of computer science that represents algorithms and systems capable of 
simulating human intelligent behavior, including techniques such as ML, DL, NLP, 
and computer vision [33]. ML is the software core of the basic technology of AI, 
which mainly studies computer simulation of some behaviors of human learning to 
achieve the purpose of absorbing new knowledge and skills [4]. In recent years, with 
the development of computer hardware technology, all kinds of powerful chips have 
been used in DL, thus greatly increasing the training speed [12]. The work of AI in 
digital art is displayed in Fig. 1.

Figure 1 is a painting, “Space Opera House” generated by AI in August 2022, 
which won the first prize in the digital art competition of the Colorado Expo 
[11]. It also shows that the current AI technology has made rich achievements in 
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information search, data mining, image processing, and other fields [7]. According 
to the constructed image style transfer model, this study applies the convolution neu-
ral network, which is common in DL.

IoT is a technology that connects the physical world with the digital world, ena-
bling the collection, transmission, and analysis of real-time data through sensors, 
devices, and networks [20]. Its technical fields cover radio frequency identification, 
sensors, embedded software, and transmission data calculation, while its products 
and services cover smart homes, transportation and logistics, and personal health 
[22]. The main function of the IoT is intelligent perception, which can form a large-
scale dynamic internet between things and people, thus saving the time and cost of 
traditional human resources [34]. As the most important medium of cultural com-
munication, visual language plays a vital role in every IoT system. Consequently, the 
development of the IoT system and new media art must complement each other, and 
the future development of the metaverse vision field must also be inseparable from 
the intelligent perception of everything in the real world by the IoT [23].

4.2 � Visual geometry group and texture synthesis technology

As a representative algorithm of DL, CNN belongs to feedforward neural networks, 
and its biggest feature is that it includes convolution calculation. The common CNN 
consists of the following three parts: input layer, hidden layer, and output layer. The 
hidden layer is a very critical part, which contains a convolutional layer, a pool-
ing layer, and a fully connected (FC) layer [27]. In the input layer, one-dimensional 

Fig. 1   AI generates paintings: Théâtre D’opéra Spatial (image from the network)
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CNN can receive one-dimensional data of spectral sampling or time sampling and 
arrays of two-dimensional image pixels. In contrast, two-dimensional CNN can 
receive two-dimensional and three-dimensional arrays of image pixels or multiple 
channels [25]. Additionally, CNN has three structural characteristics, which are 
local connectivity, weight sharing, and space pooling. Among them, local connec-
tivity means that each neuron is only connected to a local area of input data, and the 
spatial size of this connection is called the receptive field of neurons. Weight shar-
ing means that parameter sharing controls the number of parameters in the convolu-
tional layer. The function of spatial pooling is to gradually reduce the spatial size of 
data. The common CNN is plotted in Fig. 2.

Figure 2 denotes that there are usually many convolution kernels in each convo-
lutional layer that contain matrix operations between elements, and each element 
corresponds to a weight coefficient and deviation term. The main function of the 
convolution kernel is to extract data features. During the operation of CNN, the con-
volution kernel will slide on the two-dimensional matrix and perform convolution 
calculations with the covered position [18]. The convolution neural network used 
in this study is the visual geometry group (VGG), which the Department of Sci-
ence and Engineering of Oxford University researches. It is applied to generate and 
restore the characteristic graph. Its biggest feature is that the small convolution ker-
nel replaces the common large convolution kernel. On the one hand, it can increase 
the nonlinear mapping. On the other hand, it can sparse the network parameters and 
reduce the running pressure [32].

Traditional texture synthesis algorithms are classified into global statistics-based 
and nonparametric stitching. Global statistics is employed to define statistical data 
in a random process to express the texture structure of samples. It is more suitable 
for generating disordered texture images, but it is not effective for repetitive texture 

Fig. 2   Schematic diagram of CNN structure
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or fine texture [19]. Nonparametric stitching methods are divided into spatial coher-
ence texture synthesis method and block-based texture synthesis method. The fea-
ture synthesis method in this study is also based on the spatial coherence texture 
synthesis method. The specific synthesis process is shown in Fig. 3.

Figure 3 illustrates the sequential synthesis of output images following the order 
of scanning lines. In this context, the blue segment of the output image represents 
the synthesized portion. The next pixel in the synthesis sequence is determined 
based on the pixels within the nearby L-shaped neighborhood that has already been 
synthesized. A color error calculation is performed between the current point and 
each pixel in the L-shaped neighborhood found in the candidate pixel list from the 
input image. This calculation is used to identify the most suitable pixel, which is 
then copied to contribute to the image synthesis process. This approach offers nota-
ble advantages, including high execution efficiency and improved texture integrity 
[36].

In the texture construction of neural style transfer (NST), the initial step involves 
computing the differences among the target image, content image, and style image 
within the feature map. Subsequently, an optimization process aims to minimize 
the overall differences. The most commonly used method is to directly optimize 
and iterate the target image, taking the initial target image as the content image. 
A deep convolutional neural network is then utilized to extract diverse levels of 
depth image content and style feature information. Optimization of the target image 
is carried out through the Gram matrix. This process involves applying the gradi-
ent descent method for backpropagation to achieve an enhanced style conversion 
effect [31]. However, image reconstruction is accomplished through an inverse con-
volutional neural network, primarily focused on reversing the feature information 
within the convolution network. This is achieved by minimizing the loss in feature 

Fig. 3   Schematic diagram of spatial coherence texture synthesis process
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reconstruction and training the given feature with the inverse convolutional neural 
network to obtain the training image. Subsequently, a weighted averaging operation 
is applied to obtain the pre-image, thus reinforcing the capacity for expressing image 
features [37].

4.3 � Construction of image style transfer model based on feature synthesis 
in the Metaverse environment

In this study, a style transfer method based on feature synthesis is constructed, which 
mainly converts the image style transfer process into the constructed feature space. 
Through the two feature maps of content and style images, and taking into account 
the excellent features of traditional texture synthesis, the target image feature map is 
obtained. The flowchart based on feature synthesis is illustrated in Fig. 4.

In Fig. 4, first, the above VGG19 (very deep convolutional networks for large-
scale image recognition) network architecture is used in the flowchart to obtain fea-
ture images of different levels of content and style. Second, the special diagnosis 
map of the target image is acquired by combining the two feature images through a 
synthesis scheme. Lastly, it is reversed into the target image. In the choice of model, 
the standard of model selection is the size of the hidden layer and the number of 
convolutional layers. The reason for choosing the VGG19 network is that the model 
structure is very simple, and the whole network uses the same convolution kernel 
size, so the model’s performance can be improved by deepening the network struc-
ture. Among them, feature synthesis is a method that takes the content image as the 
constraint condition, and the style image provides the feature sampling points, and 
synthesizes the target feature map that contains both the texture information of the 
style image and the semantics of the content image [39]. Because the neural network 
is in the shallow layer and the middle layer, the image quality obtained by feature 
transformation is better. Therefore, combining the advantages of shallow and deep 
neural levels, a feature synthesis method from deep to shallow is constructed, as 
suggested in Fig. 5.

In Fig. 5, the constructed image style transfer model based on feature synthesis 
mainly includes five steps. The first step is to select the initial layer and the target 
layer. The appropriate DL neural network is chosen, and the initial layer and the 

Fig. 4   Flowchart of feature-based synthesis
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target layer are selected from this network to obtain the content and style informa-
tion of the input image. The second step is to obtain the initial feature map. The 
greedy search algorithm is used to adjust the pixel values on the initial layer to min-
imize the difference between the feature maps of the content image and the style 
image, thus generating the feature maps of the initial layer. The third step is the 
migration of feature points. The feature points in the style feature map are copied to 
the corresponding coordinate positions in the initial feature map. The fourth step is 
texture synthesis. The coherent texture synthesis method is employed to adjust the 
pixel value of the image and generate the texture of the image by minimizing the 
semantic difference between the style and content feature map and the initial feature 
map. The fifth step is iterative synthesis. Through several iterations, the feature map 
is synthesized step by step to better match the semantics of the content image. In 
each iteration, steps 3 and 4 are repeated, constantly improving the resulting image 
until a satisfactory result is obtained.

AI and IoT technologies are further integrated into the virtual environment of 
Metaverse to provide personalized virtual assistants, and the constructed image 
style transfer model is applied to meet users’ needs and improve their virtual experi-
ence. At the same time, IoT sensors and devices can capture real-world data such as 
sound, images, and motion. Combining AI’s voice and image style transfer models 
ultimately enables real-time environment perception and interaction, enabling users 
to interact more naturally with virtual environments.

4.4 � Datasets collection and experimental environment

This study mainly explores using different model structures to obtain target images 
of style transfer from original images of different styles. It randomly selects 2000 
images involving people, plants, buildings, animals, and landscapes from the 
world’s largest ImageNet dataset (https://​image-​net.​org/) as the experimental data-
set. According to the ratio of 7:3, it is divided into the training set and the test set. 

Fig. 5   Schematic diagram of layer-by-layer feature synthesis method from deep to shallow

https://image-net.org/
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The experimental environment is a desktop computer equipped with the Ubuntu 
20.04 system, GTX1070 graphics card, and 12 GB memory. Moreover, the Tensor-
flow experimental framework is used for training and the style network model of 
carbon painting and calligraphy is used. In terms of specific experimental design, 
2000 images using the ImageNet database are first randomly selected, covering peo-
ple, plants, buildings, animals, and landscapes. To increase the diversity of datasets, 
the Open Images database is introduced to provide more diverse image data, which 
can cover more types of images and styles and make the research results more com-
prehensive. In addition, the existing dataset can be enhanced by data amplification 
technology, and the transformation operations such as rotation, translation, scaling, 
and deformation can be applied to the image, or noise and blur can be introduced to 
increase the diversity and generalization ability of the data.

Next, the dataset is divided into training sets and test sets according to the ratio 
of 7:3 to ensure the generalization ability of the model. The experimental environ-
ment uses a desktop computer with Ubuntu 20.04 system, GTX1070 graphics card, 
and 12  GB memory. This configuration can provide enough computing resources 
and storage space to support the training and testing of the model. The experimental 
framework used in the experiment is Tensorflow, which is an open-source frame-
work widely used in DL tasks. Tensorflow offers a wealth of tools and libraries, 
which can be used for model training, adjustment, and evaluation conveniently.

4.5 � Parameters setting

To compare and analyze different types of style transfer images, this study trains 
a number of different style transfer network models. First, the target layer is fixed 
at the conv3-1 layer, the L-shaped neighborhood size is set to 5 × 5, and the con-
tent weight is set to 0.3. Then, the initial layer is changed to conv5-1, conv4-1, and 
conv3-1, respectively.

When the number of layers between the initial layer and the target layer increases, 
the network level will deepen, making it easier to get large irregular feature blocks, 
and the obtained image will have stronger style features. If the number of layers 
decreases, the style features will weaken, but the corresponding content features 
will be stronger. Therefore, it can be concluded that by changing the network depth 
of feature synthesis, the style expression effect of feature synthesis can be changed 
to some extent. Then, the weight parameter of content error is modified, which is 
mainly used to balance content loss error and style loss error. The target layer is 
conv3-1, and the initial layer is conv4-1.

As the weight coefficient increases, the image’s content quality improves, while 
the texture feature block diminishes in size, resulting in a reduction in the effec-
tiveness of the image’s stylistic expression. On the contrary, a decrease in weight 
enhances the texture integrity of the target image and strengthens the capacity to 
convey style features. However, this comes at the expense of reduced content fea-
ture expression. Based on these parameters, achieving a more abstract style sam-
ple requires reducing the weight assigned to content error and increasing the depth 
of the initial feature layer. Conversely, if a more realistic style sample is desired, 
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the content error weight should be increased, and a shallower initial feature layer 
employed.

To further explore the performance and effect of different style conversion net-
work models, the parameters of the models are also adjusted and optimized. The 
main adjusted parameters include the number of network layers, learning rate, itera-
tion times, batch size, etc. Table 1 exhibits the different parameter combinations and 
corresponding model names used here:

Table 1 shows the M1–M6 model. The number of network layers, learning rate, 
iterations, and batch size of each model differ. In the M1–M6 model, a new image 
generation method is synthesized by using the constructed style transfer method 
based on feature synthesis. The specific model adjustment process and steps of the 
style transfer method of feature synthesis used here are as follows. First, a pre-trained 
CNN model is selected. This study uses VGG19, which is a deep network composed 
of 19 convolutional layers, FC layers, and pooled layers, and can effectively extract 
high-level semantic features and low-level texture features of images. Second, the 
feature representations of content images, style images, and generated images at dif-
ferent levels in the CNN model are determined. This study selects conv3-1 as the 
content target layer, and conv1-1, conv2-1, conv3-1, conv4-1, and conv5-1 as the 
style target layer. The content target layer is employed to retain the structural infor-
mation of the content image, and the style target layer is used to capture the texture 
information of the style image. Subsequently, content loss and style loss functions 
are established to assess the distinctions in features between the generated image 
and the content and style images on the designated layer. In this study, the content 
loss function adopts the mean square error, while the style loss function employs 
the Gram matrix. The Gram matrix method quantifies feature correlations, providing 
insights into the statistical distribution characteristics of style images. Then, the total 
loss function is defined, which is the weighted sum of the content loss function and 
the style loss function. In this study, a content weight parameter α and a style weight 
parameter β are used to control the balance between content loss and style loss. Dif-
ferent values of α and β will lead to different style conversion effects. Finally, the 
backpropagation algorithm is adopted to optimize the generated image to minimize 
the total loss function. Here, the random gradient descent method is used as the opti-
mizer, and a learning rate parameter γ is set to control the optimization speed. Dif-
ferent γ values will affect the stability and convergence of the optimization process.

Table 1   Model parameter 
adjustment values of style 
transfer method based on feature 
synthesis

Model name Network 
layers

Learning rate Iterations Batch size

M1 5 0.001 1000 8
M2 4 0.003 1500 16
M3 3 0.001 2000 8
M4 5 0.002 1000 16
M5 5 0.001 2000 16
M6 5 0.002 1500 32
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To evaluate the performance of the proposed model, the image style transfer 
accuracy of M1–M5 set at different parameters of the model is compared. Further, 
the constructed image style transfer model based on feature synthesis is compared 
with the style transfer image recognition accuracy of the model algorithm proposed 
by CNN, AlexNet, and related scholars Ahmadkhani & Moghaddam [1]. Further-
more, in the dimension of generating effect, the constructed model is compared with 
the automatic image generation effect using IoT.

5 � Experimental Design and Performance Evaluation

5.1 � Accuracy recognition analysis of image style transfer based on different 
model algorithms

The image style transfer accuracy of the proposed model for M1–M6 with differ-
ent parameter settings is compared, as presented in Fig. 6. The constructed image 
style transfer model based on feature synthesis is compared with the style transfer 
image recognition accuracy of the model algorithm proposed by CNN, AlexNet, and 
related scholars Ahmadkhani and Moghaddam [1], as indicated in Fig. 7.

In Fig.  6, comparing the image style transfer accuracy of M1–M6 with differ-
ent parameter settings, it can be found that the M5 model has the best image 
style transfer accuracy recognition, reaching 97.48%. Moreover, the recogni-
tion accuracy of each model after image style transfer is in descending order from 
M5 > M1 > M4 > M6 > M2 > M3. Among them, the M3 model has the lowest recog-
nition accuracy of image style transfer, reaching 83.51%. From this, after the image 
style transfer of M1-M6 with different parameters set, the recognition accuracy is 
relatively high. This can offer more accurate support for the intelligent development 
of the new media art field.

In Fig. 7, the constructed image style transfer model based on feature synthesis is 
compared with the style transfer image recognition accuracy of the model algorithm 

Fig. 6   Comparison results of 
image style transfer accuracy 
recognition for M1-M6
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proposed by CNN, AlexNet and scholars Ahmadkhani and Moghaddam [1]. It can 
be found that compared with other model algorithms, the proposed model algorithm 
is significantly higher, and the image recognition accuracy exceeds 96.03%, which 
is at least 3.61% higher than the algorithm adopted by other scholars (such as CNN, 
AlexNet, etc.). The recognition accuracy of each algorithm in order from the highest 
to the lowest is the proposed algorithm > the algorithm proposed by Ahmadkhani 
and Moghaddam [1] > AlexNet > CNN. Compared with the algorithms adopted 
by other scholars, the constructed model has a higher image recognition accuracy, 
Thus, the constructed model can better capture the information of images after style 
transfer, and provide more accurate support for the intelligent development of image 
interaction in the Metaverse environment.

5.2 � Comparative analysis of image generation effect

In the process of performance evaluation of new media art images, it is necessary to 
list the objective evaluation criteria in detail first. Here, the network structure model 
of VGG19 is used to extract image features. Then, after comparing the brightness, 
contrast, and structure of images and synthesizing different structural similarity 
measurement schemes, the performance scores of similar images under different 
processing schemes are measured and compared by calculating the brightness and 
contrast of local patterns. Because the evaluation of image quality in the computer 
field is unsuitable for the aesthetic value of the image, this study analyzes the image 
style and image artistry to compare the effect of image style transmission in different 
research results. The style comparison and artistic comparison of the same image 
generated by different models are portrayed in Figs. 8 and 9.

Figure  8a and b depicts style transformations of the same image generated by 
distinct models. Figure  8a adopts an automatic image generation model based on 
the IoT, and the style of the generated image is abstract expressionism. Conversely, 
Fig. 8b utilizes an image style conversion model based on feature synthesis, yield-
ing a generated image with an impressionistic style. Abstract expressionism, which 

Fig. 7   Comparison results of 
image style transfer accuracy 
recognition under different 
model algorithms
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Fig. 8   Style display and comparison of artistic images of the same new media generated by distinct mod-
els (a automatic image generation model based on IoT; b image style conversion model based on feature 
synthesis) (image source: generated by AI painting tool)

Fig. 9   The artistic display and comparison of the same new media art image generated by various mod-
els (a automatic image generation model based on the IoT; b image style conversion model based on 
feature synthesis) (image source: generated by AI painting tool)
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originated in mid-twentieth century America, accentuates the artist’s personal emo-
tions and creativity over realism. Abstract expressionist paintings usually use large 
areas of color blocks, lines, shapes, and vibrant color contrasts to convey the artist’s 
inner world. Impressionism is an artistic movement that rose in France at the end 
of the nineteenth century, emphasizing the capture of light and color, as well as the 
description of natural landscapes and daily life. Impressionist paintings frequently 
employ small, swift brushstrokes, bright, saturated colors, and often overlook details 
and outlines to express the artist’s immediate impression of the scene. According to 
the above comparison, Fig. 8b, generated by the image style conversion model based 
on feature synthesis, is better suited to the thematic and atmospheric context of new 
media art. The impressionist style excels at reflecting the color and light variations 
among different images displayed on multiple screens in a gallery, while conveying 
the futuristic and dreamlike ambiance of the gallery itself. In contrast, the style of 
abstract expressionism proves overly weighty and somber, misaligned with the art-
works showcased within the gallery’s confines.

Figure 9a and b shows artistic transformations of the same image generated by 
various models. Figure  9a exhibits lower artistic quality, while Fig.  9b attains a 
higher level of artistic merit. In terms of color, figure b employs more vivid and 
saturated color, which makes the picture more vivid and attractive. Conversely, 
Fig.  9a favors darker, subdued colors, resulting in a more somber and lackluster 
visual impression. Regarding details, Fig. 9b features clearer, finely delineated ele-
ments, enhancing the image’s overall vividness and richness. In contrast, Fig.  9a 
showcases vaguer, coarser details, contributing to a more indistinct and monotonous 
composition. From the contrast point of view, Fig.  9b presents a higher contrast 
of light, shade, and color, which makes the picture more prominent and hierarchi-
cal. Figure 9a offers diminished contrasts in light, shadow, and color, resulting in 
a flatter and less engaging image. From the aspect of composition, Fig. 9b adopts 
a better perspective and layout, which makes the picture more orderly and interest-
ing. In contrast, Fig. 9a utilizes a less favorable perspective and layout, contributing 
to a more chaotic and uninspiring portrayal. From the theme, Fig.  9b expresses a 
stronger fantasy and imaginary theme, infusing the image with deeper meaning and 
interest. Figure  9a presents a weaker sense of fantasy and imagination, rendering 
the image less significant and engaging. Therefore, Fig. 9b, generated by the image 
style conversion model based on feature synthesis, exhibits greater artistic quality by 
demonstrating enhanced aesthetics and creativity in terms of color, detail, contrast, 
composition, and theme.

5.3 � Discussion

The experimental data and evaluation method presented in this study are actually 
effective and reliable in evaluating the style transfer and image artistry of new media 
art images generated by different models. When comparing the image style transfer 
accuracy of M1–M6 models with various parameters, the recognition accuracy of 
M1-M6 models is higher than 83.51%. Further, compared with other model algo-
rithms (such as CNN, AlexNet, etc.), the proposed model algorithm is significantly 
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higher, and the image recognition accuracy exceeds 96.03%, which is obviously 
superior to other algorithms. Meanwhile, the application prospect of AI and IoT 
technology in new media art creation is also discussed to further explore the feasi-
bility and practicability of the model. In creating new media art, AI and IoT technol-
ogy have broad application prospects. AI technology empowers artists to harness big 
data and algorithms to achieve unique effects, such as image generation, style trans-
formation, and content creation. This affords artists greater creative possibilities. In 
parallel, the progression of IoT technology enables real-time interactions between 
new media artworks and their audiences. Utilizing sensors and network technolo-
gies, these works engage in two-way communication and audience participation. 
This integration has brought a more open and diverse creative platform for artistic 
creation, which can break the time and space restrictions in the virtual space and 
create rich and diverse artistic experiences. Through the application of AI and IoT 
technology, artworks can make real-time changes and adjustments according to the 
audience’s needs and emotional feedback, making the interaction between art and 
audience closer and more personalized. This promising prospect expands the hori-
zons and potential for developing new media art, stimulating discussions about the 
feasibility and practicality of the model.

In this study, it is mainly compared with the image works of Zhou et  al. [40], 
Xu et  al. [38], and Alexandru et  al. [2]. In general, the images generated through 
parametric methods exhibit a greater degree of artistry compared to those created 
via nonparametric methods. The reason behind this distinction lies in the process 
of parameterized style transfer, where the desired target image effect is synthe-
sized by constraining local content loss and global style loss. This objective aims to 
minimize the overall loss of the synthesized target image. However, it comes at the 
cost of diminishing the alignment of style features to some extent, resulting in an 
inadequate match of certain structural styles and textures. In contrast, the synthesis 
method used here is directly copying from the sampling of the feature map to the 
local feature information. By expressing the depth features of the image and accept-
ing the better features of the domain, the obtained target image effect can keep more 
style and texture features. Compared to prior literature, the main contribution of this 
study is to optimize the creative mechanism of new media artistic features by using 
the method of layer-by-layer feature synthesis. In the existing image feature conver-
sion method, the texture sampling method of feature points is single, and the result 
of the generated target image is monotonous. By comparing the other three schemes, 
the optimization method of feature points and the creation mechanism of new media 
art are improved, offering practical application value for enhancing image content 
and style conversion.

Comparing the results of this study with those of previous studies, Guo et al. [14] 
studied the application of cooperative neural networks in the IoT to detect power-
ful spammers. Using big data and various sensor data in the IoT, researchers estab-
lished a cooperative neural network model and effectively detected the spammers 
by analyzing their behavior patterns [14]. Attwood [3] changed the social learning 
theory by relying on the IoT and AI. Researchers argued that the IoT and AI tech-
nology can offer new opportunities and ways for social learning, change how peo-
ple acquire knowledge and communicate, and have a far-reaching impact on social 



9294	 X. Wang et al.

1 3

learning theory [3]. Misra et al. [24] studied the application of IoT, big data, and AI 
in the agriculture and food industries. Researchers pointed out that IoT technology 
can monitor and collect data in the process of agriculture and food production in 
real-time. Besides, big data and AI technology can analyze and process these data, 
provide intelligent decision support, and improve the efficiency and quality of the 
agriculture and food industry [24]. Grover et al. [13] reviewed the academic litera-
ture and social media discussions to deeply understand the application of AI in oper-
ation management. The researchers summarized some key insights, including the 
application fields, application effects, and challenges of AI technology in operation 
management, and prospected the future research direction [13].

To sum up, the theoretical and practical contribution of this study is that the con-
structed model successfully improves the accuracy of image recognition, which is of 
great significance to the field of new media art and image processing. High-accuracy 
image recognition helps improve the performance of automated image processing 
and recognition systems, providing art creators and practitioners with more pow-
erful tools. By means of parameterization, the proposed model can generate more 
artistic images. This could promote innovation and development in the field of new 
media art, create a broader space and possibilities for the development of new media 
art, and enhance the interaction between artworks and audiences.

6 � Conclusion

In the field of modern art, with the continuous progress of science and technology, 
sensors have become indispensable tools in artistic creation. Through the network’s 
connection, artists can communicate with the audience in two directions and real-
ize the participatory artistic experience. This open and diversified creative platform 
enables artworks to transcend the limitations of time and space and be displayed 
in virtual space. Integrating sensors and network connectivity allows the audience 
to interact with artworks and create a richer artistic experience. Artists can fully 
unleash their imagination and creativity in this new creative environment and cre-
ate amazing artworks. Simultaneously, the audience has become more active and 
involved in the process of artistic creation. This new art form breaks the traditional 
time and space restrictions and brings new possibilities for artistic creation. With the 
development of Metaverse vision as the background, a new feature synthesis method 
of artistic images from deep to shallow is constructed by applying IoT technology 
based on visual geometry groups and AI. It combines the strengths of traditional 
texture synthesis and artistic style transmission techniques. In this study, the style 
transmission method based on feature synthesis is analyzed by visual geometry and 
texture synthesis technology. The model structure diagram based on shallow features 
is generated by obtaining feature images of different network levels, and the VGG19 
network further synthesizes the virtual experimental images. The final comparative 
experimental results reveal that compared with other research results, the proposed 
style transfer method based on feature synthesis can restrain the unreasonable dis-
tribution of texture elements in traditional images. Consequently, it enhances both 
content and style expression within the generated images, ultimately yielding a more 



9295

1 3

Creation mechanism of new media art combining artificial…

profound artistic impact. Nevertheless, this study exhibits certain limitations. The 
primary constraint is the instability of image data classifiers in classification results. 
Subsequent research should aim to develop a real-time model for new media art cre-
ation and style transformation. This model should hinge on the style transformation 
of synthetic images, offering a practical reference for enhancing the mechanisms of 
new media art creation. Additionally, it should incorporate extensive classification 
data to bolster its effectiveness.
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