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Abstract
The widespread dissemination of fake news on social media brings adverse effects 
on the public and social development. Most existing techniques are limited to a 
single domain (e.g., medicine or politics) to identify fake news. However, many 
differences exist commonly across domains, such as word usage, which lead to 
those methods performing poorly in other domains. In the real world, social media 
releases millions of news pieces in diverse domains every day. Therefore, it is of 
significant practical importance to propose a fake news detection model that can be 
applied to multiple domains. In this paper, we propose a novel framework based on 
knowledge graphs (KG) for multi-domain fake news detection, named KG-MFEND. 
The model’s performance is enhanced by improving the BERT and integrating 
external knowledge to alleviate domain differences at the word level. Specifically, 
we construct a new KG that encompasses multi-domain knowledge and injects entity 
triples to build a sentence tree to enrich the news background knowledge. To solve 
the problem of embedding space and knowledge noise, we use the soft position and 
visible matrix in knowledge embedding. To reduce the influence of label noise, we 
add label smoothing to the training. Extensive experiments are conducted on real 
Chinese datasets. And the results show that KG-MFEND has a strong generalization 
capability in single, mixed, and multiple domains and outperforms the current state-
of-the-art methods for multi-domain fake news detection.
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1  Introduction

In the information age, various social media platforms, such as Twitter, 
Facebook, and Sina Weibo, have set off a wave of information dissemination [1, 
2]. Social media has facilitated users to obtain information, express viewpoints, 
and exchange personal opinions with others. However, it provides an ideal 
platform where anyone can become the creator and disseminator of information, 
which leads to the easy generation and rapid spread of fake news [3]. Fake news 
is harmful and poses a serious threat to individuals and society [4]. After the 
outbreak of COVID-19, a large amount of related fake news circulated through 
social media, causing great social panic. For example, the fake news that drinking 
cleaning products can cure diseases. Seriously, many people have lost their lives 
after being misled to believe it [5]. Due to the limitations of scientific knowledge, 
time, and space [6], it is a challenging task for the public to distinguish fake news 
from numerous online information. Therefore, developing efficient and automatic 
technologies to identify fake news on social media has become critical.

Many approaches have been proposed to detect fake news. Table  1 shows 
the most commonly used public datasets for fake news detection. We can find 
that most existing efforts are focused on a single domain, such as politics and 
entertainment [7], or detecting fake news in general (mixed domain). In practice, 
social media posts millions of pieces of information every day, covering differ-
ent domains. Some features, such as word usage and semantic structure, vary 
from domain to domain, namely domain shift [8]. As shown in Fig. 1, we observe 
that words in politics like “China,” “country,” and “government” appear more 
frequently, while the most frequently used words in health are “vaccine,” “doc-
tor,” “virus,” etc. The professional backgrounds and knowledge also range signifi-
cantly across domains. In addition, identifying multi-domain fake news requires 
dealing with issues such as wider data diversity, higher unpredictability of data 
structures, and more data noise. Because of these limitations, most techniques 
fail to achieve acceptable results [9]. Therefore, studying multi-domain fake news 
detection has great potential for practical applications.

A large number of high-quality structured subject-object triples from external 
knowledge bases (KBs) have been proven to be effective for fake news detection 
[16–18]. In this paper, we aim to alleviate the domain shift in multi-domain fake 
news detection at the word level using external knowledge. News pieces in dif-
ferent domains are also inherently correlated in word usage. As shown in Fig. 1, 
society-related terms appear in all domains, and the common words in politics are 
similar to society or science. Thus extracting entity knowledge from the knowl-
edge graph (KG) containing multi-domain entity triples can make inferences 
based on domain-specific knowledge while providing other domain knowledge. 
However, we discover that the way to knowledge integration faces two problems 
that are not yet solved in fake news detection. (1) Heterogeneous embedding 
space: The embedding features of news text and the entities in KG are obtained 
in different ways, which results in the inconsistency of their existing spaces. (2) 
Knowledge Noise (KN) [19]: Because the training model can learn about other 
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similar entities, introducing too much knowledge into news text may change the 
original meaning or even appear biased. In addition, existing methods rely too 
heavily on raw labels for classification. And ignoring the error label can greatly 
reduce the generalization ability of the model [20].

To address these problems, we propose a novel knowledge graph-based 
framework for multi-domain fake news detection, namely KG-MFEND. 
KG-MFEND introduces entity triples to construct the sentence trees and uses the 
soft position and visible matrix in the knowledge embedding process to avoid 
knowledge noise caused by excessive entity knowledge injection. First, we construct 
a new KG containing multiple domains and transform the original news content 
into knowledge-rich sentence trees. Then, we distinguish the vector space of entities 
and news by improving the embedding in the BERT model. Specifically, in position 
embedding, we use the soft position instead of the hard position to encode tokens 
in the sentence tree and use the visible matrix to the visibility of each mark. Next, 
KG-MFEND inputs the visible matrix together with the embedding vector into the 
mask-transformer module to obtain the final feature vector for classification. The 
main contributions of this paper can be summarized as follows:

•	 We propose a novel knowledge-based multi-domain fake news detection 
framework, KG-MFEND. We aim to reduce the influence of domain shift at the 
word level. We construct a new KG covering common entity knowledge and 

Fig. 1   Word cloud map of the nine domains
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domain-specific entity knowledge for shared domain information. In the training 
process, the model adopts label smoothing to reduce the influence of inevitable 
incorrect labels.

•	 To solve the problem of embedding space and KN in knowledge embedding, 
our model uses the soft position and visible matrices to encode the sentence 
tree structure, which can selectively distinguish the embedding space of original 
text and knowledge entities and mitigate the knowledge noise problem of the 
injection of too many entities.

•	 A large number of experiments have been conducted on real-world Chinese 
datasets, and the results verify that KG-MFEND outperforms state-of-the-art 
methods in the single domain, mixed domain, and multi-domain. Additionally, 
our model has good performance on future data.

The remainder of the paper can be summarized as follows: Sect. 2 briefly reviews 
the related work on fake news detection. In Sect. 3, we describe our proposed model 
in detail. Section 4 conducts a series of experiments on real Chinese datasets and 
discusses the experimental results. Finally, conclusions are drawn and future work is 
clarified in Sect. 5.

2 � Related work

Fake news refers to inaccurate and unreliable information on the Internet that is 
deliberately fabricated with certain intentions [21]. In this section, we briefly review 
its relevant work from three perspectives: (1) fake news detection; (2) knowledge-
based approaches; and (3) multi-domain learning.

2.1 � Fake news detection

In recent years, fake news detection has drawn a lot of attention[22]. Existing 
techniques can be broadly categorized as content-based, user information-based, and 
propagation structure-based [23–26].

Content-based methods Content-based research is more conducive to discovering 
fake news early, which is still the most popular method [27]. To detect fake news 
automatically, Ma et  al. [28] first proposed a recursive neural network (RvNN) 
by using content semantics to detect fake news. On this basis, Xing et  al. [29] 
constructed a novel ViP-RNN model that combined RNN with CNN to capture a 
discriminative semantic representation of the news. Vo et al. [30] developed a text 
generation framework by generating responses with fact-checking to support or 
refute the original tweets. Social media posts were used as data streams by Zhou 
et al. [31], using reinforcement learning techniques for early detection.

User information-based methods Those methods focus on acquiring information 
from users’ social networks to infer user credibility [32]. Shelke et al. [33] defined a 
set of user features (such as registration age, description length, and follower count) 
and trained a deep learning framework to improve accuracy on real datasets. Starting 
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at the participant level, Chen et al. [34] deeply mined the users’ feature vectors in 
the communication chain and integrated them into fake news detection.

Propagation-based methods Some studies have demonstrated that real and fake 
news have significantly different propagation networks. Ma et al. [35] introduced a 
recurrent neural network (RNN) for rumor detection by capturing content semantics 
and propagation structure. Considering the semantic structure and propagation 
paths, Bian et  al. [36] proposed Bi-Directional Graph Convolutional Networks 
(Bi-GCN) to deal with both propagation and dispersion of rumors. Yuan et al. [37] 
explored a global–local attention network called GLAN to obtain local semantic 
relations and global structural information from source tweets and the relationship 
between posts and post users.

Although user information-based and propagation-based methods have had 
some success, they have the following limitations when it comes to acquiring 
additional users and propagation structure information [22]: (1) Data ethics issues: 
User information is personal and subject to relevant data protection laws; it must 
be obtained in reasonable and legal ways [38]. (2) Data acquisition difficulty: 
Researchers must strictly follow their propagation paths to capture relevant 
information. And it is more vulnerable to issues with missing data and data noise.

In contrast, content-based methods can directly determine fake news without 
auxiliary information. However, most of the existing content-based research 
has been conducted in general (a mixed dataset) or in a specific domain while 
performing poorly across domains. In this paper, we will look for a more effective 
and content-based approach to carry out multi-domain fake news detection work.

2.2 � Knowledge‑based methods

Knowledge-based methods can be used to analyze, research, and comprehend big 
data by leveraging a large amount of textual information [39]. Knowledge-based 
technology is also regarded as fact-checking [17], which can be divided into manual 
and automatic fact-checking. Manual fact-checking relies heavily on human experts 
to identify fake news, which is labor-intensive and time-consuming. In automatic 
fact-checking, fake news is detected by comparing knowledge extracted from news 
content with knowledge included in a built-in knowledge base or knowledge graph 
[40].

In recent years, automatic fact-checking based on knowledge graphs (KG) has 
developed rapidly in fake news detection. Pan et  al. [17] first applied knowledge 
graphs to fake news detection. They classified fake news based on the comparative 
deviation between triples extracted from news content and external knowledge. 
Sicilia et  al. [41] significantly improved the accuracy of fake news identification 
by utilizing a neural network model based on topic features and knowledge graphs. 
They are effective when applied to a single event, but news concerning newly 
developing events cannot be recognized.

To solve the problem, a novel direction of knowledge graph embedding has 
been proposed. Its key is to preserve the structural information while easing 
computation by embedding the item and relation in the knowledge graph into a 
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continuous vector space [42]. Hu et al. [18] argued that both structured subject-
predicate-object triplets and unstructured entity descriptions can provide valuable 
information, so the two types of embedding are used jointly with the gating 
function for fake news detection. Wang et  al. [11] proposed a new multimodal 
perspective of fake news detection where they jointly modeled news text, 
knowledge concepts, and vision onto graphs to obtain multimodally enhanced 
semantic representations. Wang et  al. [39] proposed a topic-dependent tree 
structure by obtaining topic knowledge about the news content as input to a graph 
neural network.

It should be emphasized that the entity embedding feature in the knowledge 
graph and the news text feature are obtained using separate methods, implying 
that the two should belong to a heterogeneous embedding space. Meanwhile, 
the fusion of news text with too many knowledge entities may generate noisy 
information, which affects the performance of the model. However, existing 
knowledge-based methods cannot meet these requirements. In this paper, we 
propose a new knowledge-based framework that uses soft positions and visible 
matrices to encode the sentence tree structure for fake news detection.

2.3 � Multi‑domain learning

Recent years have witnessed that multi-domain learning is effective in many 
applications [43–45], including fake news detection. Pennycook et  al. [21] 
pointed out that most current fake news detection methods are usually limited to 
the domain or source, making it difficult to train data from other domains. Some 
work has attempted to validate the applicability of the model in different domains 
by using cross-domain datasets. Wang et al. [27] proposed an end-to-end model, 
SemSeq4FD, for early fake news detection. To demonstrate the ability of the 
model to generalize across domains, SemSeq4FD was trained on mixed datasets 
from society and entertainment to predict a single-domain dataset. But, it does 
not substantially explain the applicability of its model to multiple domains.

Therefore, it is essential to provide a technique for identifying fake news that 
can be reasonable, efficient, and generalizable to multi-domain datasets. Silva et al. 
[46] established a cross-domain learning model to learn the embedding features 
from the specific domain and the cross-domain, respectively. Then, two features 
are combined to identify fake news. Combining multi-domain features softly is 
preferable to decoupling domain-shared and domain-specific features roughly [45]. 
Nan et  al. [4] proposed a multi-domain fake news detection model that uses nine 
expert networks (TextCNN) to obtain different domain representations of each news 
piece and then inputs them to a ”domain gate” to aggregate multiple features for 
classification. However, news domain labels are not absolute, meaning that a news 
article in a particular domain also has characteristics of other domains, such as the 
usage of words. From the word level, we construct a multi-domain KG as a multi-
domain expert to provide the appropriate background knowledge by entity injection 
of domain features for multi-domain fake news detection.
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3 � Methodology

In this section, we first give the definition of the problem and then describe our pro-
posed KG-MFEND in detail. The model includes three parts: (1) knowledge repre-
sentation; (2) knowledge embedding; and (3) prediction. The whole architecture of 
the proposed model is shown in Fig. 2.

3.1 � Problem statement

Let M be a dataset containing multi-domain news pieces on social media, 
M =

{

Pj

}n

j=1
 , where n represents the number of news pieces. Each news item Pj is 

composed of a set of words, i.e., Pj =
{

wj1,wj2,… ,wjt

}

 . We will extract the entity 
Ej in Pj , Ej =

{

ej1,… , ejm
}

 , where m denotes the number of entities. Following pre-
vious work, we consider fake news detection a binary classification task. Each piece 
of news has its fundamentally true label y ∈ {0, 1} , where 1 means that the news 
item is true and 0 denotes fake news. Fake news detection can be described as learn-
ing a detection function: f ∶ (P,E) → y to determine whether a given piece of news 
is fake. We aim to train a model that can effectively detect fake news in multiple 
domains.

3.2 � Knowledge representation

In this section, we construct a multi-domain KG that includes general knowl-
edge and professional background and introduce how to inject knowledge and 
convert it into the sentence tree. The whole process can be described as giving 

Fig. 2   Overall framework of KG-MFEND
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domain-specific news Pi = 
{

wj1,wj2,… ,wjt

}

 and a KG , which is converted into Pj = 
{

wj1,wj2,… ,wjm

{(

rm0, wim0

)

…… ,
(

rmk, wimk

)}

,…… ,wjt

}

 by knowledge repre-
sentation. Knowledge representation includes three stages: knowledge graph con-
struction, knowledge querying, and knowledge injection.

Knowledge graph construction Due to the limited content of news pieces, 
especially short ones, the full information cannot be represented by the text alone. 
We believe that embedding knowledge can provide additional information and 
enrich the context. We take into account the following factors when constructing 
the KG: (1) For multi-domain fake news datasets, the news entities cover multiple 
domains, and thus a large-scale knowledge base is needed in knowledge injection. 
(2) There is specific knowledge in some specific domains, so it is a need to add some 
domain-specific knowledge.

Considering the above, we first choose an open CN-Dbpedia [47] as an exter-
nal knowledge base and select only entity triplets to construct the KG. CN-Dbpedia 
extracts knowledge from Chinese encyclopedia websites, including basically com-
mon-sense entity knowledge. Background knowledge in domain specific can bet-
ter assist in the detection of fake news in their domain. Therefore, we develop two 
domain-specific KGs, EducationKG and MedicineKG. MedicineKG is from Baidu 
and includes a total of 17890 triples about symptoms, diseases, sites, and treatments. 
EducationKG gets information about the famous universities in China released by 
the Alumni Association in 2020 and contains a total of 7368 triples, including the 
abbreviation of the university, the type of university it belongs to, and the time when 
it was founded. Figure 3 shows parts of triples in MedicineKG.

Knowledge querying Knowledge querying is performed before injecting 
knowledge and refers to extracting the entities contained in the news text and then 
querying the triples corresponding to KG. The process can be expressed as Eq. 1.

 where E is the set of triples matched from the news text Pi and KG .
Knowledge injection To reduce the impact of KN, an effective strategy is to allow 

entities to have different representations when different relationships are involved. 
In this paper, a sentence tree structure T is used to add the entity triples in E to the 
corresponding positions. Equation 2 represents the knowledge injection process, and 
the sentence tree structure T is shown in Fig. 4. After that, the problem is solved by 
the soft position and visible matrix, which will be discussed in the next section.

3.3 � Knowledge embedding

Knowledge embedding aims to convert the sentence tree into an embedded represen-
tation and feed it into the mask-transformer to obtain the embedding features, which 

(1)E = Query(Pj,KG)

(2)T = Inject
(

Pj,E
)
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is the key of KG-MFEND. Knowledge embedding consists of three modules, i.e., 
embedding layer, seeing layer, and mask-transformer.

Fig. 3   Parts of triples in MedicineKG. The orange circles represent the entities in the news content, the 
yellow indicates the related entity knowledge found in the knowledge graph, and the relationship between 
the two is indicated by the blue arrows

Fig. 4   Structure of the sentence tree. Red numbers are soft position indexes and black numbers are hard 
position indexes
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Embedding layer Similar to the BERT model, the embedding layer performs 
three segments of processing: token embedding, location embedding, and segment 
embedding. KG-MFEND optimizes the two parts of token embedding and location 
embedding, and the segment embedding process is the same as BERT. The final 
embedding vector of each news piece is the result of directly summing the above 
three parts.

Token embedding aims to learn locations for specific tokens from the token 
vocabulary. In this study, we use the sentence tree structure as a tag sequence for 
sequential input. Like BERT, KG-MFEND also adopts [CLS] as a classification tag 
and uses [MASK] to mask tokens. Then, we use the vocabulary provided by Google 
BERT to convert the sentence tree into an embedding vector using a trainable lookup 
table. The tokens in the sentence tree require re-arrangement into a single sequence. 
As shown in Fig. 4, a selected fragment of real news content, we can see that the 
original sentence “Demi Lovato surprises musicians with hours of free studio time” 
becomes “Demi Lovato is from America Person Artist surprises musicians good at 
music with hours of free studio time” after knowledge injection, and the sentence 
tree tokens are also reordered. However, the sentence may lose its correct semantic 
structure after the reordering, making it impossible to be recognized correctly. 
KG-MFEND introduces the soft position and the visible matrix to solve this 
problem. The soft position is described in the position embedding, and the visible 
matrix is implemented through the visible layer.

Position embedding describes the position of words in the sentence tree. As 
shown in Fig.  4, the background knowledge [person] and [artist] related to Demi 
Lovato are introduced between [Lovato] and [surprises], and if marked directly, it 
appears that [artist] is the subject of [surprises], causing the sentence to be unread-
able. To solve this problem, we mark [person] and [surprises] together as 3, so that 
these two words have equivalent positions. And yet the [good at] and [with] group 
structures impose a connection with the rest of the content. Similarly, [music] only 
has an effect on [musicians], not on [America]. The visible matrix is used to control 
the relationships between content and entity triples.

Seeing layer The visible matrix is the key to improving model classification per-
formance because it controls the visible area of each token. We refer to the visible 
matrix as Xm . The relationship between each token can be expressed as follows:

where ∈ represents the same branch and ≠ indicates the different branch. If pi and 
pj are both interacting in the same branch, they are represented as 0 in the visible 
matrix. i and j represent the hard position index.

We use the hard-position index for each token of the visible matrix, shown in 
Fig. 5a. The visible matrix achieves two goals by limiting the visible area of each 
token: (1) effectively injects background knowledge while preserving the original 
sentence’s meaning. (2) reduces the risk of semantic changes due to the injection of 
too much or irrelevant information.

(3)Xmij =

{

0 pi ∈ pj
−∞ pi ≠ pj
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Mask-transformer The above work has obtained the embedding vector and 
visible matrix, which need to be input to the encoder in this section. However, 
the transformer encoder in BERT cannot directly identify the visible matrix X. 
KG-MFEND improves it into the mask-transformer, which is a stack of multiple 
mask-self-attention blocks. Mask-self-attention blocks are similar to self-atten-
tion and can effectively learn X while maintaining the original semantics. The 
structure is shown in Fig. 5b. And the formulas for mask-self-attention blocks are 
shown as:

where Wq , Wk and Wv are three trainable model parameters. hi represents the i-th 
mask-self-attention block of the hidden state. We add the visible matrix X to Eq. 5, 
where dk is the scaling factor. When pk is not visible to pj meaning that wk does not 
work on wj , the score Gi+1

jk
 will be 0 by the representation of Xdk.

3.4 � Prediction

In this section, we input the learned feature representation hi+1 into a multilayer 
perception (MLP) network and a Softmax layer to make a prediction. The news 
predictor is defined as:

(4)Qi+1, Ki+1,Vi+1 = hiWq, h
iWk, h

iWv

(5)Gi+1 = Softmax

�

Qi+1Ki+1T + X
√

dk

�

(6)hi+1 = Gi+1Vi+1

(7)ŷ = Softmax
(

MLP
(

hi+1
))

Fig. 5   a Depicts the visible matrix for token representation of the above news by hard position, and b 
depicts multiple mask-self-attentive blocks in the mask-transformer
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The model generates a binary prediction vector ŷ , and yi denotes the actual news 
label. For binary classification tasks, scholars tend to encode the labels with one-hot 
encoding, where the hard label vector has a target category probability of 1 and a 
non-target category probability of 0.

The cross-entropy loss function is applied to minimize the loss between the predic-
tion ŷ and the label yi.

However, there are unavoidable noise labels (incorrect labels) because the datasets 
are manually labeled, which greatly affect the generalization ability of the model 
[20, 48]. Considering the problem, we use a new loss function to supervise the 
model for the binary classification task in the training process. We first add label 
smoothing to train a soft label loss based on the cross-entropy loss. Label smoothing 
is a regularization strategy that generates soft labels by applying a weighted average 
between evenly distributed and hard labels. The soft labels are constantly updated 
during the training phase to monitor the model, which can suppress the overfitting of 
the training model and further improve the classification performance.

The probability distribution after adding label smoothing becomes:

where � denotes the smoothing factor. The soft loss function can be described as:

Finally, we balance the hard and soft labels with � . The total training loss can be 
expressed as:

4 � Experiments

In the following section, we conduct extensive experiments to evaluate the validity 
of the proposed KG-MFEND model. Specifically, we aim to answer the following 
four research questions:

RQ1: Can our model outperform state-of-the-art baselines in different domain 
datasets?

(8)yi =

{

1, i = target

0, i ≠ target

(9)Lhard = −

N
∑

i=1

(

yilog ŷ +
(

1 − yi
)

log
(

1 − yi
))

(10)yi
�

=

{

1 − �, i = target

�, i ≠ target

(11)Lsoft = −

N
∑

i=1

(

yi
�

log ŷ +
(

1 − yi
�)

log
(

1 − yi
�))

(12)L = (1 − �)Lsoft + � Lhard
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RQ2: What is the effect of each component of the proposed KG-MFEND for fake 
news detection?

RQ3: Can the modeling framework be applied to real-world scenarios and make 
predictions on future data?

RQ4: How sensitive are the hyperparameters in KG-MFEND?

4.1 � Datasets and evaluation settings

4.1.1 � Datasets

Fake news detection models are generally data-dependent. In other words, most 
methods perform well on trained datasets but are difficult to apply to other 
domains due to domain shift. In this paper, we evaluate the efficacy of our model 
on two real-world Chinese datasets, covering mixed-domain and multi-domains. 
The details of datasets are listed below:

Weibo 21 The dataset was developed by [4]. This is a multi-domain Chinese 
dataset covering nine domains (science, military, education, disaster, politics, 
health, finance, entertainment, and society), collected from Sina Weibo for the 
period from 2014 to 2021. The dataset totally consists of 4488 fake and 4640 real 
news pieces, which we name Data-single. In addition, we randomly mixed the 
datasets of the nine domains into an overall dataset, which we named Data-total. 
The specific statistics are shown in Table 2.

Chinese dataset In the real world, we can only rely on historical data to clas-
sify recent news as true or fake. We adopted the Chinese dataset to simulate 
the real-world scenario. This mix-domain dataset was presented by [49] and 
includes selected news pieces from 2010 to 2018. We use time-separated meas-
urement to divide it into training, validation, and testing sets. The data between 

Table 2   Data statistics of data-single and data-total

Domain Society Military Edu Disasters Politics Health Finance Enter Society

#Real 143 121 243 185 306 485 959 1000 1198
#Fake 93 222 248 591 546 515 362 440 1471
All 236 343 491 776 852 1000 1321 1440 2669

Table 3   Data statistics of Data-
Mix

Dataset Train Val Test

#Real 7660 499 754
#Fake 2561 1918 2957
All 10221 2417 3711
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2010 and 2017 are used as a training set to verify and test the 2018 sample data. 
News pieces with length of less than 2 contain too little information to judge 
their authenticity, and irrelevant features are often injected by knowledge graph 
embedding if the news is an entity. Therefore, we remove news pieces with length 
of less than 2. We called the dataset Data-mix. Table 3 shows the detailed dataset 
actually used in the experiments.

4.1.2 � Comparison methods

In this section, we use state-of-the-art baselines for comparative analysis. All 
baselines can be divided into three groups. The first group is the single-domain 
baselines, which include BiGRU, TextCNN, and BERT. In the first group, 
a model can only be tested on one domain at a time. The second group adopts 
BiGRU, TextCNN, BERT, CompareNet, and KAHAN as the mix-domain base-
lines. The difference compared with the first group is that the mixed-domain 
methods conduct experiments and obtain results in multiple domains at a time. 
The last group is the multi-domain baselines, including EANN, MMoE, MoSE, 
EDDFN, MDFEND, FuD-FEND, and M3FEND. We introduce the above models 
in detail.

•	 BiGRU [29] is a widely used baseline in fake news detection. We implement 
a single-layer BiGRU with a hidden size of 300 and model each news piece as 
sequential input to BiGRU to preserve sequential information.

•	 TextCNN [50] is a popular text encoder. We implement TextCNN with 5 kernels 
and adopt the same 64 channels for the 5 kernels. The embedding input of 
TextCNN is obtained by word2vec.

•	 BERT [51] is used to encode the tokens of news pieces. We freeze all the layers 
in BERT and embed the average of the words in the last layer as sentence 
representations into the multi-layer perception for prediction.

•	 CompareNet [18] aims to establish news and external knowledge connections 
through knowledge entities. The network learns news content, entity, and 
topic relations through graph attention networks to obtain semantic feature 
representations, which are compared with entity features for fake news detection. 
For a fair comparison, we do not consider topic features.

•	 KAHAN [52] is a knowledge-aware hierarchical attention network (KAHAN) 
that integrates external knowledge into text and comments separately and then 
uses attention mechanisms to learn their relationship for fake news classification. 
For a fair comparison, we do not consider topic features.

•	 EANN [53] is a multimodal fake news detection method composed of three 
components: a feature extractor, an event discriminator, and a fake news detector. 
To be fair, we only use the branch of text extraction.

•	 MMoE [15] is a multi-task learning model designed to be suitable for multi-
domain learning using a hybrid expert structure. Each domain consists of a 
shared expert (MoE) and a specific leader. In this paper, we consider MLP an 
expert and special leader.
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•	 MoSE [54] is also a multi-task learning model that uses Long Short-Term Mem-
ory (LSTM) to mix multiple experts for multi-task learning.

•	 EDDFN [46] is a multi-domain fake news detection model that feeds centralized 
domain-specific and domain-shared representations to a classifier to identify fake 
news in different domains.

•	 MDFEND [4] is also a multi-domain fake news detection model, which uses 
multiple experts (networks) to extract news features, and then assigns weights to 
different experts through domain gates to obtain the final news feature vectors.

•	 FuD-FEND[55] is a recent multi-domain fake news detection technology that 
uses the fuzzy inference mechanism to generate fuzzy domain labels to distin-
guish the specific features of specific domains. This model can be trained in 
datasets without domain labels to identify multi-domain fake news.

•	 M3FEND [56] is the latest multi-domain fake news detection model, which 
detects fake news from three perspectives: semantics, style, and sentiment. The 
model realizes cross-view feature interaction through a domain adapter.

4.1.3 � Experimental setting

We randomly divide all datasets into training, validation, and test sets at a ratio of 
4:1:1. To make a fair comparison, the final results are obtained by averaging over ten 
experiments. We do not perform any dataset-specific tuning except for early stop-
ping on validation sets. We conduct all experiments on an Intel i7 2.60GHz pro-
cessor and RTX A5000 GPU with 45 GB memory. All codes are implemented in 
Python 3.8. All baselines follow the parameter settings in the original papers. KG-
MFEND is improved according to Google BERT; we set the same parameters as it. 
We adopt the Adam optimizer for optimization and � for balancing soft and hard 
labels. The detailed parameters of the model are listed in Table 4. Following most 
existing work [36, 49, 57], we report accuracy (ACC), precision, area under ROC 
(AUC), recall, and F1-score metrics to measure model performance.

Table 4   The details of the 
parameters

Parameter Value

Batch size 16
Max epochs 10
Dropout 0.4
Smoothing factor 0.1
� 0.6
Max length 256
Learning rate 2e−05
Embedding size 768
Heads num 12
Layers num 12
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4.2 � Performance comparison(RQ1)

To answer RQ1, we conduct experiments on Data-single and Data-total datasets and 
compare our model against related baselines introduced in Sect. 4.1.2. The experi-
mental results of F1 scores on the Data-single dataset are shown in Table 5. And 
we visualize the results of F1, ACC, and AUC metrics on the Data-total dataset in 
Fig. 6. We can draw the following conclusions:

(1)	 The experimental results show that our model outperforms the baselines in 
most domains. Compared with the best baseline on the Data-single dataset, 
the domains of science and technology, military, education, disease, politics, 
entertainment, and society are increased by 3.80% , 2.19% , 1.27% , 0.44% , 0.67% , 
0.50% , and 0.41% . Additionally, the F1, ACC, and AUC have increased on the 
Data-total dataset by 0.39% , 0.46% , and 0.38% , respectively. The results indicate 
that KG-MFEND is an effective method to detect fake news in multiple domains.

(2)	 We find that the mixed-domain methods are superior to the single-domain 
methods in general, which indicates that the multi-domain joint training method 
can improve performance in the specific domain. The reason is that the domain 
features of single-domain news are not independent and may involve other 
domain features. In particular, the hybrid features are more prominent when the 
number of datasets is small. Noticeably, BERT in the mixed domain performs 
worse than BERT in the single-domain group, which suggests that simply 
combining data from different domains may result in negative effects.

(3)	 It can be observed that CompareNet and KAHAN achieve better results than 
BiGRU, TextCNN, and BERT, proving that knowledge embedding is beneficial and 
can provide more rich clues. In particular, they are more effective than many multi-
domain methods (EANN, MMoE, MoSE). KAHANT shows better performance 

Fig. 6   Experimental results on Data-total dataset
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than CompareNet. The reason is that CompareNet learns more noisy information 
by comparing entity features directly to text embedding features, while KAHANT 
assigns weights to entities in sentences through the attention mechanism. KG-
MFEND performs best which shows that it is valuable for knowledge embedding 
to consider knowledge noise and heterogeneous embedding space problems.

(4)	 Our model shows better performance than EANN, MMoE, MoSE, and EDDFN 
in the multi-domain approaches. In EANN, the shared network is directly learned 
through adversarial training. MMoE and MoSE are both based on a shared bottom 
and multiple independent heads to learn different domains’ features. Domain-
specific subnetworks and domain-sharing subnetworks in EDDFN are learned. 
All of them employ sharing mechanisms to acquire shared knowledge across 
domains. However, it is difficult to learn common knowledge with a common 
structure from direct learning in multiple domains [8, 29]. In contrast, our model 
integrates useful entity knowledge through knowledge embedding, which is a soft 
sharing mechanism. And we use the soft position and visible matrix to control 
excessive knowledge embedding when sharing entity knowledge.

(5)	 (5) Soft-sharing mechanisms are also adopted in MDFEND, FuDFEND, and 
M3FEND. Their contributions to multi-domains are undeniable, which inspired 
the design of KG-MFEND. FuDFEND works better than MDFEND because the 
model uses a fuzzy inference label learning method that effectively learns some 
unlabeled or incorrectly labeled features. However, MDFEND and FuDFEND 
ignore the unclear domain problem, especially for short news texts. M3FEND 
presents a domain memory repository to enrich domain information. But our 
proposed model is a more simple and effective approach by treating knowledge 
with multi-domain information as a mixed-domain expert to enrich domain 
knowledge. In addition, KG-MFEND can effectively conduct experiments on 
specific domains separately.

4.3 � Ablation Study (RQ2)

In this section, we analyze the effectiveness of different components of our proposed 
KG-MFEND and perform ablation experiments by discarding the related variables. 
We define the KG-MFEND variants as follows:

•	 “w/o soft position” is a variant of KG-MFEND and refers to the experiment 
where hard positions are used to replace soft positions.

•	 “w/o visible matrix” means that no visible matrix is adopted in KG-MFEND, 
that is, all markers are visible to each other.

•	 “w/o KG” is also a variant of KG-MFEND and refers to the model without KG. 
Without KG, we do not also consider soft positions and the visible matrix.

•	 “K-bert” is similar to K-BERT [19] and a variant of KG-MFEND. ”K-bert” only 
uses the CN-Dbpedia as an external knowledge without two domain-specific 
KGs (EducationKG and MedicineKG). ”K-bert” also doesn’t add label smooth-
ing to the training.



18436	 L. fu et al.

1 3

Tables 6, 7, and 8 represent those variants’ performance on Data-total and Data-mix 
datasets. Due to space limitations, we only exhibit the experimental results in two 
specific domains (society and disaster) on the Data-single dataset shown in Fig. 7. 
We have the following observations:

(1)	 As we can see from the results, our proposed model outperforms the four vari-
ants, which indicates that it is indispensable to consider both knowledge location 
and encoding in knowledge injection.

(2)	 The KG-MFEND variant without the visible matrix performs less well than 
without KG, indicating that improper injection of knowledge can produce knowl-
edge noise and lead to degraded model performance. KG-MFEND achieves 
better results than k-bert, which demonstrates that domain-special KGs and label 
smoothing are effective in multi-domain fake news detection.

(3)	 According to the trend in Fig.  7, KG-MFEND tends to be stable in the 
second epoch, while BERT converges in the fourth epoch, which proves that 
KG-MFEND converges faster than BERT. We can infer that the combined 
action of soft position and visible matrix makes KG-MFEND more robust to 
KN interference when knowledge is injected.

Table 6   Experimental results on Data-total dataset. The bold numbers represent the optimal results for 
each evaluation metric

Method Accuracy Fake news True news

Precision Recall F
1

Precision Recall F
1

w/o soft position 0.9138 0.9190 0.9160 0.9210 0.9030 0.9.3 0.9020
w/o visible matrix 0.9181 0.9210 0.9150 0.9300 0.9030 0.9030 0.9090
w/o KG 0.9143 0.9210 0.9220 0.9220 0.9060 0.9050 0.9050
k-bert 0.9199 0.9350 0.9180 0.9260 0.9030 0.9230 0.9130
KG-MFEND  0.9262 0.9500 0.9130 0.9130 0.9000  0.9420 0.9200

Table 7   Experimental results on Data-mix dataset. The bold numbers represent the optimal results for 
each evaluation metric
Method Accuracy Fake news True news

Precision Recall F
1

Precision Recall F
1

w/o soft position 0.8620 0.7050 0.5520 0.6190 0.8920 0.9410 0.9160
w/o visible matrix 0.8643 0.7180 0.5720 0.6370 0.8960 0.9430 0.9190
w/o KG 0.8515 0.6210 0.6913 0.6520 0.9190 0.8920 0.9050
k-bert 0.8696 0.7230 0.5810 0.6440 0.8980 0.9430 0.9200
KG-MFEND 0.8763 0.7420 0.5990 0.6330 0.9030 0.9470 0.9240
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4.4 � Real‑world testing(RQ3)

To verify whether KG-MFEND can be applied in real-world scenarios and make 
predictions on future data, we conduct experiments on the Data-mix dataset and 
select four models from the above as baselines to evaluate the performance of our 

Fig. 7   A part of experimental results on Data-sing dataset
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method, including BiGRU, EANN, BERT, and MDFEND. Those baselines fol-
low the parameter settings in [46]. Specifically, the batch size is set to 64. BiGRU 
has one layer with a hidden size of 768. The window sizes of TextCNN are set 
to {1, 2, 3, 5, 10} . The best learning rates of those baselines are different: BiGRU 
(0.0009), EANN (0.0001), BERT (7e −05), and MDFEND (7e −5). We report the 
experiment’s results of accuracy, precision, recall, and F1 score in Table  8. The 
results of F1 and accuracy for all baselines over ten epochs are shown in Fig. 8. We 
come up with the following conclusions:

Fig. 8   Accuracy and F1 score visualization

Table 8   Results of the experiment on the Data-mix dataset. The best model performance values and the 
best baseline model values are highlighted in bold and italics, respectively

A paired T-test is performed between the model and the optimal baseline, represented by *(p value<0.05)

Method Accuracy Fake news True news

Precision Recall F
1

Precision Recall F
1

MDFEND 0.7236 0.4108 0.7269 0.5207 0.9100 0.7228 0.8011
BiGRU​ 0.8085 0.5534 0.4946 0.5149 0.8719 0.8902 0.8802
EANN 0.8271 0.6045 0.4763 0.5303 0.8711 0.9183 0.8939

BERT 0.8412 0.6189 0.6216 0.6176 0.9016 0.8983 0.7586
KG-MFEND 0.8763* 0.7420* 0.5990 0.6330* 0.9030* 0.9470* 0.9240*

Table 9   Experimental results of 
F1 standard deviation. The bold 
number represent the optimal 
result

Method MDFEND BiGRU​ EANN BERT KG-MFEND

F1-SD 0.0401 0.0141 0.0197 0.0121  0.0069
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(1)	 We observe that the proposed KG-MFEND performs better than all comparison 
models and detects fake news with high accuracy, indicating the effectiveness of 
our framework for future data. The reason is that the knowledge triples injected 
into the model are objective background knowledge, which generally does not 
change over time.

(2)	 From the results, we see that both EANN and MDFEND as multi-domain detec-
tion methods, do not perform as well as BERT and BiGRU. The main reason is 
that domain differences in the mixed-domain dataset are not well distinguished. 
So, it is challenging for EANN to capture common features in the mixed-domain 
dataset. The domain experts of the MDFEND model play a less effective role in 
the mixed-domain dataset.

(3)	 We visualize the experimental results of accuracy and F1 values and compare the 
F1 standard deviation of the baselines and KG-MFEND, as shown in Fig. 8 and 
Table 9, respectively. We can observe that the results of our model are relatively 
stable.

4.5 � Analysis of hyperparameter sensitivity (RQ4)

In this section, we test the sensitivity of multiple hyperparameters based on the 
Data-mix dataset, including dropout value, maximum sequence length, � value, and 
leaning rate. The results are shown in Fig. 9. We also test the running time of KG-
MFEND and compare it with the baselines in Sect. 4.4. For a fair comparison, we 
set the maximum sequence length of all baselines to 256. Tables 10 and 11, respec-
tively, show the results of the average running time of each epoch and different max 
lengths.

We observe that KG-MFEND can achieve the best result with dropout (0.4), 
max length (256), � value (0.6), and learning rate (2e−05). In particular, our model 

Fig. 9   Performance (ACC) of KG-MFEND with various hyperparameters

Table 10   Average running time 
among baselines

Method MDFEND BiGRU​ EANN BERT KG-MFEND

Time(min) 4.83 2.67 1.50 4.70 7.33

Table 11   Effect of max lengths 
on average running time

Max length 128 170 256 300 384

Time(min) 3.64 4.45 7.33 12.58 27.03
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performs better than the best baseline (ACC: 0.8412) even at the worst setting (ACC: 
0.8602) on the Data-mix dataset, which proves that KG-MFEND is insensitive to the 
above hyperparameters [56].

From Fig. 9b and Table 11, we find that longer input lengths of the model do not 
necessarily improve performance but can increase model complexity and add run-
ning time. Figure 9c shows the accuracy of KG-MFEND as � varies. It can be seen 
that the accuracy of KG-MFEND with � set to 0.6 is higher than the accuracy with 
� set to 1, showing that model performance can be improved by adding the label 
smoothing. The reason is that label smoothing focuses the predicted value on the 
categories with higher probabilities and assigns some probabilities to other catego-
ries, which alleviates the problem of overfitting and label noise [48].

As shown in Table 10, KG-MFEND shows a slightly longer running time com-
pared to all baselines. We can see that when the max length is 128 or 170, the run-
ning time of KG-MFEND is similar and even lower than some baselines, but it is 
much less accurate than the performance of the max length of 256, so we choose to 
sacrifice some running time to improve the model’s performance.

5 � Conclusions

In this paper, we present a novel knowledge graph-based model, namely KG-
MFEND, to detect multi-model fake news. In KG-MFEND, we construct a new 
multi-domain knowledge graph consisting of a public knowledge graph and two 
domain-specific knowledge graphs. Next, we inject knowledge triples and con-
struct a knowledge tree structure in the embedding layer. To achieve the embed-
ding of the sentence tree structure without over-injecting entity knowledge, 
KG-MFEND uses soft position and visible matrices. The soft position is used 
to retag the word order and visible matric controls the relationships between con-
tent and entity triples. In addition, we add label smoothing to the loss function 
during model training to prevent overfitting of the model. We conduct extensive 
experiments on real datasets and compare three baseline models, including sin-
gle-domain, mixed-domain, and multi-domain models. The results on Data-single 
and Data-total datasets show that KG-MFEND significantly outperforms state-of-
the-art baselines. Additionally, our proposed KG-MFEND on the Data-mix data-
set improves the F1 score by 2.36% over the optimal baseline. Those experiments 
demonstrate the applicability and superiority of the KG-MFEND.

However, there are several limitations to our model. First, we only extract spe-
cial knowledge from two related professional domains. Second, we share knowl-
edge in different domains only considering the word level. It can be found that the 
model doesn’t perform better than the optimal baseline in the health and finance 
domains, which indicates that only considering domain-sharing information from 
knowledge is still not enough and that more domain shifts need to be learned.

In future work, we will further explore the domain differences across domains 
for multi-domain fake news detection and also study more effective knowledge 
embedding methods to improve model performance while reducing runtime .
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