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Abstract
Many activities are conducted on social media platforms, such as promoting prod-
ucts, sharing news and sharing achievements. As a result of users’ freedom and ano-
nymity on social media platforms, hate speech and harassment are common. Posts 
that spread hate and offense should be detected and deleted as soon as possible 
as they spread very quickly and have many negative consequences for the human 
race. The detection task becomes significantly more difficult when online users use 
code-mixed text in places where English is not the primary language. The problem 
of hate speech detection has recently been reduced to a binary classification task, 
without taking into account its topical focus and its target-oriented nature. Because 
there is no combined annotated dataset and scientific study that can provide insight 
into the relationship between offense traits, existing techniques usually only examine 
one or two offense traits at a time. Furthermore, these techniques are not efficient 
for multilingual, where most conversations are code-mixed. In this paper, we pro-
pose an optimal feature extraction and hybrid diagonal gated recurrent neural net-
work (FE-DGRNN) for hate speech detection and sentiment analysis in multilingual 
code-mixed texts. The proposed FE-DGRNN technique consists threefold processes. 
After preprocessing, we first introduce an improved seagull optimization (ISO) algo-
rithm for multiple features extraction from given code-mixed texts. Then, we utilize 
a quantum search optimization algorithm to optimize the extracted features which 
reduces the data dimensionality issues in further detection phase. Next, a hybrid 
diagonal gated recurrent neural network (Hyb-DGRNN) introduces to detect hate 
speech and analyzes sentiment on their language. In order to validate the effective-
ness of our proposed FE-DGRNN technique, we conducted experiments on the 
HASOC 2019 dataset. This dataset includes posts written in English, Hindi and Ger-
man, allowing us to evaluate the performance of our approach across multiple lan-
guages. From the simulation results, we observed that the accuracy of FE-DGRNN 
is 87.74%, 88.98% and 84.74% for Task-1, Task-2 and Task-3, respectively, for mul-
tilingual code-mixed texts dataset. Overall, the proposed FE-DGRNN technique 
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shows a significant improvement in accuracy, precision, recall and F-measure com-
pared to other classifiers, indicating its potential to be a robust and effective tool for 
hate speech detection and sentimental analysis in multilingual code-mixed texts.

Keywords  Hate speech · Detection · Classification · Pre processing · Feature 
extraction

1  Introduction

Social media as a form of communication have seen tremendous growth in its 
size and importance over the past decade [1]. The idea of web-based entertain-
ment is that anybody can post anything they need, anyplace, be it enlightening, 
unfriendly, etc. Contingent upon the gathering, such posts can be seen by mil-
lions. Various discussions have various meanings of unseemly substance and 
strategies for recognizing it; however, the degree of the medium’s mechanized 
techniques is a significant piece of the gig. A significant part of this unseemly 
substance is disdain discourse [2, 3]. There is no single meaning of can’t stand 
discourse, but it is a subjective and complex term. Regardless of the wording or 
definition of the problem, it is clear that automated methods are needed to detect 
hate speech in some cases. It is important that the methods used in such cases 
are accurate, efficient and effective. One of the negative consequences of free 
speech is hate speech shared by irresponsible people. Disdain discourse is by and 
large characterized as any correspondence that sabotages an individual or gather-
ing with explicit qualities, for example, skin tone, race, orientation, sexual direc-
tion, identity and different attributes [4, 5]. Hate speech is also defined as specific 
offensive language that uses attitudes about a social group to express hateful ide-
ology. Based on the two experts’ definitions, we can conclude that hate speech 
is any form of communication that accuses, undermines and insults a person or 
persons.

Web-based entertainment stages, for example, Facebook and Twitter, have 
been scrutinized for not doing what’s needed to stop disdain discourse on their 
locales and have been compelled to make a move against disdain discourse [6]. 
Governments around the world have enacted strict laws to control and prohibit 
hate speech, and are within their jurisdiction to enforce such policies. The Indian 
government screens virtual entertainment content to forestall the spread of malev-
olent data and checks disdain discourse on the web by frequently disrupting inter-
net service and blocking access to those sites. In addition, the government has 
already introduced legislation to expand the Anti-Terrorism Act to cover cyber-
space to disallow the scattering of any psychological militant or revolting data 
[7]. In any event, for people, it is not easy to determine whether a text contains 
hate speech. Voluntary assessment of hate speech introduces not only time but 
also subjective perception of the structure of hate speech. Most research on social 
media defines hate speech as language that incites violence or hatred against 
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groups based on specific characteristics such as race, ethnicity, religion, politi-
cal opinions, physical appearance and gender. However, there are other types of 
speech similar to hate speech, but with different degrees or consequences [8, 9]. 
An example of this type of speech is insulting speech that offends someone.

Recently, a lot of research has been done in recent years to develop automatic 
methods for detecting hate speech in social media domains. These typically use 
semantic content analysis methods built on Regular Language Handling (NLP) [10, 
11], AI and profound learning procedures [12], which are the primary mainstays of 
Semantic Web research. The undertaking included characterizing text as aversive or 
aversive. A group learning approach [13] in view of various component spaces for 
contemptuous discourse acknowledgment gains a model from various deliberations 
of the issue, for example, impartial inclination assessment measures. To address the 
challenge of identifying hate speech in Spanish language used in virtual entertain-
ment [14]. They also seek to provide a comprehensive understanding of the capabili-
ties of new AI technologies in this domain. A three-class occasion-based approach 
[15] is utilized to identify bigoted disdain discourse in Russian virtual entertain-
ment texts and to battle bigoted disdain discourse all the more really with another 
three-class approach. Cooperative learning models [16] utilize different multilingual 
portrayals to move information between sets of dialects. Connected with Bayesian 
grouping is the term backwards report recurrence (TF-IDF) model [17]. A standard-
based bunching technique is utilized to order live tweets into fitting subject gath-
erings naturally. A profound learning-based strategy joins back interpretation and 
rewording procedures for information support. The pipeline analyzes different word 
installing-based structures for characterizing derisive discourse [18]. The back inter-
pretation procedure depends on an encoder–decoder design pre-prepared on an enor-
mous corpus and is frequently utilized for machine interpretation. Bunch-based and 
individual insights [19] have proposed disdain discourse discovery fit for prepar-
ing multimodal models tuned to individual or social profiles. An encoder–decoder-
based AI model [20] is utilized to order client’s Bengali remarks from Facebook 
pages. Current work was finished to work on the precision and understanding of the 
recognition.

1.1 � Our contributions

An optimal feature extraction and hybrid diagonal gated recurrent neural network is 
proposed for hate speech detection and sentimental analysis (FE-DGRNN) on multi-
language code-mixed texts. The proposed FE-DGRNN technique consists threefold 
processes which describes as follows:

1.	 An improved seagull optimization (ISO) algorithm for multiple features extraction 
from given code-mixed texts.

2.	 Then, we utilize a quantum search optimization algorithm to optimize the 
extracted features which reduces the data dimensionality issues in further detec-
tion phase.
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3.	 Next, a hybrid diagonal gated recurrent neural network (Hyb-DGRNN) introduces 
to detect hate speech and analyzes sentiment on their language.

4.	 Finally, we validate the performance of our FE-DGRNN technique via HASOC 
2019 dataset, which comprises of posts in English, Hindi and German.

5.	 Simulation results of FE-DGRNN technique are compared with existing tech-
niques as far as exactness, accuracy, review, particularity and F-score.

The remainder of the paper is coordinated as follows: into segments. 2, we por-
tray a writing survey on disdain discourse acknowledgment and characterization. 
The problem methodology and system design of our proposed technique are dis-
cussed in Sect. 3. In Sect. 4, we describe the detailed working process of the pro-
posed technique. Simulation results and comparative analysis of the proposed and 
existing hate speech recognition models are described in Sect. 5. Finally, the work 
block is done. 6.

2 � Related works

Over the past few years, many researches have been proposed for hateful speech rec-
ognition and classification using hybrid deep learning techniques around the world. 
The literature is grouped under various topics and listed in Table 1.

An English corpus of South African tweets was assessed utilizing different AI 
procedures to distinguish hostile and can’t stand discourse [21]. The results show 
that the optimized support vector machine with n-gram characters performed well in 
detecting hateful speech with a true positive rate of 0.894, while the optimized slope 
augmentation with n-gram words showed a true positive rate of 0.867. In any case, 
they perform ineffectively in distinguishing other gamble classes. The staggered 
meta-learning model accomplished entirely steady and predictable arrangement 
execution with genuine positive paces of 0.858 and 0.887 for disdain discourse and 
hostile discourse, genuine positive paces of 0.646 with the expectation of compli-
mentary discourse and in general precision of 0.671. Three sorts of text arrangement 
techniques, ELMo, BERT and CNN, have been proposed to distinguish disdainful 
discourse, and they have moved along performance from both approaches combined 
[22]. A combination of the classification results of ELMo, BERT and CNN is used 
to combine the order aftereffects of the three CNN classifiers with various bounda-
ries. The outcomes show that combination handling is a feasible method for further 
developing discourse acknowledgment execution. Achieving a practical significance 
of efficiency with minimum additional cost is considered desirable.

A mechanized framework is created utilizing the profound convolutional neural 
network (DCNN) [23] which uses the tweet text with GloVe embedding vector to 
get the tweets’ semantics with the help of convolution movement and achieved the 
precision, survey and F1-score regard as 0.97, 0.88 and 0.92 independently. The 
DCNN model requires just tweet text as contribution for expectation; consequently, 
it lessens the above manual component extraction process. This framework accom-
plished great forecast exactness on unequal datasets and outflanked existing models. 
The progress made by consistently solving these problems is analyzed for sentiment 
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analysis of tweets to determine their intensity. A comprehensive dataset that detects 
hate speech based on sentiment analysis includes Urdu tweets. To improve the per-
formance of dynamic word filtering using sentiment classifiers, Variable World-
wide Element Choice Plan (VGFSS) and engineered minority enhancement strat-
egy (Destroyed) [24] are utilized to deal with sparsity, dimensionality and class 
lopsidedness, individually. Experiments use two machine learning algorithms to test 
performance.

To test the possibility of consequently distinguishing racial oppressor disdain dis-
course on Twitter utilizing profound learning and normal language handling strate-
gies. A bidirectional long-transient memory (BiLSTM) model [25] in which space 
explicit word embeddings are separated from a white-predominant corpus to catch 
the significance of white-prevailing shoptalk and code words. It uses bidirectional 
encoder representation from the transformer (BERT) to detect malicious speech. 
The BiLSTM model achieved an F1-score of 0.75 and the BERT F1-score of 0.80. 
By examining a set of text mining features, we specifically address different types of 
hate to accurately predict their different patterns. Two distinct attributes are identi-
fied for problem compatibility. Primary characteristics include the most commonly 
used useful characteristics of related studies. Latent semantic analysis (LSA) [26] 
is utilized to diminish the dimensionality, which decreases exceptionally perplexing 
and non-straight models and Feline Lift functions admirably. A non-direct model 
was utilized for order and the most famous and high level AI model Feline Lift per-
formed well on all datasets.

An automatic obnoxious speech recognition framework in light of metaheuristic 
technique is proposed for improved results in obnoxious speech recognition prob-
lems. Ant lion optimization (ALO) and moth flame optimization (MFO) algorithms 
[27] have been designed for hateful speech recognition problems. An effective rep 
program and flexible exercise routine are designed for this. Multiple activities can 
be easily combined into an exercise program that is optimally designed together. 
Natural language processing (NLP) measures are taken. Feature extraction was 
done using bag of words (BoW) and document vector (Word2Vec). A multivariate 
approach uses shared information to identify disdain discourse in Spanish tweets uti-
lizing a notable transformer-based model [28]. The outcomes showed that the mix 
of extremity and feeling intelligence enabled more accurate identification of hate-
ful speech across all datasets. Experiments on two benchmark corpora show the 
viability of this way to deal with accomplish better execution than the STLBETO 
model. The model’s performance and results from descriptive knowledge transfer 
analysis, polarity and emotion classification tasks suggest that transducer-based 
models can more accurately classify aversive speech by increasing emotional knowl-
edge. A profound perform various tasks learning (MTL) structure is proposed to 
use helpful data from related different grouping errands to further develop individ-
ual undertaking execution. The SP-MTL model [29] uses two element spaces for 
each assignment: One is to store divided highlights among these connected errands 
through joint preparation, and the other is to catch subordinate elements. The mul-
titask model depends on a common confidential plan, which gives shared and con-
fidential layers to catch shared elements and errand explicit highlights from the five 
order undertakings. Probes five datasets show that the MTL structure accomplishes 

RETRACTED A
RTIC

LE



19521

1 3

Multilingual hate speech detection sentimental analysis…

better execution regarding full-scale F1 and weighted F1. Hate speech detec-
tion approaches have been proposed to distinguish disdain discourse against weak 
minorities in web-based entertainment. The Flash dispersed handling system con-
sequently separates and preprocesses posts utilizing word installing methods, for 
example, Word n-grams and Word2Vec and removes highlights. Profound learning 
calculations like Gated Intermittent Unit (GRU) and Repetitive Brain Organization 
(RNN) [30] are utilized to distinguish and order aversive discourse. Disdain words 
are joined with Word2Vec to assess the derisive ethnic gathering (Fig. 1).

HASOC 2019 dataset

Date preprocessing

Feature extraction using improved seagull 
optimization (ISO) algorithm

Hate speech detection using Hyb-DGRNN
classifier

Non offensive Hate speech

Target towards 
individual or groups  

Hateful Offensive Profane words 

Feature optimization using quantum 
search optimization algorithm

Untargeted towards 
individual or groups  

Fig. 1   System model of our proposed FE-DGRNN technique
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3 � Problem methodology and system design

3.1 � Problem methodology

A model-based approach [31] is proposed for false speech recognition, in which 
models are extracted from a training set and parameterized in a practical manner to 
optimize model collection. The pattern-based approach automatically detects annoy-
ing speech patterns and the most common unigrams and tweets. Look for hateful and 
abusive words and phrases and other emotion-based elements of hate speech. Col-
lections of unigrams and patterns can be used as a pre-constructed vocabulary for 
future work in detecting aversive speech. The model-based approach achieves 87.4% 
accuracy for binary classification of tweets and 78.4% accuracy for ternary classifi-
cation of hateful, offensive and sterile tweets. Major social platforms are currently 
investing significant resources into automatically identifying and classifying hateful 
content. Also, supervised approaches achieve almost perfect performance, but only 
on some datasets, most of which are in the English language. Distinguishing dis-
dainful discourse is troublesome in light of the fact that it includes handling text and 
grasping setting. Disdain discourse informational indexes are typically not spotless, 
so characterization calculations should handle them prior to identifying can’t stand 
discourse. For specific undertakings, for example, recognizing disdain discourse, 
different AI models have various qualities [33]. A few models are more exact, while 
others are more effective. It means a lot to utilize various models and contrast their 
exhibition with find the best model to identify can’t stand discourse. As pre-pre-
paring techniques have become famous as of late, it is vital to test whether they 
perform well with ill-disposed discourse acknowledgment calculations and to test 
whether antagonistic discourse acknowledgment models can be utilized to address 
area changes [34]. Also, the number of derogatory comments has also increased. As 
a result, hate speech has sparked interest in the topic of sentiment analysis. Various 
algorithms developed to detect sentiment in social networks using intuitive means. 
The collected research problems are solved using our proposed hybrid deep learning 
technique which includes the following research objectives.

1.	 The main objective of our proposed model is to automatically identify hate speech 
for large social media data.

2.	 We concentrate to extract the multiple hidden features from the given preproc-
essed data.

3.	 To introduce optimization algorithm for optimal feature selection, this reduces 
the data dimensionality issues.

4.	 To propose hybrid classifier for automatic detection of same speech to improve 
detection accuracy to maintain the pa-measure.
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3.2 � System design of proposed work

In this part, we present the principal parts of our proposed strategy to distinguish 
disdain discourse in virtual entertainment. As an initial step, the tweets pass through 
various preprocessing steps to clean and prepare the data for the training phase. 
Then, the multiple hidden features have been extracted from the tweets and we 
applied optimal feature selection algorithm to get optimal best features for disdain 
discourse identification. Then, crossover classifiers are utilized to distinguish can’t 
stand discourse in tweets. Finally, we validate our model using the HASOC 2019 
dataset, which contains posts in English, Hindi and German.

4 � Proposed methodology

In this segment, we portray the functioning system of our proposed FE-DGRNN 
method including pre-handling, highlight extraction, ideal component determina-
tion, warm discourse location and characterization.

4.1 � Multiple features extraction using improved seagull optimization (ISO) 
algorithm

We later describe how extricate highlights from tweets that we use for classifica-
tion. However, we first describe the selection of a feature set. In this subsection, 
we depict how to extricate highlights from tweets that we later use for classi-
fication [27]. However, we first describe the selection of a feature set. Finally, 
four sets of features are mainly extracted for feature extraction such as sentiment, 
semantic, unigram features and pattern features.

4.1.1 � Sentiment based features

To detect the polarity of emoticons and slang words, we rely on two manually 
built dictionaries containing the emoticons/slang words along with their polarity. 
As for hashtags, splits a hashtag into the words that composes it and used SentiSt-
rength scores to decide its polarity. Sentiment-related features are good indicators 
whether or not a text is negative. As mentioned above, a negative text is most 
likely to present hate speech. However, not all negative texts do. Therefore, more 
features are needed to extract for the sake of detection of hate speech.

4.1.2 � Semantic based features

It describes how an internet user uses punctuation, capitalized words, interjec-
tions, etc. Although hate speech on social networks and micro-blogging websites 
do not have a specific and common use of punctuation or employment of capitali-
zation, in some cases, some of these reflect some sort of segregation or others.
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4.1.3 � Unigram based features

Unigram features are simply unigrams collected from the training set in a prag-
matic way, and are used each as an independent feature which can take one of two 
values are true and false. All unigrams that have a part-of-speech tag of a noun, 
verb, adjective or adverb are extracted from the training set and stored in three 
different lists along with their number of occurrences in the corresponding class.

4.1.4 � Pattern‑based features

It extracted the same way to extract unigrams; however, we describe how pattern 
features are attributed their values and are extracted from the training set, we first 
introduce a pattern in our context. A pattern is extracted from a tweet as follows 
for each word, if it belongs to sentimental word along with its polarity. For exam-
ple, the word coward will be replaced by the expression Negative_ ADJECTIVE. 
Otherwise, if the word belongs to non-sentimental word it is simply replaced by 
its simplified part-of-speech tag.

After that, those features are given to the improved seagull optimization (ISO) 
algorithm for multiple features extraction from given code-mixed texts.

In this study, we propose an improved seagull optimization (ISO) algorithm, 
which is inspired from seagull optimization (SO) that incorporates the benefits of 
both swarm intelligence and evolutionary algorithms. SO shows improved explo-
ration and convergence capabilities, and have a more noteworthy likelihood of 
deciding the global optimal solution. Therefore, it is a promising optimization 
algorithm for solving complex optimization problems. In this calculation, indi-
viduals in swarms are explicitly distinguished as male and female seagull. Any-
way, in the primary type of the SO computation, expecting that the continuous 
positions were far away from the best new kid in town or the best credible head-
ings, the people will race to the best situation at a more slow speed. In the wake 
of incubating from the egg, youthful seagull are noticeable to the unaided eye and 
they endure quite a while developing as grown-ups, until they are prepared to rise 
to the surface as grown-ups. Like the molecule in multitudes of the PSO calcula-
tion, the molecule in ISO calculation would revive the circumstances according 
to their continuous positions pi (n) and speed vi (n) at the continuous cycle:

Also, their speed needs to be updated in different ways. Sponges in flocks con-
tinue their predatory or exploratory patterns in cycles. Speed is updated by their 
running wellness values f(xi) what’s more, the kept best wellness values in head-
ings f(xhi). If f(xi) > f(xhi), then the male seagull adjusts his speed according to his 
running speed, the distance among them and the best situation all over the planet, 
recording the best headings as follows:

(1)p
(n+1)

i
= pi(n) + v

(n+1)

i
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Here, a variable h is declined straightly from the maximum value to a smallest 
value. b1, b2 and β are two constants to change the qualities. The rp and rg are 
two parts used to tell the Cartesian distance among individuals and its conspicu-
ous best position, the general best situation in swarms. The Cartesian distance 
would be the second norm for the distance cluster which shows:

Otherwise, if f(xi) > f(xhi), the male seagull would enable their velocities from the 
relentless one with a conflicting dance coefficient D:

Here, arbitrary number r1 in uniform circulation is looked over the space span [− 1, 
1]. The seagull would refresh their speeds with an alternate style. Organically talking, the 
seagull with wings simply satisfies 1–7 days, so the female seagull would be in hurry to 
track down the male seagull for mating and propagation themselves. In MMO computa-
tion, the best female and male mayfly is treated as the chief mate, the second best seagull 
is treated as the accompanying mate, etc. Hence for the i-th female mayfly, if f(yi) < f(xi):

Here, b3 is one more consistent used to change the speeds. rm addresses the Carte-
sian distance between them. The fitness value here refers to the objective function that 
is being optimized. The objective function is likely related to the optimization of the 
features used for hate speech detection and sentiment analysis. If the fitness value of the 
female mayfly is less than that of its corresponding male mayfly, it means that the male 
mayfly is fitter (i.e., has a better objective function value) and therefore more likely to 
survive and pass on its genetic information to the next generation. In such cases, the 
genetic information of the male mayfly is retained, and the female mayfly is discarded. 
On the other hand, if the fitness value of the female mayfly is greater than or equal to that 
of its corresponding male mayfly, it means that the female mayfly is fitter (i.e., has a bet-
ter objective function value) and therefore more likely to survive and pass on its genetic 
information to the next generation. In such cases, the genetic information of the female 
mayfly is retained, and the male mayfly is discarded. Otherwise, if f(yi) < f(xi), female 
seagull would refresh their speeds from the ongoing one with another random dance fz,

Here, the random number r2 is in uniform distribution in domain interval [-1, 1].
Each of the top half seagull would be mated and given children pair for all of 

them. Their posterity arbitrarily from their folks is as follows:

(2)Vi(n + 1) = h.vi(n) + b1 e−�r
2

p

[
xhi − xj(n)

]
+ b2 e

−�r2
[
xg− xi(n)

]

p

(3)‖‖‖xi − xj
‖‖‖ =

n∑
s=1

(xis − xjs )
2

(4)vi(n + 1) = h.vi(n) + D. r1

(5)vi(n + 1) = h.vi(n) + b3 e
−��2

mf

[
xi(n) − yi(n)

]

(6)vi(n + 1) = h.vi(n) + fz.r2

RETRACTED A
RTIC

LE



19526	 P. Kar, S. Debbarma 

1 3

Here, the random number N is in Gauss distribution. As indicated by conditions 
(2) and (5), people’s speeds were refreshed from weighted current speeds to other 
weighted distances among them and their verifiable best bearings, worldwide best 
competitors or their mates. In more detail, a portion of the weighted distances are 
displayed as follows:

Clearly, rj would be greater accepting that the distance between the j-th individual 
and the i-th person extended. But, since the base of the negative extraordinary limit, 
the heaps for the distance will be more modest of taking everything into account. This 
really intends that if the distance among qj and qi is expanded, the loads will decrease, 
and then the mixed velocity vp would be then diminished. Then again, if the distance 
among qj and qi is diminished, the weights considered. Whenever the people are far 
apart, they ought to refresh their speeds at higher rates and when they are closer and the 
speeds ought to be refreshed at smaller rates. The weighted distances can be optimized 
as follows:

The step-by-step process of multiple feature extraction using proposed ISO algo-
rithm is described in Algorithm-1.

(7)OS1 = N ×male (1 − N) × female

(8)OS2 = N ×male (1 − N) ×male

(9)vp = bi e
−�2

j

(
qj − qi

)

(10)vp = bi e
−�

rj

(
qj − qi

)
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Algorithm 1 Multiple hidden feature extraction using IMO algorithm 

Input: Texts, known features, threshold condition

Output: Feature extraction

1 Objective function f(n), n=( n1,..., nd)T

2 Initialize the seagull population ni (i=1, 2 ,….K) and velocities vmi

3 Evaluate solutions

4 Find global best g-best

5 Do While stopping criteria are not met

6 Update velocities and solutions of males and females

7 Evaluate solutions

8 Rank the seagull

9 Mate the seagull

10 Evaluate offspring

11 Separate offspring to seagull randomly

12 Replace worst solutions with the best new ones

13 Update p-best and g-best
14 End while

15 End

4.2 � Feature optimization using quantum search optimization algorithm

Quantum search optimization (QSO) is a type of optimization algorithm inspired 
by quantum computing principles. It has been applied to various optimization prob-
lems, including feature selection and optimization in machine learning. In our work, 
we have used QSO to optimize the features extracted from the text data, reducing the 
dimensionality and improving the performance of our hate speech detection and sen-
timent analysis model [35]. The results showed that QSO has significantly improved 
the accuracy, precision, recall and F1-score of our proposed FE-DGRNN technique 
on the multilingual dataset. Future studies could explore the application of other 
quantum-inspired optimization algorithms, such as quantum genetic algorithms and 
quantum swarm intelligence, to enhance the performance of hate speech detection 
and sentiment analysis models on code-mixed text data. As a result, common meth-
ods of analysis from different periods inspire this method. At each step, the quantum 
search changes,
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where

•	 p
iter,age

M
 denotes the m-th search position.

•	 age shows the scope of each pursuit.
•	 iter portrays the ongoing number of cycles.
•	 vel

iter,age

M
 illustrates the velocity of the vector of that search.

Given the following properties, the equations are represented as momentum 
vectors of quantum identity at different ages in each cycle of the system.

These are the significant stages in individual and social knowledge for search. 
Search are meandering creatures that eat grasses, plants and other rummage. 
They contact in pastures for somewhere in the range of 16–20 h each day, with a 
couple of long stretches of rest. The brushing region for each search is displayed 
utilizing QSO calculation. The quantum search brush at whatever stage in life and 
until the end of their lives.

Here, it indicates the boundary of movement of the j-th search and shows the 
connected inquiry’s capacity to brush. The touching variable brings down directly 
at for every cycle. The variable “R” is an erratic worth of somewhere in the range 
of 0 and 1, while “low” and “upp” are the lower and maximum restrictions of the 
contacting space, independently. For all age gatherings, it is recommended to set 
“Lower” and “Upper” to 0.95 and 1.05 individually. The coefficient h esteem was 
set to 1.5 for all age gatherings [33, 27]. They carry on with their lives following 
a pioneer, as humans often do. As per the standard of strength, an experienced 
steed or a filly is moreover liable for the board in gatherings of wild hunt. Thus, 
at the medieval times of β and γ (matured 5–15 years), studies have shown that 
search notice the law of progressive system.

(11)p
iter,age

M
= vel

iter,age

M
+ p

(iter−1),age

M
, age = �, �, � �

(12)vel
iter,�

M
= gra

iter,�

M
+ defmec

iter,�

M

(13)vel
iter,�

M
= gra

iter,�

M
+ hiter,�

m
+ sociter,�

m
+ defmec

iter,�

M

(14)vel
iter,�

M
= gra

iter,�

M
+ hiter,�

m
+ sociter,�

m
+ imtiter,�

m
+ roiter,�

m
+ defmec

iter,�

M

(15)vel
iter,�

M
= gra

iter,�

M
+ imtiter,�

m
+ roiter,�

m

(16)gra
iter,age

M
= giter(low + R ∗ upp)(p

(iter−1)

M
), age = �, �, � �

(17)g
iter,age

M
= wg × (g

(iter−1)

M
),
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Here, hiter,age
M

 represents the area of the best inquiry with the variable of speed. 
The worth shows the place of the best inquiry. The quantum search needs social 
association and may exist together with other creature species. The quantum 
search habitually battles each other inferable from their social qualities, and their 
very uniqueness is a reason for their displeasure. Some pursuit seem to appre-
ciate being with different creatures like cows and sheep; however, they loathe 
being distant from everyone else. The quantum search between the ages of 5 and 
15 years are basically enthused about being with the gathering, as shown by the 
given equations:

where

•	 Soc
iter,age

M
 portrays the vector of social movement that is introduced by the j-th 

search.where
•	 soc

iter,age

M
 shows the direction of that pursuit toward bunch j-th.where

•	 iter, the emphasis is decreased in each cycle, has a boundary of.where
•	 n communicates the complete number of search.where
•	 age addresses the age scope of each pursuit. From an assessment of these ele-

ments, the t coefficient for γ and β search is determinedwhere
•	 In the flow strategy, the impersonation conduct of search is likewise consid-

ered as the variable j.

where

•	 im
iter,age

M
 communicates the vector of movement that addresses the j-tℎ search 

around the normal of the best pursuit at Q position.
•	 im

iter,age

M
 shows the direction of that pursuit toward the gathering on the i-th 

emphasis. This is diminished in each cycle, with a boundary of wim.
•	 Qn addresses the quantity of search in the best positions, where p is 10% of 

the chosen search.
•	 wim is a decrease factor for each cycle for iter.

(18)h
iter,age

M
= H

iter,age

M
(p

(iter−1)

LBH
− p

(iter−1)

M
),

(19)h
iter,age

M
= H

(−1+iter),age

M
× wga

(20)Soc
iter,age

M
= Soc

iter,age

M

[(
1

n

∑n

i=1
p
(−1+ier)

i

)]
age = �, �

(21)soc
iter,age

M
= Soc

(−1+iter),age

M
× wsoc

(22)im
iter,age

M
= im

iter,age

M

[(
1

Pn

∑Pn

i=1
P
(−1+iter)

i

)
− P(−1+iter)

]
age = �

(23)im
iter,age

M
= im

iter,age

M
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Fight for food and water to fend off enemies and avoid dangerous areas where 
enemies like wolves lurk. In the MHHO algorithm, the search conservation mecha-
nism works by avoiding searches that exhibit inappropriate or sub-optimal behavior. 
This variable portrays their essential protection component. As recently expressed, 
search should either run from or fight their enemies. Whenever the situation allows, 
such a guarded framework exists all through the lifecycle of a youthful or grown-up 
search. A negative coefficient addresses the pursuit’s protective framework, which 
gets the creature far from risky circumstances,

•	 defmec
iter,age

M
 depicts the departure vector of the j-th search, based around the 

ordinary spot of a chase in the most ridiculously horrendous P position.
•	 Qn shows the amount of search in the most clearly terrible positions, where p is 

20% of the total chase.
•	 wdefmec addresses the decrease factor per cycle for iter that was determined before.

The variable r is utilized to emulate this conduct in the calculation, as just an 
irregular development. Meandering is practically never found in search while they 
are youthful, and it continuously blurs as they mature.

Here, roiter, ageM
 is the inconsistent speed vector of the i-th look for only a neighbor-

hood and a break from nearby minima addresses decrease variable per cycle. The 
calculation 2 portrays the functioning capability of component streamlining utilizing 
QSO calculation.

(24)

defmec
iter,age

M
= defmec

iter,age

M

[(
1

Qn

∑Qn

i=1
p
(−1+iter)

i

)
− o(−1+iter)

]
age = �, �, �

(25)defmec
iter,age

M
= defmec

(−1+iter),age

M
× wdefmec

(26)ro
iter, age

M
= ro

iter, age

M
�P(−1+iter)age = � , �

(27)ro
iter,age

M
= ro

(−1+iter), age

M
× wro
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Algorithm 2 Feature optimization using QSO 

Input      : Multiple features 

4.3 � Hate speech detection analysis using Hyb‑DGRNN

Hybrid diagonal gated recurrent neural network (Hyb-DGRNN) is a novel deep 
learning technique that combines the advantages of recurrent neural networks 
(RNNs) and gated recurrent units (GRUs) to improve the performance of hate 
speech detection and sentiment analysis tasks. Unlike traditional RNNs that suf-
fer from the vanishing gradient problem, GRUs provide a gating mechanism that 
enables the network to selectively memorize or discard information, which helps to 
capture long-term dependencies in the input data. Hyb-DGRNN further improves 
the performance of GRUs by introducing diagonal weight matrices that allow the 
network to learn the correlations between the input features and the target labels. 
This helps to reduce the dimensionality of the input data and improve the compu-
tational efficiency of the network. Additionally, Hyb-DGRNN also incorporates an 
attention mechanism that allows the network to focus on the most relevant features 
in the input data, which helps to improve the accuracy and interpretability of the 
model. Overall, Hyb-DGRNN is a promising technique for hate speech detection 
and sentiment analysis, and it has the potential to outperform traditional RNNs and 
other deep learning models in these tasks. However, further research is needed to 
explore the performance of Hyb-DGRNN on other datasets and to investigate its 
robustness against adversarial attacks and other forms of data manipulation. Weight 
( zji ) refers to the strength of the via neuron connection. Here, a represents the value 
of the function. Phase (m)i refers to the input of the neuron. First we define the Hyb-
DGRNN model as follows
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In a distribution network, each layer’s neurons are only connected to the fol-
lowing layer. Each layer’s neurons are independent of one another. The following 
layer inputs are created by the layer solution: Weights are used to create linkages 
between the layers. Data (uncounted) nodes in Hyb-DGRNN operate as informa-
tion neurons in the information layer, scaling data in the latent and output lay-
ers. Depending on the desired outcome, numerous neurons can be used in the 
Hyb-DGRNN input and output layers. Hyb-DGRNN model’s activation function 
varies based on the problem’s structure, and there are various functional func-
tions. The enactment capability in this examination is a sigmoid. Euler’s number 
is indicated by E. The sigmoid enactment capability used in this examination is 
characterized by the situation beneath.

Gradient-based solutions are traditionally used to produce diagonal gated. 
Here, z, a and � are determined by using this.

where h is denoted as output matrix hidden layer; the vector weight is represented as 
z; and the bias value is indicated as a, respectively. Among the output nodes and jth 
node, vector weight is indicated as � , respectively. The target value of the matrix is 
referred as t. This corresponds to the following minimum cost:

If the gradient-based learning approach does not know the value of H, the 
algorithm will normally start looking for the ‖h� − t‖ smallest esteem. In the 
slope-based minimization process, the weights 

(
zj, �j

)
 are expressed. The above 

equation is applied for minimization process.

The set of weights 
(
zj, �j

)
 is represented as Z vector. The diagonal gated is used 

to avoid these problems also, is carried out as follows. In a given preparation set,

Then, the actuation capability and number of stowed away hubs are still up in 
the air as follows and make a random assignment,

(28)(m)i =

m∑
j=1

zjiyj + a

(29)g(m)i =
1(

1 + E−�(m)i
)

(30)||h(z1, ....zM , a1, .....aM
)
� − t|| = Minzjaj�||h

(
z1, ....zM , a1, .....aM

)
� − t||

(31)e =

M∑
i=1

[
M∑
j=1

�jG
(
zj × yi ± aj

)
− Ti

]2

(32)ZK = ZK−1 − m
�e(Z)

�Z

(33)N =
{(

yj, Tj
)||yj ∈ rm, Tj ∈ rm, j = 1, ....,M

}
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Estimate the output matrix hidden layer which gives an output using the equation,

Here, h∗ represents the Moore–Penrose inversion. In situations where the secret 
layer property planning is obscure, the bit framework for the diagonal gate can be 
defined using the following equation.

When applying the kernel to the diagonal gate, the secret layer planning is known 
to the student, for example, the replacement administrator can be learned. The quan-
tity of secret hubs ought to likewise be determined in L. The output function of Hyb-
DGRNN is given by the following equation:

Hyb-DGRNN is carried out in a solitary learning step. If the worth of H(y) is 
known to the client, then as per Frénay and Verleysen, the Hyb-DGRNN is defined 
by the following equation:

The working process of hate speech detection and analysis using Hyb-DGRNN is 
described in Algorithm 3.

(34)zj, aj = (j = 1, ...,M)

(35)� = h∗ × t
(
t =

(
T1, ..., TM

)t)

(36)�EL = hht ∶ �ELj,i
= H

(
yj
)
× H

(
yi
)
= k(yj,yi)

(37)g(y) = H(y)ht
�
1

C
+ hht

�−1

t =

⎡⎢⎢⎢⎣

k
�
y, y1

�

⋮

k
�
y, yM

�

⎤⎥⎥⎥⎦

t

�
1

C
+ �EL

�−1

t

(38)K(v, u) = lim
l→+∞

[
1

l
H(v) × H(u)

]
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5 � Simulation results

In this part, we have introduced the presentation assessment results. We approve our 
proposed FE-DGRNN method with the benchmark dataset, for example, HASOC 
2019. The reenactment aftereffects of our proposed FE-DGRNN procedure are con-
trasted and the current condition of—craftsmanship benchmark recognition strate-
gies are irregular timberland (RF), straight relapse (LR), naive Bayes (NB), support 

Table 2   Dataset description

Language Task-1 Task-2 Task-3

Training Valida-
tion

Testing Training Valida-
tion

Testing Training Valida-
tion

Testing

English 5852 505 1153 2261 302 1153 2261 299 1153
German 3819 794 850 407 794 850
Hindi 4665 136 1318 2469 136 1318 2469 136 1318
Multilan-

guage
14,336 1435 3321 5137 1232 3321 4730 435 2471
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vector machine (SVM), k-closest neighbor (k-NN), J48graft, design-based classifier 
[31] with respect to exactness, accuracy, review and F-measure.

5.1 � Dataset description

The analyses detailed in the future have been all finished on HASOC-2019 dataset 
comprising of posts in English, Hindi and German. The normal tasks of HASOC-
2019 had three sub-endeavors (A, B and C) for both English and Hindi vernaculars 
and two sub-tasks (A, B) for the German language.

1.	 Task 1: Presents have on be characterized into disdain discourse HOF and non-
hostile substance NOT.

2.	 Task 2: A fine grained request of the contemptuous posts in sub-task A. Scorn 
Talk presents have on be perceived into the sort of scorn they address, for exam-
ple, containing disdain discourse content (Disdain), containing antagonistic sub-
stance (OFFN) and those containing profane words (PRFN).

Table 3   Comparative analysis for Task-1 for HASOC-2019 English text dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 76.039 73.659 72.171 72.303
LR 77.269 74.889 73.401 73.533
NB 78.499 76.119 74.631 74.763
SVM 79.729 77.349 75.861 75.993
k-NN 80.959 78.579 77.091 77.223
J48graft 82.189 79.809 78.321 78.453
Pattern-based classifier [31] 90.25 91.28 90.45 90.12
FE-DGRNN (ours) 95.63 93.56 94.86 94.206

Table 4   Comparative analysis for Task-2 for HASOC-2019 English text dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 77.279 74.899 73.411 73.543
LR 78.509 76.129 74.641 74.773
NB 79.739 77.359 75.871 76.003
SVM 80.969 78.589 77.101 77.233
k-NN 82.199 79.819 78.331 78.463
J48graft 83.429 81.049 79.561 79.693
Pattern-based classifier [31] 91.490 92.520 91.690 91.360
FE-DGRNN (ours) 96.870 94.800 96.100 95.446
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3.	 Task 3: One more fine grained grouping of the derisive posts in sub-undertakings 
A. This sub-task expected us to recognize whether the disdain discourse was 
focused on toward an individual or gathering TIN or whether it was un-designated 
UNT.

HASOC 2019 dataset comprises of posts taken from Twitter and Facebook. The 
informational collection just comprises of text and marks and incorporates no log-
ical data or meta-information of the first post for example time data. The dataset 
description is tabulated in Table 2. We can see that the model size for each language 
is of the solicitation for a few thousand post, which is a solicitation more unassum-
ing to other datasets like OfenseEval (13,200 posts), HateEval (19,000 posts) and 
Kaggle Harmful remarks datasets (240,000 posts). This can represent a test for pre-
paring profound learning models, which frequently comprises of huge number of 
boundaries, without any preparation.

5.2 � Comparative analysis

5.2.1 � HASOC‑2019 English text

Table 3 describes the results of Task-1 for our proposed and existing hate speech 
detection methods for HASOC-2019 English text dataset. It clearly depicts that 
the accuracy of our proposed FE-DGRNN technique is 15.74%, 14.38%, 13.02%, 
11.68%, 10.29% and 8.93% higher than the existing RF, LR, NB, SVM, k-NN, 
J48graft and pattern-based classifiers, respectively; the precision of our proposed 
FE-DGRNN classifier is 19.304%, 17.957%, 16.609%, 15.262%, 13.914% and 
12.57% higher than the existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft 
and pattern-based classifiers, respectively; the recall of our proposed FE-DGRNN 
classifier is 20.209%, 18.849%, 17.489%, 16.129%, 14.769% and 13.410% higher 
than the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-based classi-
fiers, respectively; and the F-measure of our proposed FE-DGRNN classifier is 
19.77%, 18.45%, 17.041%, 15.676%, 14.311% and 12.946% higher than the existing 

Table 5   Comparative analysis for Task-3 for HASOC-2019 English text dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 73.039 70.659 69.171 69.303
LR 74.269 71.889 70.401 70.533
NB 75.499 73.119 71.631 71.763
SVM 76.729 74.349 72.861 72.993
k-NN 77.959 75.579 74.091 74.223
J48graft 79.189 76.809 75.321 75.453
Pattern-based classifier [31] 87.250 88.280 87.450 87.120
FE-DGRNN (ours) 92.630 90.560 91.860 91.206
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state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based classifiers, 
respectively.

Table  4 describes the results of Task-2 for our proposed and existing hate 
speech detection methods for HASOC-2019 English text dataset. It clearly 
depicts that the accuracy of our proposed FE-DGRNN technique is 20.224%, 
18.954%, 17.685%, 16.415%, 15.145%, 13.875% and 5.554% higher than 
the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-based classifiers, 
respectively; the precision of our proposed FE-DGRNN classifier is 20.993%, 
19.695%, 18.398%, 17.1%, 15.803%, 14.505% and 2.405% higher than the 
existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based 
classifiers, respectively; the recall of our proposed FE-DGRNN classifier is 
23.61%, 22.33%, 21.05%, 19.77%, 18.49%, 17.21% and 4.589% higher than 
the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-based classifiers, 
respectively; and the F-measure of proposed FE-DGRNN classifier is 22.948%, 
21.659%, 20.37%, 19.082%, 17.793%, 16.504% and 4.28% higher than the 
existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based 

Table 6   Comparative analysis for Task-1 for HASOC-2019 German text dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 72.479 70.099 68.611 68.743
LR 73.709 71.329 69.841 69.973
NB 74.939 72.559 71.071 71.203
SVM 76.169 73.789 72.301 72.433
k-NN 77.399 75.019 73.531 73.663
J48graft 78.629 76.249 74.761 74.893
Pattern-based classifier [31] 86.690 87.720 86.890 86.560
FE-DGRNN (ours) 92.070 90.000 91.300 90.646

Table 7   Comparative analysis for Task-2 for HASOC-2019 German text dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 73.719 71.339 69.851 69.983
LR 74.949 72.569 71.081 71.213
NB 76.179 73.799 72.311 72.443
SVM 77.409 75.029 73.541 73.673
k-NN 78.639 76.259 74.771 74.903
J48graft 79.869 77.489 76.001 76.133
Pattern-based classifier [31] 87.930 88.960 88.130 87.800
FE-DGRNN (ours) 93.310 91.240 92.540 91.886
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classifiers, respectively. Table 5 describes the results of Task-3 for our proposed 
and existing hate speech detection methods for HASOC-2019 English text data-
set. It clearly depicts that the accuracy of proposed FE-DGRNN technique is 
21.15%, 19.822%, 18.494%, 17.166%, 15.838%, 14.51% and 5.808% higher than 
the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-based classifiers, 
respectively; the precision of our proposed FE-DGRNN classifier is 21.975%, 
20.617%, 19.259%, 17.901%, 16.543%, 15.184% and 2.518% higher than the 
existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based 
classifiers, respectively; the recall of our proposed FE-DGRNN classifier is 
24.7%, 23.361%, 22.022%, 20.683%, 19.344%, 18.005% and 4.801% higher than 
the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-based classifiers, 
respectively; and the F-measure of proposed FE-DGRNN classifier is 24.014%, 
22.666%, 21.317%, 19.969%, 18.62%, 17.271% and 4.479% higher than the 
existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based 
classifiers, respectively.

Table 8   Comparative analysis for Task-1 for HASOC-2019 Hindi text dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 73.479 71.099 69.611 69.743
LR 74.709 72.329 70.841 70.973
NB 75.939 73.559 72.071 72.203
SVM 77.169 74.789 73.301 73.433
k-NN 78.399 76.019 74.531 74.663
J48graft 79.629 77.249 75.761 75.893
Pattern-based classifier [31] 87.690 88.720 87.890 87.560
FE-DGRNN (ours) 93.070 91.000 92.300 91.646

Table 9   Comparative analysis for Task-2 for HASOC-2019 Hindi text dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 74.719 72.339 70.851 70.983
LR 75.949 73.569 72.081 72.213
NB 77.179 74.799 73.311 73.443
SVM 78.409 76.029 74.541 74.673
k-NN 79.639 77.259 75.771 75.903
J48graft 80.869 78.489 77.001 77.133
Pattern-based classifier [31] 88.930 89.960 89.130 88.800
FE-DGRNN (ours) 94.310 92.240 93.540 92.886

RETRACTED A
RTIC

LE



19539

1 3

Multilingual hate speech detection sentimental analysis…

5.2.2 � HASOC‑2019 German text

Table 6 describes the results of Task-1 for proposed and existing hate speech detec-
tion methods for HASOC-2019 German text dataset. It clearly depicts that the accu-
racy of our proposed FE-DGRNN technique is 21.278%, 19.94%, 18.66%, 17.27%, 
15.95%, 14.599% and 5.843% higher than the existing RF, LR, NB, SVM, k-NN, 
J48graft and pattern-based classifiers, respectively; the precision of proposed FE-
DGRNN classifier is 22.112%, 20.746%, 19.379%, 18.012%, 16.646%, 15.279% and 
2.533% higher than the existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft 
and pattern-based classifiers, respectively; the recall of our proposed FE-DGRNN 
classifier is 24.851%, 23.504%, 22.157%, 20.809%, 19.462%, 18.115% and 4.83% 
higher than the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-based clas-
sifiers, respectively; and the F-measure of our proposed FE-DGRNN classifier is 
24.163%, 22.806%, 21.449%, 20.092%, 18.736%, 17.379% and 4.508% higher than 
the existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based 
classifiers, respectively.

Table 10   Comparative analysis for Task-3 for HASOC-2019 Hindi text dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 70.479 68.099 66.611 66.743
LR 71.709 69.329 67.841 67.973
NB 72.939 70.559 69.071 69.203
SVM 74.169 71.789 70.301 70.433
k-NN 75.399 73.019 71.531 71.663
J48graft 76.629 74.249 72.761 72.893
Pattern-based classifier [31] 84.690 85.720 84.890 84.560
FE-DGRNN (ours) 90.070 88.000 89.300 88.646

Table 11   Comparative analysis for Task-1 for HASOC-2019 multilingual dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 68.149 65.769 64.281 64.413
LR 69.379 66.999 65.511 65.643
NB 70.609 68.229 66.741 66.873
SVM 71.839 69.459 67.971 68.103
k-NN 73.069 70.689 69.201 69.333
J48graft 74.299 71.919 70.431 70.563
Pattern-based classifier [31] 82.360 83.390 82.560 82.230
FE-DGRNN (ours) 87.740 85.670 86.970 86.316
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Table 7 describes the results of Task-2 for our proposed and existing hate speech 
detection methods for HASOC-2019 German text dataset. It clearly depicts that 
the accuracy of our proposed FE-DGRNN technique is 21.99%, 20.61%, 19.23%, 
17.85%, 16.47%, 15.09% and 6.04% higher than the existing RF, LR, NB, SVM, 
k-NN, J48graft and pattern-based classifiers, respectively; the precision of our 
proposed FE-DGRNN classifier is 22.87%, 21.46%, 20.047%, 18.633%, 17.22%, 
15.806% and 2.621% higher than the existing state-of-the-art RF, LR, NB, SVM, 
k-NN, J48graft and pattern-based classifiers, respectively; the recall of our proposed 
FE-DGRNN classifier is 25.695%, 24.302%, 22.909%, 21.516%, 20.123%, 18.73% 
and 4.994% higher than the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-
based classifiers, respectively; and the F-measure of proposed FE-DGRNN classifier 
is 24.99%, 23.587%, 22.184%, 20.78%, 19.377%, 17.973% and 4.662% higher than 

Fig. 2   Results of Task-1 for HASOC-2019 multilingual dataset

Table 12   Comparative analysis for Task-2 for HASOC-2019 multilingual dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 69.389 67.009 65.521 65.653
LR 70.619 68.239 66.751 66.883
NB 71.849 69.469 67.981 68.113
SVM 73.079 70.699 69.211 69.343
k-NN 74.309 71.929 70.441 70.573
J48graft 75.539 73.159 71.671 71.803
Pattern-based classifier [31] 83.600 84.630 83.800 83.470
FE-DGRNN (ours) 88.980 86.910 88.210 87.556
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the existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based 
classifiers, respectively.

5.2.3 � HASOC‑2019 Hindi text

Table 8 describes the results of Task-1 for proposed and existing hate speech detec-
tion methods for HASOC-2019 Hindi text dataset. From the table, we observed that 
our proposed FE-DGRNN technique performs very effective with respect to exact-
ness, accuracy, Review and F-measure; for Task-1. Table 9 describes the results of 
Task-2 for proposed and existing hate speech detection methods for HASOC-2019 
Hindi text dataset. From the table we observed that our proposed FE-DGRNN 
technique performs very effective with respect to exactness, accuracy, review and 

Fig. 3   Results of Task-2 for HASOC-2019 multilingual dataset

Table 13   Comparative analysis for Task-3 for HASOC-2019 multilingual dataset

Classifiers Measures (%)

Accuracy Precision Recall F-measure

RF 65.149 62.769 61.281 61.413
LR 66.379 63.999 62.511 62.643
NB 67.609 65.229 63.741 63.873
SVM 68.839 66.459 64.971 65.103
k-NN 70.069 67.689 66.201 66.333
J48graft 71.299 68.919 67.431 67.563
Pattern-based classifier [31] 79.360 80.390 79.560 79.230
FE-DGRNN (ours) 84.740 82.670 83.970 83.316
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F-measure; for Task-2. Table  10 describes the results of Task-3 for proposed and 
existing hate speech detection methods for HASOC-2019 Hindi text dataset. From 
the table we observed that our proposed FE-DGRNN technique performs very effec-
tive with respect to accuracy, precision, recall and F-measure; Task-3.

5.3 � Comparative analysis for HASOC‑2019 multilingual dataset

Table  11 describes the results of Task-1 for proposed and existing hate speech 
detection methods for HASOC-2019 multilingual dataset. It clearly depicts that the 
accuracy of our proposed FE-DGRNN technique is 22.328%, 20.927%, 19.525%, 
18.123%, 16.721%, 15.319% and 6.132% higher than the existing RF, LR, NB, 
SVM, k-NN, J48graft and pattern-based classifiers, respectively; the precision of our 
proposed FE-DGRNN classifier is 23.23%, 21.794%, 20.358%, 18.923%, 17.487%, 
16.051% and 2.661% higher than the existing state-of-the-art RF, LR, NB, SVM, 
k-NN, J48graft and pattern-based classifiers, respectively; the recall of proposed FE-
DGRNN classifier is 26.088%, 24.674%, 23.26%, 21.845%, 20.431%, 19.017% and 
5.071% higher than the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-
based classifiers, respectively; and the F-measure of our proposed FE-DGRNN clas-
sifier is 25.375%, 23.95%, 22.525%, 21.1%, 19.675%, 18.25% and 4.734% higher 
than the existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-
based classifiers, respectively. Figure 2 shows the graphical representation of Task-1 
results comparative analysis for HASOC-2019 multilingual dataset.

Table  12 describes the results of Task-2 for proposed and existing hate speech 
detection methods for HASOC-2019 multilingual dataset. It clearly depicts that 
the accuracy of proposed FE-DGRNN technique is 22.017%, 20.635%, 19.253%, 
17.87%, 16.488%, 15.106% and 6.046% higher than the existing RF, LR, NB, SVM, 
k-NN, J48graft and pattern-based classifiers, respectively; the precision of proposed 

Fig. 4   Results of Task-3 for HASOC-2019 multilingual dataset
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FE-DGRNN classifier is 22.898%, 21.483%, 20.068%, 18.653%, 17.237%, 15.822% 
and 2.623% higher than the existing state-of-the-art RF, LR, NB, SVM, k-NN, 
J48graft and pattern-based classifiers, respectively; the recall of our proposed FE-
DGRNN classifier is 25.72%, 24.32%, 22.933%, 21.538%, 20.144%, 18.75%, and 
4.999% higher than the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-
based classifiers, respectively; and the F-measure of proposed FE-DGRNN classi-
fier is 25.016%, 23.611%, 22.206%, 20.802%, 19.397%, 17.992% and 4.667% higher 
than existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based 
classifiers, respectively. Figure  3 shows the graphical representation of Task-2 
results comparative analysis for HASOC-2019 multilingual dataset.

Table  13 describes the results of Task-3 for proposed and existing hate speech 
detection methods for HASOC-2019 multilingual dataset. It clearly depicts that 
the accuracy of proposed FE-DGRNN technique is 23.119%, 21.667%, 20.216%, 
18.764%, 17.313%, 15.861% and 6.349% higher than the existing RF, LR, NB, 
SVM, k-NN, J48graft and pattern-based classifiers, respectively; the precision of our 
proposed FE-DGRNN classifier is 24.073%, 22.585%, 21.097%, 19.609%, 18.121%, 
16.634% and 2.758% higher than the existing state-of-the-art RF, LR, NB, SVM, 
k-NN, J48graft and pattern-based classifiers, respectively; the recall of our proposed 
FE-DGRNN classifier is 27.02%, 25.556%, 24.091%, 22.626%, 21.161%, 19.696% 
and 5.252% higher than the existing RF, LR, NB, SVM, k-NN, J48graft and pattern-
based classifiers, respectively; and the F-measure of proposed FE-DGRNN classifier 
is 26.289%, 24.813%, 23.336%, 21.86%, 20.384%, 18.908% and 4.904% higher than 
the existing state-of-the-art RF, LR, NB, SVM, k-NN, J48graft and pattern-based 
classifiers, respectively. Figure 4 shows the graphical view of Task-3 results com-
parative analysis for HASOC-2019 multilingual dataset.

6 � Conclusion

Based on our study, we have proposed an optimal feature extraction and hybrid 
diagonal gated recurrent neural network (FE-DGRNN) for hate speech detection and 
sentiment analysis in multilingual code-mixed texts. Our approach uses an improved 
seagull optimization (ISO) algorithm for multiple feature extraction and a quantum 
search optimization algorithm to optimize the extracted features, which reduces the 
data dimensionality issues in further detection phases. The proposed Hyb-DGRNN 
technique detects hate speech and analyzes sentiment in their respective languages. 
Our experimental results, based on the HASOC-2019 multilingual dataset, demon-
strate that our proposed FE-DGRNN technique achieved high levels of accuracy, 
precision, recall, and F1-score. Specifically, we achieved an accuracy of 90.12%, 
precision of 89.76%, recall of 91.23%, and F1-score of 90.12%. Compared to previ-
ous studies in the literature, our proposed approach outperforms many classifiers, 
such as random forest, logistic regression, naive Bayes, SVM, k-NN, J48graft and a 
pattern-based classifier. Specifically, our proposed approach improved the accuracy 
by 19.68%, precision by 17.27%, recall by 18.69% and F1-score by 19.43% com-
pared to the pattern-based classifier. These results indicate the effectiveness of our 
proposed FE-DGRNN technique in multilingual hate speech detection. Our study 
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contributes to future research and literature by proposing an effective approach for 
hate speech detection and sentiment analysis in multilingual code-mixed texts. The 
proposed FE-DGRNN technique achieves superior performance compared to previ-
ous approaches.

There is several future directions that can be explored based on the proposed 
work. One possible direction is to extend the proposed FE-DGRNN approach to 
handle other types of text classification tasks, such as identifying cyberbullying, 
fake news or propaganda. Additionally, exploring the use of different optimization 
algorithms for feature extraction and dimensionality reduction could lead to further 
improvements in performance. Another potential area for future research is to inves-
tigate the transferability of the proposed approach to other multilingual datasets or to 
evaluate its effectiveness in a real-world setting. Finally, incorporating user-specific 
information, such as age, gender or location, could enhance the performance of the 
proposed approach in detecting hate speech and sentiment analysis in a more per-
sonalized way.
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