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Abstract
The National Center for Atmospheric Research released a global atmosphere model 
named Community Atmosphere Model version 5.0 (CAM5), which aimed to pro-
vide a global climate simulation for meteorological research. Among them, the 
cloud microphysics scheme is extremely time-consuming, so developing efficient 
parallel algorithms faces large-scale and chronic simulation challenges. Due to the 
wide application of GPU in the fields of science and engineering and the NVIDIA’s 
mature and stable CUDA platform, we ported the code to GPU to accelerate com-
puting. In this paper, by analyzing the parallelism of CAM5 cloud microphysical 
schemes (CAM5 CMS) in different dimensions, corresponding GPU-based one-
dimensional (1D) and two-dimensional (2D) parallel acceleration algorithms are 
proposed. Among them, the 2D parallel algorithm exploits finer-grained parallel-
ism. In addition, we present a data transfer optimization method between the CPU 
and GPU to further improve the overall performance. Finally, GPU version of the 
CAM5 CMS (GPU-CMS) was implemented. The GPU-CMS can obtain a speedup 
of 141.69× on a single NVIDIA A100 GPU with I/O transfer. In the case without 
I/O transfer, compared to the baseline performance on a single Intel Xeon E5-2680 
CPU core, the 2D acceleration algorithm obtained a speedup of 48.75× , 280.11× , 
and 507.18× on a single NVIDIA K20, P100, and A100 GPU, respectively.
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1  Introduction

In order to do a more specific analysis and make a better understanding of global 
climate, the Climate and Global Dynamics Division of the National Center for 
Atmospheric Research (NCAR) has concentrated on developing climate simula-
tion systems over the past twenty years. They developed the Community Atmos-
phere Model (CAM) which is a three-dimensional (3D) global atmospheric 
model. CAM has been substantially modified with a range of enhancements and 
improvements in the representation of physical processes since CAM version 4 
(CAM4). The most significant improvement is that the combination of physical 
parameterization has been enhanced, making it possible for users to simulate full 
aerosol–cloud interactions, including cloud droplet activation by aerosols, the 
precipitation process due to dependent behavior of particle size, and the explicit 
radiative interaction of cloud particles [1–3]. In 2004, a new double-moment bulk 
microphysics scheme was described in [4], which predicts the number concentra-
tions and mixing ratios of four hydrometeor substances: droplets, cloud ice, rain, 
and snow.

Obviously, calculations and specifications for the condensed phase optics 
(aerosols, liquid cloud droplets, hydrometeors, and ice crystals) taken from cloud 
microphysics consume tremendous time and computing resources. Hence, the 
demand for computing resources has been growing in tandem with the complex-
ity of climate simulation systems. In the late 1990s, high-performance comput-
ing (HPC) came to be widely known in the field of scientific computing, with 
applications for petroleum exploration, weather forecasting, aerospace, and other 
computation-intensive research. Nowadays, the modern graphics processing unit 
(GPU) has become a reliable alternative to a central processing unit (CPU) in 
dealing with data-intensive, computation-intensive, and time-intensive problems 
by combining features of high parallelism, multi-threaded multicore processors, 
high-memory bandwidth, general-purpose computing, and low cost with compact 
size. Due to the advantages of the speed related to HPC, more and more mete-
orologists choose to use GPU to improve parallel computing efficiency [5–8]. 
The emergence of NVIDIA’s Compute Unified Device Architecture (CUDA) 
increased the use of GPU in a wide range of scientific research [9].

The Chinese Academy of Sciences-Earth System Model (CAS-ESM) [10] uses 
the Institute of Atmospheric Physics of Chinese Academy of Sciences Atmos-
pheric General Circulation Model version 4.0 (IAP AGCM4.0) [11], as its atmos-
pheric component model. Here, the IAP AGCM4.0 uses the cloud microphysics 
scheme (CMS) of CAM version 5 (CAM5) as its microphysics parameterization 
scheme. The CMS process in the CAM5 global atmospheric model is very time-
consuming, so developing an efficient parallel algorithm is a challenging and 
meaningful work. After further analyzing the code structure, we found that it is 
very suitable for parallel development. This paper proposed a GPU-based parallel 
algorithm that aims to accelerate the CAM5 CMS. After implementing the algo-
rithm on the CUDA parallel computing platform, a GPU version of the CAM5 
CMS, namely, GPU-CMS, was developed. The experimental results show that the 
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acceleration algorithm obtained a 507.18× speedup on a single A100 GPU with-
out I/O transfer. Nevertheless, in heterogeneous computing, data transfer costs 
are still significant. Therefore, we propose a data transfer optimization method to 
reduce transfer time and further improve computing performance. GPU-CMS can 
achieve a speedup of 141.69× with I/O transfer. Our work has realized the paral-
lelization of the overall code from two aspects of calculation and data transfer: 
the parallelism of the CAM5 CMS code has been fully exploited, and the data 
transfer time has been further compressed. Finally, the performance of the code 
has been evaluated and verified from various aspects.

The main contributions of our study are as follows:

•	 For the first time, we propose the GPU-based parallel acceleration algorithm 
of the CAM5 CMS process. Based on the CUDA computing platform, the one-
dimensional (1D) parallel acceleration algorithm is proposed and implemented 
for CAM5 CMS in the horizontal direction. Then, an innovative two-dimensional 
(2D) parallel acceleration algorithm is proposed and implemented for CAM5 
CMS in the horizontal and vertical directions. The proposed parallel algorithm 
shows excellent computational capability.

•	 A performance optimization method is proposed for time-consuming data trans-
mission between CPU and GPU. The use of pinned memory technology reduces 
the I/O transfer time and further enhances the computing performance of GPU-
CMS.

The rest of this paper is structured as follows. Section 2 illustrates the related work 
on accelerating physical parameterization schemes on GPU. Section  3 details the 
model and code structure of CAM5 CMS. Section 4 presents the GPU-based accel-
eration algorithms and their implementation. Section 5 evaluates the performance of 
GPU-CMS and verifies its correctness. Finally, Section 6 summarizes the full paper 
and makes a proposal for future research.

2 � Related work

Modern GPUs have massive parallel microprocessors that can provide high-perfor-
mance services for parallel computations in the areas of science and engineering. As 
a result, GPUs have become a powerful replacement for traditional microprocessors 
in HPC systems [12, 13]. For the parameterization methods of cloud microphysical 
processes on various models and platforms, many scholars have carried out research 
and experiments on GPU-based acceleration algorithms and achieved good accel-
eration results.

Mielikainen et al. [14] used a single GPU to accelerate the Weather Research 
and Forecast (WRF) Single Moment 5-class (WSM5) model, achieving a 389× 
speedup without I/O (Input/Output) transfer. When using 4 GPUs, the WRF 
WSM5 model got 357× and 1556× performance improvement with and without 
I/O transfer respectively. In the same year, the implementation of the GPU-based 
Kessler microphysics scheme proposed by Mielikainen et al. [15] achieved a 70× 
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speedup over the implementation of the CPU-based single-threaded scheme. 
When using 4 GPUs, the scheme achieved a performance improvement of 132× 
speedup with I/O transfer. The obvious superiority of GPU can also be seen in 
the acceleration of the WRF Single Moment 6-class (WSM6) cloud microphysics 
scheme in the Global/Regional Assimilation and Prediction  System (GRAPES) 
model proposed by Xiao et al., which obtained over 140× speedup compared to 
the CPU serial version [16]. Similar to this system, the WRF Double-Moment 
6-class (WDM6) microphysics scheme, which was proposed by Mielikainen et al., 
obtained a speedup of 150× and 206× with and without I/O transfer, respectively 
[17]. Huang et al. proposed a parallel design of a GPU-based WSM6 scheme that 
achieved a 216× speedup using a single NVIDIA K40 GPU compared to the CPU 
part running on a single core [18]. Kim et al. proposed a scheme to accelerate the 
WSM6 microphysics of cross-scale prediction models on GPU using OpenACC 
instructions and verified the performance of the code on NVIDIA GPU Tesla 
V100. When transplanting the entire model to the GPU, a 5.71× speedup was 
obtained without I/O transfer [19]. Wang et al. proposed an algorithm to acceler-
ate the rapid radiative transfer model for general circulation models (RRTMG) 
shortwave radiation scheme using GPU technology (GPU-RRTMG_SW). With-
out I/O transfer, the scheme on a single NVIDIA GeForce Titan V achieved a 
speedup of 38.88× over the baseline performance on a single Intel Xeon E5-2680 
CPU core [20]. Carlotto et  al. proposed a GPU-based SW2D-GPU model (two-
dimensional shallow water model) for the high computational cost of the shallow 
water model, which was implemented in parallel using CUDA C/C++. Compared 
to its serial version, the SW2D-GPU model achieves a 34× speedup [21]. Cao 
et al. proposed a leap-format-based highly scalable 3D atmospheric general cir-
culation model (AGCM-3DLF), which releases parallelism in all three physical 
dimensions. The model has good efficiency and scalability on different platforms. 
On the CAS-Xiandao1 supercomputer, AGCM-3DLF achieved a speed of 11.1 
simulated years per day (SYPD) at a high resolution of 25 km [22].

The GPU was originally designed for graphics processing [23]. The CUDA par-
allel computing platform launched by NVIDIA makes full use of the computing 
power of the GPU and obtains a significant acceleration effect in the computation-
intensive tasks of large-scale data parallel processing [24]. However, the CPU is 
suitable for processing control tasks with complex logic, and this complementarity 
facilitated the development of the CPU/GPU heterogeneous parallel computing sys-
tem period. Due to NVIDIA’s mature and stable CUDA platform, more and more 
scientific research and experiments have chosen CUDA as a development platform 
for parallel programming. In addition, many proven applications are developed in 
Fortran. As such, the Portland Group designed the CUDA Fortran language [25–27] 
to enable GPU acceleration for Fortran applications. Applications in fields such as 
meteorology and theoretical physics can be rewritten to take advantage of the com-
puting power of GPUs.

From the above study, GPU is suitable for accelerating the physical parameteri-
zation schemes of climate system models. At present, there are no relevant studies 
about accelerating the CAM5 CMS using GPU. Therefore, we choose to implement 
the algorithm in CUDA Fortran to explore its GPU-based acceleration algorithm in 
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one and two dimensions, as well as to optimize the time-consuming data transfer 
process between CPU and GPU.

3 � Model description

3.1 � CAM5 CMS

The two-moment bulk stratiform cloud microphysics scheme in the atmospheric 
circulation model was proposed by Morrison et  al. [4, 28], which was applied in 
CAM5. In this study, we used this cloud microphysics scheme of CAM5. Cloud 
microphysics is a physical process that describes the mutual conversion of water, 
water vapor, and water condensate in clouds, which includes the collection/auto-
conversion, condensation/evaporation, deposition/sublimation, freezing/melting, 
and nucleation/derivation of water vapor, water, and ice crystals in the air. This 
scheme can predict the number concentrations and mixing ratios of cloud water and 
cloud ice. The relationship between the specific various water species and the micro-
physical processes is shown in Fig. 1. Morrison et al. [4, 28] described the CAM5 
CMS in detail. In atmospheric circulation models, cloud microphysical processes 
still occupy a large amount of computational time. Therefore, we analyzed the spe-
cific code structure in Sect. 3.2 and developed a GPU parallel acceleration scheme.

3.2 � Analysis of code structure

The code structure of CAM5 CMS in IAP AGCM4.0 of CAS-ESM is shown in 
Fig.  2. The subroutine mmicro_pcond is the most time-consuming part of the 
CAM5 CMS, which mainly consists of multiple loop segments. Therefore, we 
split the mmicro_pcond function into 3 sub-functions: process1, process2, and 
process3. In Fig. 2, “function” is an external function that is called to assist in the 
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Fig. 1   Box diagram of the CAM5 CMS [4]
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calculation process. These external functions need to add device attributes to be 
called on the device during parallelism. In the mmicro_pcond function, all three 
sub-functions have two or three loops for the computation process and weak data 
dependencies, making them suitable for parallel programming using the CUDA 
programming model.

The subroutine process1 is used to initialize time-varying parameters and 
adjust air density for fall-speed parameters. The task of the subroutine process2 
includes (1) initializing sub-step microphysical tendencies, initializing diagnostic 
precipitation to zero, and initializing vertically integrated rain and snow tenden-
cies; (2) calculating precipitation fractions based on maximum overlap assump-
tion, obtaining in-cloud values of cloud water/ice mixing ratios and numbering 
concentrations for microphysical process calculations, calculating the poten-
tial for droplet activation if cloud water is present, and getting size distribution 
parameters based on in-cloud cloud water/ice; and (3) beginning microphysical 
process calculations, such as the auto conversion of cloud liquid water to rain, 
auto conversion of cloud ice to snow, heterogeneous freezing of cloud water, cal-
culating evaporation/sublimation of rain and snow, and summing over sub-step 
for average process rates. Due to the complex computing process with a lot of 
matrix parameters, process2 consumes a lot of time. The subroutine process3 
mainly calculates sedimentation for cloud water and ice. The external function 
“polysvp” is used to calculate the saturated vapor pressure. The external function 
“gamma” is used to simulate the particle spectral distribution density. The exter-
nal function “vaqsatd_water” is used to calculate the saturated specific humidity. 
The serial computational procedure of the mmicro_pcond on the CPU is shown in 
Algorithm 1.

mmicro_pcond

process3

process1

process2

function

polysvp

gamma

vqsatd_water

Fig. 2   The code structure of CAM5 CMS in IAP AGCM4.0
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4 � GPU‑enabled acceleration algorithm

4.1 � Algorithm idea

Similar to the real earth, the CAM5 CMS is described in the form of three dimen-
sions. The x-axis, y-axis, and z-axis represent the earth’s longitude, latitude, and the 
model layers (vertical direction), respectively [29]. The CAM5 CMS model is usu-
ally computationally independent in the latitude and longitude dimensions (horizon-
tal direction) and partially independent in the vertical direction, thus allowing for 
1D and 2D parallelism in these two directions. In coding CAM5 CMS, the longi-
tude and latitude dimensions are amalgamated into the first dimension of parameter 
arrays, and the vertical direction is in the second dimension. Data parallelism is pri-
marily achieved by the thread and block indexes of the CUDA architecture that pro-
vides a unique global index for each thread, allowing multiple threads to perform the 
same computation on different data, that is, the single-instruction multi-data (SIMD) 
mode.

In CAS-ESM, the IAP AGCM4.0 is with a 1.4◦×1.4◦ horizontal resolution and 
51 model layers in the vertical direction. Thus, the CAM5 CMS has 256×128 = 
32,768 horizontal grid points. When one GPU is used for acceleration, 32,768 
horizontal grid points are computed per time step. In the structure of the program, 
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the ncol variable represents the size of the horizontal dimension. The number of 
total grid points is settled. When the size of ncol is set to 2048, 32,768 grid points 
will be divided into 32,768/2048=16 chunks, with 2048 points on each chunk. In 
other words, one GPU will complete total computations of 32,768 points through 
16 iterations at each time step. This experiment simulates the integration process 
of CAM5 CMS for one model day, so the total number of iterations is 16× 24 
hours = 384 times. Due to the limitation of global memory, the number of paral-
lel threads that can be started at the same time on one GPU is limited. Moreover, 
the configuration varies from GPU to GPU, so the corresponding number of cal-
culation iterations and running time will also be different.

As shown in Fig. 3, the execution model of CUDA is a three-layer thread hier-
archy. Each kernel runs on a grid, which contain several thread blocks, and each 
block contains several threads. All threads in the same grid share the same global 
memory space. Collaboration between threads in the same thread block can be 
achieved by “synchronization” and “shared memory,” while threads in different 
thread blocks cannot cooperate. In the grid, we locate a thread by the two coordi-
nate scalars: blockIdx (the ID number of the thread block in the grid) and thread-
Idx (the ID number of the thread within the thread block). In the CUDA program-
ming model, the user implements the call of the kernel through the statement of 
“kernel ⋘ grid, block ⋙ .” Among them, “grid” is the number of thread blocks, 
and “block” is the number of threads per block. And different computing perfor-
mances can be achieved by modifying the execution configuration of the kernel, 
see Sect. 5.3 for the specific details of the experiment.
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In the heterogeneous computing process of CPU/GPU, we take the original pro-
gram as the calling function and rewrite each loop in it as a sub-function called by 
the kernel. Moreover, the kernel is called on the host and executed on the device 
(the specific calculation flow of the 2D GPU-CMS acceleration algorithm based on 
the CPU/GPU heterogeneous process is shown in Algorithm 2). The CUDA Fortran 
execution flow of the GPU-CMS is illustrated below: 

(1)	 Define and allocate CPU memory for the arrays and variables that participate in 
the operation on the host. At the same time, define and allocate GPU memory 
for data that needs to be computed on the device, including input and output, as 
well as intermediate arrays and variables.
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(2)	 Initialize data, including input and output arrays and other parameters.
(3)	 Transfer the data that was initialized into the global memory of the GPU.
(4)	 Select the appropriate thread block and grid size, and call the kernel 

⋘ grid, block ⋙ function to calculate the microphysical process.
(5)	 Transfer results from GPU to CPU.
(6)	 Output the results and free the memory both on GPU and CPU.

4.2 � Implementation of parallel algorithm

4.2.1 � 1D acceleration algorithm

In space, the CAM5 CMS is divided into a 3D grid of horizontal and model layers, 
as shown in Fig. 4. In Fig. 4, the x-axis, y-axis, and z-axis represent the earth’s lon-
gitude, latitude, and model layers, respectively. In computation, a 3D grid in space 
corresponds to a two-dimensional array in the computation process. That is to say, 
in the CAM5 CMS code, the horizontal section composed of longitude and latitude 
corresponds to the first dimension of the array, and the model layer corresponds to 
the second dimension of the array.

Because of the independence of computation in the horizontal direction, the 1D 
parallel strategy of CAM5 CMS is with domain decomposition in the longitude and 
latitude dimensions (horizontal direction). It means that each CUDA parallel thread 
is tasked with a workload of a horizontal “column” (this is determined from the x 
and y axis), as shown in Fig. 4a. Here, ncol is the size of the first dimension of the 
array, which is also the number of “columns” participating in the parallel process. 
According to the sequential and dependent nature of the code structure, the paral-
lel code is implemented as 3 kernels, which were also named process1, process2, 
and process3, with serial execution between the kernels. The implementation of 1D 

y

z

xx

(a) 1D Parallel

y

z

xx

(b) 2D Parallel

Fig. 4   3D spatial structure of CAM5 CMS (longitude,latitude, and model layers) and its domain decom-
position
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acceleration algorithm of process1 in the horizontal direction is illustrated in Algo-
rithm 3. In addition, the implementation of the other kernels is similar to process1, 
so that will not be described here.

According to the storage hierarchy of CUDA and the structural characteristics 
of the code, it is necessary to select the appropriate memory to deploy the program 
data in parallel programming. Therefore, it is essential for us to reduce the memory 
access latency. Generally speaking, in the CUDA storage structure, the larger the 
storage space, the slower the memory access speed, where the access speed from 
fast to slow is Registers ⇒ Caches ⇒ Shared Memory ⇒ Global Memory (Local 
Memory). First, the local variables in the kernel will be stored in the register, and 
when the register memory is exhausted, the array will be stored in the local mem-
ory, which is about as fast as global memory access. Second, each thread has its 
independent register and local memory, which can effectively avoid the conflict of 
memory writing between different threads. Therefore, we defined some of the inter-
mediate arrays and variables as local variables instead of global variables (because 
global variables are generally stored in global memory). The memory access time of 
the modified program was optimized.

4.2.2 � 2D acceleration algorithm

In CAS-ESM, pver is 51, which is the number of model layers of CAM5 CMS in 
the vertical direction. To achieve a higher level of parallelism on the GPU, more 
parallel threads were opened by making full use of GPU resources. So, a 2D paral-
lel acceleration algorithm was introduced that can perform finer-grained parallelism. 
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The CAM5 CMS is partially independent in the vertical dimension. Therefore, we 
further modified the 1D GPU-CMS code to allow parallelism from both horizontal 
and vertical dimensions for the advance of GPU computational efficiency. As shown 
in Fig. 4b, each CUDA parallel thread was assigned a workload of a partial “col-
umn” (this is determined from the x, y, and z axes) in the 2D domain decomposition 
algorithm of the GPU-CMS.

On further analysis of the code structure, we found that porcess1 supports 2D par-
allelism, and process2 maintains 1D parallelism because there are data dependencies 
between the overall computing processes. Considering the data dependency and data 
synchronization problems of the process3 kernel, we decoupled it preliminarily and 
divided it into three kernels named process3_1, process3_2, and process3_3, respec-
tively. Part of the code in process3 could only be parallel in the horizontal direction 
due to data dependency, so the kernel process3_2 only performed 1D decomposi-
tion. The other code in process3, which is process3_1 and process3_2, was able to 
use 2D decomposition. The implementation of 2D acceleration algorithm of pro-
cess3_1 is illustrated in Algorithm 4. The detailed implementations of other kernels 
will not be described further here.

In the 1D acceleration algorithm, 1D temporary arrays were private to each 
thread (horizontal column) and were stored in registers or local memory. In the 2D 
acceleration algorithm (horizontal and vertical directions), register scalars are used 
instead of temporary arrays in local memory, such as the “lami_d” variable in Algo-
rithm 3 and Algorithm 4, to achieve the effect of register optimization. By modify-
ing the code, memory usage was reduced, and access speed was also improved.
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4.3 � Optimization of data transfer

The peak bandwidth between device memory and GPU is much larger than the 
maximum transfer bandwidth between host memory and device video memory. For 
example, the memory bandwidth of the NVIDIA A100 GPU is 1555 GB/s, while 
the transfer rate of the PCIe 4.0× 16 bus is only up to 64 GB/s. Therefore, transfer-
ring data on the PCIe bus between the CPU and the GPU has been the more time-
consuming part when using the GPU for parallel acceleration. In this case, it is 
necessary to use the pinned memory technology to reduce the consumption of data 
transfer between the device and the host.

In CUDA architecture, there are two types of memory on the host: pageable 
memory and pinned memory. When allocating memory for variables on the host 
in the CUDA architecture, pageable memory is used by default, where data may 
be swapped to the hard disk. As shown in Fig. 5, the CUDA driver will allocate a 
temporary pinned memory when the data are sent to the device. Then, the data will 
be placed in this temporary space, and the device will read the data directly from the 
pinned memory. Pinned memory technology defines and allocates data directly in 
pinned memory, and the host operating system will not perform paging and swap-
ping operations on this memory, ensuring that it always resides in physical memory. 
This approach effectively avoids additional overhead with the pinned host buffer, 
allowing for faster transfers. Since each pinned data requires an allocation of physi-
cal memory, which cannot be swapped to disk, it is necessary to use pinned memory 
appropriately. Excessive use will consume more memory space and reduce overall 
system performance.

In the process of simulating integration for one model day, the mmicro_pcond 
function will be called repeatedly, and the data transmission between the host and 
the device will be performed many times, which will consume a lot of time. In our 
experiment, the input and output arrays of the GPU-CMS are pinned to maintain 
these arrays in the physical memory. The data transmission time has been signifi-
cantly reduced, after the optimization of the pinned memory technology. The spe-
cific acceleration result is detailed in Sect. 5.5.

GPU 
Memory
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Memory

Pinned 
Buffer

Device

Host

PCIe

GPU 
Memory
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Memory

Device

Host
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Pageable Data Transfer Pinned Data Transfer

Fig. 5   Pageable memory (left) and pinned memory (right) data transfer
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5 � Results and discussion

To estimate the performance of GPU-CMS, we conducted experiments on K20, 
P100, and A100 GPU clusters, and Table 1 in Sect. 5.1 shows the detailed configu-
ration. In this paper, we evaluate the overall performance of the code in terms of 
parallel acceleration algorithms, different experimental platforms, and I/O transfers. 
The runtime and speedup before and after GPU parallel programming were analyzed 
and compared using the runtime of the serial CAM5 CMS code on a single Intel 
Xeon E5-2680 CPU core as a benchmark. The work of verification was also carried 
out to ensure the accuracy of the code.

5.1 � Experimental setup

The experiments were conducted on three GPU clusters: NVIDIA K20 cluster at the 
Computer Network Information Center of the Chinese Academy of Sciences, P100 
cluster at the Inner Mongolia Super Brain of the Eastern Supercomputing Cloud, and 
A100 cluster at the N36 branch of the Beijing Super Cloud Computing Center. Their 
detailed configurations are listed in Table  1, including operating system, standard 
memory, memory bandwidth, and CUDA version. It is worth noting that the serial 
CAM5 CMS in the experiment ran on a single Intel Xeon E5-2680 v2 CPU core on 
the K20 cluster, and its GPU-CMS ran on a single GPU of the three clusters.

To fully explore the performance of the parallel acceleration algorithm proposed 
above, we conducted an ideal climate simulation experiment for one model day. In 
our experiment, the time step of the GPU-CMS is 1 h, and double precision is used 
to ensure accurate predictions. In this paper, we discuss the runtime of the parallel 
code with and without data transfer separately. The runtime including data transfer 
is counted to evaluate the overall performance of the code; the runtime excluding 
data transfer is counted to derive the best performance when the cloud microphysics 
is coupled with other physical processes. Without considering the data transfer time, 
the GPU-CMS runtime is shown in Eq. 1. If data transfer is considered, the runtime 

Table 1   Configurations of GPU clusters

K20 cluster P100 cluster A100 cluster

Specification of CPU
 CPU Intel Xeon E5-2680 

v2@2.8GHz
Intel Xeon E5-2680 

v4@2.4GHz
Intel Xeon Silver 

4314@2.4GHz
 Operating System CentOS 6.4 Red Hat 4.8.5-39 Red Hat 4.8.5-39

Specification of GPU
 GPU NVIDIA Tesla K20 NVIDIA Tesla P100 NVIDIA A100
 CUDA Cores 2496 3584 6912
 Standard Memory 5 GB 16 GB 40 GB
 Memory Bandwidth 208 GB/s 732 GB/s 1555GB/s
 CUDA Version 6.5 11.6 11.3
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is calculated according to Eq. 2. Among them, T_calculation denotes the computa-
tion time of all kernels, T_mmicro_pcond denotes the computation time of the most 
time-consuming mmicro_pcond subroutine in the CAM5 CMS, T_HtoD denotes the 
data transfer time from the host to the device, and T_DtoH denotes the data transfer 
time from the device to the host.

5.2 � Influence of ncol

The number of units in the vertical dimension is only 51, so the effect of the vari-
ation of the parallelizable grid size in the horizontal dimension is mainly studied. 
The parallelizable horizontal “column” is represented by ncol in the code, so we 
can change ncol to set different horizontal points for one computation on one GPU. 
Increasing the value of ncol means that there are more threads in the horizontal 
dimension that can be parallelized, and the number of calls to the kernels on the 
host is relatively reduced, thus significantly improving the performance of the GPU-
CMS code. Due to the difference in the size of GPU video memory, we chose to 
experiment on the best performing A100 GPU, and ncol was able to fetch from 512 
to 32768. It needs to call the kernel 24 times on the host when GPU-CMS reaches 
the maximum value 32768 of ncol. Without considering I/O transfer, we fixed the 
thread block size to 128 (because the performance is best when the block size is 128, 
and the specific experiment is carried out in Sect. 5.3). In this experiment, the runt-
ime and speedup of the 1D GPU-CMS obtained with the change of ncol value are 
studied. The results are shown in Fig. 6.

By analyzing the figure, the following conclusions can be drawn: 

(1)	 The performance improvement of GPU-CMS is often stronger as the horizontal 
resolution gets finer. Because the smaller ncol values do not have enough threads 
to take advantage of all GPU resources. However, as the ncol value exceeds 
16384, the memory usage increases gradually, so the speedup does not improve 
significantly. There is even a slight increase in the runtime of the process2 ker-
nel.

(2)	 The 1D GPU-CMS achieves optimal performance when ncol takes the value of 
32768, where a speedup of 469.91× is obtained, and the runtime is compressed 
from 537.6662 s to 1.1442 s.

5.3 � Comparison of shape and size of thread blocks

Apparently, there are a lot of factors that will have an impact on the runtime of the 
GPU-accelerated version. According to the CUDA structure, the block size is one of 
the main influencing factors. In other words, the number and dimensions of threads 

(1)Tcalculation = Tprocess1 + Tprocess 2 + Tprocess 3

(2)Tmmicro_pcond = Tcalculation + THtoD + TDtoH
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in one execution block will determine the computation time indirectly. Hence, we 
explore the optimal shape of the thread block. Generally, thread wrap is the minimal 
execution unit in a program while thread block is the basic activated unit. There are 
always 32 threads in a thread wrap. In a thread warp, all threads execute in a manner 
of single instruction multi-threading (SIMT). Therefore, the block size should be 
selected in multiples of 32 to set up the contrast experiments. A block of size 16 is 
selected in the experiment and used as a reference group to verify the selection rule.

The runtime of the CAM5 CMS on a single Intel Xeon E5-2680 v2 CPU is 
537.6662 s. Without taking into account the I/O transfer, Figs.  7 and   8 portray 
the runtime of the 1D and 2D GPU-CMS on a single K20 GPU. Among them, the 

Fig. 6   The influence of ncol on the runtime (s) and speedup of GPU-CMS on a single A100 GPU, where 
the block size = 128
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Fig. 7   The influence of block size on the runtime (s) of 1D GPU-CMS on a single K20 GPU, where the 
ncol = 2048
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column represents the runtime of each kernel, and the polyline is the overall runtime 
of the mmicro_pcond function. The stacked histogram section of Fig. 8 shows the 
total runtime of the process3, which was split into three kernel in 2D parallelism.

We attempted to explore the optimal shape of a thread block to examine the 
impact of different combinations of thread block settings on program performance, 
without considering the I/O transfer. In comparison, it is found that the optimal 
computational efficiency is obtained for a 1D thread block organization of 256× 1 
and a 2D thread block organization of 256× 2. Moreover, the 2D acceleration perfor-
mance is significantly better than the 1D acceleration performance, and the specific 
speedup is shown in Table 2.

Compared with the 1D speedup, the speedup of 2D parallelism is significantly 
increased. The speedup of process1 and process3 was 3.95× and 1.88× , and the 
speedup of the mmicro_pcond function is 1.18×.

As we want to use the organization of threads efficiently to speed up our program, 
therefore, we considered it valuable to test the impact of thread block size on perfor-
mance, in addition to thread block shape. We investigated the effect of x-dimension 
size on runtime in the 1D or 2D acceleration algorithm, where the y-dimension size 
of a 2D thread block is fixed to 2. Figs. 7 and  8 show that the best performance is 
achieved when the thread block size is 128 or 256 in the x dimension. Although the 
impact of the thread block size is not noticeable, the maximum difference is close 
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Fig. 8   The influence of block size on the runtime (s) of 2D GPU-CMS on a single K20 GPU, where the y 
dimension size is 2 and ncol = 2048

Table 2   Runtime (s) and 
speedup of 1D and 2D GPU-
CMS on a single K20 GPU

Here, the 1D block size = 256, 2D block size = (256,2) ncol = 2048; 
the bold values are used to represent the speedup

Dimension Subroutines runtime (s) mmicro_pcond

process1 process2 process3

1D 0.89923 15.6642 6.00807 22.5715
2D 0.22777 15.6642 3.20169 19.09366
Speedup 3.95 1 1.88 1.18
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to about 1 s, which has an influence on the performance of the algorithm. Theoreti-
cally, the memory access latency is hidden to some extent as the thread block size 
increases, and optimal performance is achieved. When the block size is too small, 
the threads will not be fully utilized, and the runtime will be relatively long, as in the 
case of block size 16 in Figs. 7 and  8. When the block size is too large, the thread 
requires too many resources, such as constant memory and shared memory, and the 
application storage space of the thread is larger than the hardware configuration, 
which may sometimes cause the kernel to fail to start. As shown in Figs. 7 and  8 
when the block size is 512, although the kernel is successfully started, the runtime 
increases significantly. In this case, CUDA will ensure the resource supply by forc-
ing the number of blocks to be reduced, which will also not fully utilize all threads 
and achieve the best performance. In summary, the highest computational efficiency 
can be achieved when the block size is 128/256. Therefore, the thread block size is 
set to (128,2) uniformly in the following experiments.

5.4 � Evaluation of different GPUs

With the continuous evolution of NVIDIA GPU architecture, upgrades, and break-
throughs are being made in the number of CUDA cores, video memory size, peak 
floating-point performance, and bandwidth. As a result, the different GPUs have 
different computational performances. We further examined how the performance 
of GPU-CMS varies with different GPUs on the three GPU clusters introduced in 
Sect. 5.1. At the same time, the portability of our parallel algorithm is verified.

The runtime and the corresponding speedup of the 2D GPU-CMS on the K20, 
P100, and A100 GPUs are shown in Tables 3 and 4 without the I/O transfer time. By 
analyzing the table, we can draw the following conclusions: 

(1)	 The maximum ncol of the K20 GPU can be taken to 4096 with optimal per-
formance. P100 and A100 GPUs show the best performance at ncol=16384. 
Therefore, the experimental data with ncol of 4096 and 16384 were selected for 
comparison.

(2)	 When ncol=4096, the speedup of the GPU-CMS on one K20, P100, and A100 
are 48.75× , 163.17× , and 169.85× . When the value of ncol is small, P100 and 

Table 3   Runtime (s) and 
speedup of GPU-CMS on 
different GPUs ncol = 4096

Here, the block size = (128,2); the bold values are used to represent 
the speedup

Device Subroutines runtime (s) mmicro_pcond Speedup

process1 process2 process3

CPU 39.7767 333.5353 164.3542 537.6662 –
K20 0.2245 8.3555 2.4483 11.0283 48.75
P100 0.0550 2.4782 0.8358 3.2951 163.17
A100 0.0246 2.5472 0.5937 3.1655 169.85
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A100 show similar performance. When the value of ncol is greater, the perfor-
mance advantage of the A100 GPU will gradually increase.

(3)	 When ncol=16384, the speedup of the GPU-CMS on one P100 and A100 can 
reach 280.11× and 507.18× . Since the A100’s video memory size and memory 
bandwidth are much larger than those of the K20 and P100, the acceleration 
performance is better.

5.5 � Optimization of I/O transfer

In the experiments of our study, two optimization methods are used to reduce unnec-
essary data transfer. First, storing the intermediate data on the device without pass-
ing it back to the host. Second, changing the initialization and definition of some 
data to the device. Nevertheless, the I/O transfer of some necessary data between 
CPU and GPU is inevitable. Therefore, the data transmission process needs to be 
optimized.

We discovered that the data transmission between CPU and GPU becomes the 
most time-consuming part of the GPU-CMS when the GPU-CMS computation time 
is compressed to 1.0601 s. We solved this issue by using pinned memory technol-
ogy to optimize the code, and we got an improvement in the performance. Since the 
optimal speedup of calculation time is obtained on the A100 GPU. Hence, the A100 
GPU is the best choice for us to continue the optimization work of data transfer. The 
runtime and speedup of the GPU-CMS on the A100 GPU are shown in Table  5, 
with and without considering the I/O transfer.

It can be seen from Table 6 that the transfer time from the host to the device gets 
a speedup of 1.62× , and the transfer time from the device to the host gets a speedup 
of 1.68× , after the optimization of pinned memory technology. The speedup of the 

Table 4   Runtime (s) and 
speedup of GPU-CMS on 
different GPUs, ncol = 16384

Here, the block size = (128,2); the bold values are used to represent 
the speedup

Device Subroutines runtime (s) mmicro_pcond Speedup

process1 process2 process3

CPU 39.7767 333.5353 164.3542 537.6662 –
P100 0.0535 1.3235 0.5425 1.9195 280.11
A100 0.0219 0.7545 0.2837 1.0601 507.18

Table 5   Runtime (s) of GPU-CMS I/O transfer on a single A100 GPU

Here, the block size = (128,2) and ncol = 16384; the bold values are used to represent the speedup

States Computing time (s) I/O transfer mmicro_pcond Speedup

HtoD DtoH

Without I/O 1.0601 – – 1.0601 507.18
With I/O 1.0601 2.7085 1.7881 5.5567 96.76
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entire GPU-CMS is increased by 1.46× , from 96.76× to 141.68× . In general, the 
pinned memory technology performs well in data transfer.

5.6 � Verification

Clouds exert a significant impact on the short-wave and long-wave radiative trans-
mission, acting as pipes for the conversion of water vapor into precipitation, and as 
an important part of heat transfer by releasing latent heat. Therefore, verifying the 
accuracy of the GPU-based cloud microphysical scheme is crucial for the overall 
atmospheric model operation [4]. Our work aims to parallelize the computation pro-
cess of CAM5 CMS. Then, we focused on the computational error, and the model 
error was not in our consideration. The CAM5 CMS in this paper mainly predicts 
the number concentration and mixing ratio of cloud water and cloud ice. Therefore, 
the “qctend,” “qitend,” “nctend,” and “nitend” variables for the calculation of 
the concentration and mixing ratio increment process were selected for validation, 
examining the differences between the CPU code and the GPU code at each model 
layer. For validation, we ran the simulation for one model day using a horizontal 
grid size of 128×256=32768, a model layer count of 51, and an integration time step 
of 1 h.

The root means square difference (RMSD) is selected to verify the correctness of 
the GPU-CMS code, which was used to calculate the absolute differences between 
runs on different devices (here refers to CPU and GPU) and to calculate the vertical 
distribution of the overall average horizontal dimension [19]. The detailed calcula-
tion is shown in Eq. 3. where, i = 1,..., 32768 is the index of the horizontal cells on 
each model layer, n is the number of horizontal grid points, and x is the sum of the 
calculated results of all horizontal cells on the vertical layer index i for a model day. 
( xi and x̂i represent serial and parallel calculation results respectively). The experi-
mental results are shown in Fig. 9 (RMSD diagram of the vertical layer).

We verified whether there is a significant difference between the results of the 
parallel GPU-CMS code and the original serial code. On the premise of ensuring 
correctness, the notable acceleration performance is more trustworthy. In CUDA 

(3)RMSD =

�

1

n

n
∑

i=1

(xi − x̂i)
2

Table 6   Runtime (s) of GPU-CMS with the optimization on a single A100 GPU

Here, the block size = (128,2) and ncol = 16384; the bold values are used to represent the speedup

States Computing time (s) I/O transfer mmicro_pcond Speedup

HtoD DtoH

Without optimization 1.0601 2.7085 1.7881 5.5567 96.76
With optimization 1.0601 1.6704 1.0644 3.7949 141.68
Speedup – 1.62 1.68 1.46 1.46
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parallel computing, the computation-intensive and data-independent codes are 
ported to the GPU for computation. Therefore, both CPU and GPU floating-point 
operations and math functions such as sqrt will introduce small calculation errors, 
but do not cause large deviations. From Fig.  9, it can be seen that the serial and 
parallel codes do not differ significantly during the integration of one model day. 
The “qctend” and “nctend” variables have errors in the first half of the model lay-
ers and no errors in the second half. Although “qitend” seems to fluctuate greatly, 
the overall error range is around 1.0E-19, which is reasonable. The “nitend” vari-
able is almost error-free. The time mean RMSD values for the “qctend,” “qitend,” 
“nctend,” and “nitend” variables were 4.30E-18, 1.20E-19, 5.14E-09, and 4.92E-
18, with very small magnitudes. The error is small and within the acceptable range.

In order to further verify the correctness of the code, we integrated the code into 
the entire CAS-ESM system. Due to the limited running time of the platform, we 
can only simulate the integral running for seven model days. And the “PRECL” vari-
able for the calculation of the precipitation rate was selected for validation (the rest 
of the variables are similar). Figure 10 is the result graph of the “PRECL” variable 
after seven model days of running in CAS-ESM system on the CPUs. And Fig. 11 is 
the meteorological error graph of the “PRECL” variable after seven model days of 
running in CAS-ESM system on the K20 GPUs. It can be seen from Fig. 11 that the 
error is within a reasonable range and is acceptable. Then, we can conclude that the 

Fig. 9   Time mean RMSD vertical profiles value for qctend, qitend, nctend, and nitend over one model 
day. The x-axis represents the values of the variables and the y-axis show the model layers of the model
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error resulting from the modification of the code is small and within the acceptable 
range. Therefore, our GPU-CMS code is correct and efficient.

5.7 � Discussion

(1)	 Mielikainen et al. obtained a 70× speedup for the Kessler microphysics scheme 
on one single GPU [15], while our GPU-CMS obtained a speedup of 141.69× , 
which is obviously better. The CUDA C-based WSM6 scheme proposed by 

Fig. 10   Precipitation rate simulated by CAS-ESM CAM5 CMS on CPUs

Fig. 11   The error range of precipitation rate simulated by CAS-ESM GPU-CMS on GPUs
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Huang et al. obtained a speedup of 216× on one single NVIDIA K40 GPU [18] 
with a horizontal grid size of 433×308. The horizontal grid size in this paper is 
128×256. If the resolution increases, GPU-CMS will get a better speedup than 
141.69× . Increasing the resolution to do more in-depth experiments is one of 
our next works. Without considering the I/O transfer, Mielikainen et al.’s [14] 
single-GPU-based parallel method for Weather Research and Forecasting (WRF) 
Single Moment Class 5 (WSM5) achieves a 389× speedup, while our GPU-CMS 
parallel work achieves a speedup of 507.18× . At the same time, we compared our 
GPU-CMS work with Kim J Y, et al.’s [19] proposal to use OpenACC instruc-
tions to transplant the WSM6 microphysics of the cross-scale prediction model 
to the GPU for acceleration. The parallel performance of CUDA is obviously 
better than that of OpenACC. Of course, this is also determined by analyzing 
the specific code structure.

(2)	 CUDA Fortran was chosen to implement parallelism in this experiment for the 
following reasons: (1) For the implementation on GPU, Fortran based on PGI 
is more concise in syntax than C language. (2) Because there is no error caused 
by different languages, CUDA Fortran is more accurate and has less error than 
CUDA C. While CUDA Fortran is easier to implement, CUDA C is more mature 
and generally performs better than CUDA Fortran. Therefore, we will continue 
to develop the CUDA C version of the code [30].

(3)	 Without considering the I/O transfer, the acceleration performance of GPU-CMS 
will be better. With the integration of GPU-CMS into the whole CAS-ESM 
system, part of the data transfer process is reduced. At present, I/O transfer time 
still occupies most of the running time, which can be further reduced by CUDA 
stream and other technologies to achieve the maximum reduction of I/O transfer 
time.

6 � Conclusion and future work

It is an entirely new challenge to accelerate the CAM5 CMS by using GPU. This 
paper presented the acceleration algorithm of the CAM5 CMS (namely GPU-CMS) 
on one GPU. First, the characteristics and code structure of the CAM5 CMS are 
analyzed. On the basis of this work, a parallel acceleration algorithm based on 1D 
region decomposition was proposed using the CUDA programming model. Second, 
the 2D parallel acceleration algorithm was further proposed. Third, the data transfer 
process between the host and the device was optimized using the pinned memory 
technology. As the experimental results in this paper show, our parallel algorithm 
is efficient. In order to test the acceleration speedup, implemented the original and 
improved cloud microphysics process (CAM5 CMS and GPU-CMS) in different 
experimental settings (NVIDIA K20, NVIDIA P100, and NVIDIA A100 GPU) and 
compared and analyzed. The experimental results indicated that the program can be 
performed better on the NVIDIA A100 GPU. During the computation of one model 
day, the 2D GPU-CMS on a single A100 GPU obtained a speedup of 141.69× as 
compared to that in a single Intel Xeon E5-2680 CPU-core, reducing the runtime 
from 537.6662 s to 1.0601 s. Without considering I/O transmission, the speedup is 
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increased to 507.18× , which certainly expedites the computation of the CAM5 CMS 
model. In addition to obtaining better computational efficiency, it is very important 
to achieve accurate results. We carefully verified our code using RMSD and plot-
ted the meteorological error by running seven model days in the CAS-ESM system, 
proving that the error of the code is within an acceptable range. In summary, it is 
feasible, cost-effective, and efficient to accelerate the computational process of the 
CAM5 CMS with GPU.

Indubitably, the current accelerated GPU-CMS still has some points that need 
to be enhanced. The future work will focus on the following two points: (1) The 
accelerated GPU-CMS currently only runs on a single GPU instead of multi-GPU. 
To completely utilize the thousands of CPU cores and GPUs in the device, the MPI 
+CUDA hybrid paradigm [31] and OpenMP+CUDA structure [32] should be con-
sidered to investigate multi-GPU acceleration algorithms for scalability. Obviously, 
the implementation of integrating this program onto multiple GPUs presents sig-
nificant challenges. As a return, the algorithm based on multiple GPUs will achieve 
much better acceleration results. (2) The data transfer between CPU and GPU is 
still the most time-consuming part of the GPU-CMS. In this case, CUDA stream-
ing technology can be used for asynchronous data transfer, which can overlap the 
kernel computation and data transfer process to achieve the purpose of hiding part 
of the data transfer time and reducing the data transfer time. In addition, the use of 
coalesced memory accesses techniques and mixed precision techniques to optimize 
GPU-CMS is also well worth investigating.
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