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Abstract
The progressive damage of kidney function and structure exhibits a high risk of 
cardiovascular disease and is the leading cause of life-threatening chronic kidney 
disease (CKD). Early diagnosing is the only way to prevent CKD from worsening. 
Different data mining and machine learning approaches are implemented for 
predicting chronic kidney disease; however, the extraction of hidden details from 
the clinical data is a difficult challenge. To overcome this situation, a new model for 
accurate prediction of chronic kidney disease is proposed in this article. This work 
evaluated the proposed predictive model using a CKD dataset. The raw chronic 
kidney disease dataset is initially preprocessed using data cleaning, data reduction as 
well as data transformation steps. These steps make the classification system easier 
to predict diseased and normal classes by enhancing the data quality. The features 
are then selected using a hybrid flash butterfly optimization algorithm. Here, the 
weight functions of the kernel soft plus extreme learning machine (KSELM) method 
are optimally tuned using the hybrid flash butterfly optimization (HFBO) algorithm 
to increase prediction accuracy. The efficiency of the proposed HFBO-KSELM 
algorithm is examined using different evaluation measures namely precision, 
accuracy, and specificity, recall, F1-score, and computation time. The results of 
the experimental analysis display superior performance of the proposed HFBO-
KSELM algorithm over other existing methods, particularly with an accuracy of 
97.8%, precision of 97.4%, recall of 96.9%, specificity of 97.5%, F1-score of 97.1%, 
computational time of 2.3 s, training accuracy of 0.978, testing accuracy of 0.94 and 
ROC/AUC of 0.97. Finally, the KSELM algorithm accurately predicts and classifies 
them into benign and malignant classes. The experimental result showed that the 
proposed HFBO-KSELM algorithm provides the effectiveness and robustness to 
detect chronic kidney disease.
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Hybrid flash butterfly optimization · CKD dataset · Prediction
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1  Introduction

Chronic kidney disease (CKD) is mostly found among adults. It means kidney 
damage due to not filtering the blood. The main function of the kidney is filtering 
the excess waste and water out of the blood for the urine. Therefore, the kidney 
is the main organ that has been cared for more attentively. Moreover, chronic 
kidney disease (CKD) causes continuous loss of the Glomerular filtration rate 
(GRF) for 3 months is the early stage of kidney disease. For the past, some years, 
more than l million people are affected by renal failure and passed away due to 
frequent dialysis and kidney replacement surgery. So, kidney disease has to be 
predicted from the early stage by utilizing the Machine Learning technique. The 
prediction of machine Learning is done based on the patient’s disease’s hidden 
pattern [1, 2]. The development of kidney disease happens without manifesting 
the symptoms. So, doctors use the Machine Learning technique which is used 
for predicting CKD. Moreover, numerous machine learning techniques are trained 
based on the medical data of the patient. The research aspires to resolve several 
algorithms namely Linear Discriminant Analysis (LDA), Gradient Boosting 
(GB) Support Vector Machine (SVM), and AdaBoost (AB) to categorize kidney-
diseased people. All the ignored value is solved via the imputation method of 
K-nearest Neighbors [3]. Categorization and Feature extraction is the crucial 
process of machine learning techniques. The feature extraction function helps in 
extracting the supreme and appropriate features from the dataset. By following the 
extraction of the feature, the classification function is performed [20]. Traditional 
machine learning spent additional time for calculation since two algorithms 
are employed for feature classification and extraction. Moreover, Convolution 
Neural Network (CNN) algorithm is utilized alternative to conventional machine 
learning in biomedical signal processing techniques. The integration process of 
extraction and classification has happened in the CNN model. This merge erases 
the necessity of individual feature extraction modules. Hence, Cross-correlation 
is utilized for enhancing the calculation speed and accuracy [4].

The diseases like high blood pressure, unhealthy lifestyles, and diabetes are 
also reasons for the cause of CKD. So, the damage has been found in the immune 
and nervous systems that lead to disability in people. So, another machine 
learning technique is utilized for diagnosing CKD and prevents from CKD. ANN 
is the numerical model that trains appropriately to produce a correct solution. 
SVM separates binary data and attained the increased distance between the 
labeled data. As compared with SVM, ANN has attained 97.75% [5]. A saliva-
based diagnosis has attained several advantages by detecting in a non-invasive 
way. AU680 analyzer calculates the sample analyzed with appropriate reagents 
[6]. The optimization issues are solved by bio-inspired algorithms like The Fruit 
fly optimization algorithm for Feature selection (FS) [7]. Cloud Computing is also 
applicable to medical services by employing a hybrid intelligent model to predict 
CKD [8]. As a whole, the result reveals that DT, GBT, and SVM classifiers along 
with chosen features have achieved good performance at 100% accuracy [9]. 
The advantage of utilizing the neural networks is that this model uses the hidden 
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layer for automatic feature combinations. It gains the physical indicators and 
semantic data in Electronic Health Records (EHR) to predict kidney disease [10]. 
This paper develops an automated intelligent chronic kidney disease prediction 
model to help medical practitioners in identifying normal and abnormal classes 
accurately. The important contributions of this article are described as follows:

•	 A novel Hybrid Flash Butterfly Optimization-based Kernel Softplus Extreme 
Learning Machine (HFBO-KSELM) approach is proposed for the accurate 
prediction of chronic kidney disease.

•	 The hybrid flash butterfly optimization (HFBO) algorithm selects optimal 
features and Kernel soft plus extreme learning machine (KSELM) is employed to 
improve the accuracy of the classifier.

The remaining part of this article is, in Sect. 2 the existing works are based on 
Chronic Kidneys. The proposed methodology based on Chronic Kidney Disease 
detection is presented in Sect. 3. The experimental results are explained in Sect. 4. 
Finally, Sect. 5, concludes the article.

2 � Related works

As mentioned in Table  1, Ma et  al. [11] developed the detection of CKD by 
using the deep learning model. In this paper, Heterogeneous Modified Artificial 
Neural Network (HMANN) was introduced to detect diseases early, segmental, 
and diagnose chronic kidney diseases by the Internet of Medical Things (IoMT) 
platform. The HMANN technique tested three classifiers  namely, which were 
obtained to find a better solution for this issue. As a result, the HMANN method 
improved the accuracy rate and minimized the computational time in the process of 
kidney stone prediction. On the other hand, it requires high processing time for big 
neural networks. Khamparia et al. [12] developed a concept using a Deep Stacked 
AutoEncoder (DSAE) method to classify CKD with multimedia data learning 
techniques. The main aim of this paper was the prediction of CKD at an early 
stage and it helps to reduce the treatment cost for patients. This paper introduced 
the Deep Stacked autoencoder (SAE) method for diagnosing CKD. SAE consists 
of two autoencoders stacked with a softmax classifier. However, a single-stacked 
autoencoder was unable to reduce input feature dimensionality.

Qin et al. [13] illustrated a Diagnosing chronic kidney disease using a machine-
learning methodology. The main objective of machine learning is to detect disease 
fast and accurately. The K-Nearest Neighbor (KNN) method was used for loading the 
values lost from the dataset. The established method achieved better performance by 
obtaining the KNN, RF, Feed-forward Neural Network (FNN), Logistic regression 
(LOG), Naïve Bayes classifier and SVM. Various parameters were obtained for 
evaluating the performance. But, this paper failed to collect more representative and 
complex data.

Bhaskar and Manikandan [14] established a deep-learning method for the 
automated diagnosis of chronic kidney disease. The CNN method was developed 
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for detecting Chronic Kidney Disease (CKD) accurately. The introduced sens-
ing approach is tested and evaluated by physicians. As the result, detecting CKD 
in deep learning techniques was more effective. Meanwhile, it does not perform 
very well when the data set has high noise.

Jerlin and Perumal [15] reviewed the diagnosis of Chronic Kidney Disease 
(CKD) classification by a Multi-Kernel Support Vector Machine and Fruit Fly 
Optimization (MKSVM-FLO) Algorithm. The CKD dataset contained 400 
sample images for patients. Some evaluation parameters such as accuracy, 
specificity, and sensitivity were applied to predict the efficiency. On the other 
hand, this method missed classifying all data sets.

Rubini and Perumal [16] developed a classification of chronic kidney disease 
based on a Hybrid Kernel Support Vector Machine and Gray Wolf Optimization 
(HKSVM-GWO) method. Medical data required a lot of training and information 
for prediction and reconstruction. So, in this paper HKSVM-GWO algorithm 
was introduced to classify and predict Chronic Kidney Disease (CKD). The 
experimental analyses were carried out and demonstrated that HKSVM-
GWO achieved a high accuracy rate of 97.26%. On the other hand, the system 
performance was not enhanced.

Siddhartha et al. [17] established a diagnosis of chronic kidney disease at an 
early stage using a Majority Vote-Grey Wolf Optimization (MV-GWO) algorithm. 
Controlling Chronic Kidney Disease (CKD) at an early stage was very important 
as it minimized the mortality rate and treatment cost. The MV-GWO algorithm 
was introduced to detect CKD using a CKD data set. The data set was collected 
from the UCI repository. They used different evaluation metrics to validate the 
introduced method, such as accuracy, sensitivity and F1-score to achieve better 
performance. Meanwhile, it is processed at in slow convergence speed and it falls 
easily into the local optimum.

Elhoseny et  al. [18] reviewed a concept for diagnostic classification and 
prediction for chronic kidney disease. The Density-based feature selection with 
Ant Colony-based Optimization (D-ACO) algorithm was introduced for the 
detection and classification of Chronic Kidney Disease (CKD) in healthcare 
services. The obtained performance metrics evaluated the parameters and 
enhanced the performance. The main disadvantages of this optimization were 
premature consolidation and stagnant output.

Rady and Anwar [19] illustrated the data mining techniques for predicting 
the severity stages of chronic kidney disease. The Probabilistic Neural Network 
(PNN) algorithm was used to identify the diagnostic errors. As a result, the 
data mining algorithm classified the severity stage and achieved the highest 
classification accuracy of 96.7%. Meanwhile, the PNN algorithm was slow 
compared to other existing algorithms and it required more memory.

Pasadana et  al. [20] discussed the kidney disease prediction by utilizing 
decision tree (DT). The objective of this paper was to compute the DT algorithms 
performance as well as comparing their performances. The UCIs CKD dataset 
was utilized for evaluating the performance and it contains attributes. The 
experimentation results showed that the design acquired higher accuracy for 
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identifying the chronic kidney disease (CKD). But this paper failed to develop the 
other advanced DT algorithms.

Jongbo et  al. [21] analyzed the ensemble approaches bagging and random 
subspace for the development of the chronic kidney disease diagnosis model. This 
paper aimed at enhancing the classification performance of the model by Naïve 
Bayes, Decision Tree and k Nearest Neighbors (KNN) classifiers. The result found 
that the KNN classifier based on a random subspace ensemble obtained a prediction 
accuracy. On the other hand, it was more expensive because it stored all the training 
data.

In recent studies, few papers based on chronic kidney disease prediction 
are referred and reviewed with certain drawbacks such as high expensive, high 
complexity, premature consolidation, stagnant output, slow convergence speed, 
misclassification of datasets, high dimensionality, high processing time, etc. Hence, 
the HFBO-KSELM algorithm is proposed for overcoming these limitations. The 
proposed HFBO-KSELM algorithm provides the effectiveness and robustness to 
detect chronic kidney disease.

3 � Proposed methodology

Chronic Kidney Disease (CKD) is considered a serious health disorder and its 
prevalence is increasing constantly. Despite taking numerous efforts to control its 
progression, it remains a major health burden because it shows no symptoms until 
it reaches an advanced stage. However, chronic kidney disease can be detected on 
time using an efficient machine learning algorithm. To fulfill this requirement, this 
paper proposes a new chronic kidney disease prediction model using Hybrid Flash 
Butterfly Optimization-based Kernel Softplus Extreme Learning Machine (HFBO-
KSELM) approach.

The raw chronic kidney disease dataset is initially preprocessed using data clean-
ing, data reduction as well as data transformation steps. These steps make the clas-
sification system easier to predict diseased and normal classes by enhancing the data 
quality. The features are then selected using a Hybrid Flash Butterfly Optimization 
algorithm. Finally, the KSELM algorithm accurately classifies benign and malignant 
classes separately. The architecture of the proposed model is presented in Fig. 1.

3.1 � Data pre‑processing

Before the process of classification, the data needs to be altered and cleaned [11]. 
Data pre-processing is defined as the transformation of raw data into an understand-
able design. The data preprocessing is considered the most significant phase and 
the data quality needs to be evaluated before providing it to the machine learning 
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techniques. The data pre-processing includes some the factors such as data reduc-
tion, data transformation, and data cleaning.

Data Cleaning Data cleaning processes remove inaccurate, incomplete as well as 
incorrect data from the dataset. Also, the missing values are replaced during the 
cleansing process.

Data Reduction The data reduction process assists in minimizing the data volume 
which makes the evaluation easier. In addition to this, reducing data minimizes 
storage space. During the reduction process, the dimensionality of the data is 
minimized and the data is compressed.

Data Transformation Data transformation refers to the changes made in the 
data structure or data format. The data transformation may either be simple or 
complex based on input data. The data transformation process includes smoothing, 
normalization as well as aggregation.

3.2 � Feature selection phase

The feature selection phase simplifies the overfitting issues, data realization as 
well as a storage size and minimizes the training cost to achieve high accuracy. 
The performances of the classifier are enhanced by selecting an appropriate feature 
and minimizing the computational time. In this paper, a Hybrid Flash Butterfly 
Optimization (HFBO) Algorithm is employed to select optimal features with greater 
accuracy.

Fig. 1   The architecture of the proposed model
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3.2.1 � Hybrid flash butterfly optimization (HFBO) algorithm

The firefly algorithm’s (FA) search strategy has taken and utilized butterfly vision 
for the local optimization in HFBO. The HFBOs every stage with the optimization 
phase is presented the switching parameter settings [22].

3.2.2 � Initialization phase

The butterflies’ population initialization is performed as irregular data. The initial 
statistical function expression is given as follows:

The above equation, Ymc,k and Yvc,k represent the lower and upper boundary of the 
problem accordingly, rand define a random number in [0, 1], and Yj,k defines the j th 
solution for k th dimension. This strategy is utilized for the population initialization 
position of the swarm intelligence algorithms.

3.2.3 � Solution encoding

The main objective of solution encoding is to minimize redundant features and 
error percentages between predicted and actual features for categorizing benign 
and malignant classes of chronic kidney disease datasets. If the dataset contains x 
number of features, 1 + x decision variables are taken into account for determining 
bandwidth and selecting features in the HFBO algorithm. Among total variables, 
the initial one is assumed as kernel bandwidth while the remained ones are assumed 
as features. The variable’s value lies in the range [0, 1]. When the variable value 
becomes larger than 0.5, the related features are selected or else not.

3.2.4 � Fitness determination

The HFBO algorithm then transforms the encoded solution into binary values as 0 
and 1 to signify the data chosen from the data. If the feature is chosen from the data, 
the solution vector’s dimension zDim

j
 is represented by ‘1’ and if the feature is not 

chosen from the data, the solution vector’s dimension is depicted as’0’. The below 
expression signifies the transformation of the solution vector to binary values,

The fitness is numerically derived as,

(1)Yj,k = Ymc,k + rand ×
(
Yvc,k − Ymc,k

)

(2)zDim
j

=

⎧
⎪⎨⎪⎩

1, zDim
j

≥ 0.5

0, zDim
j

< 0.5
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Here the terms �1 �2 indicate the weight values of error rate and selected feature 
respectively where, �1 = [0, 1] and �2 = 1 − �1 . Also, the term accuracy (KSELM) 
depicts the accurate verification rate utilizing KSELM; nw and n∗ represents wrongly 
classified data samples and correctly classified data samples, respectively.

3.2.5 � Optimization phase

The optimization phase Gs+1
j

 is computed in the following equation.

During the HFBO search stage, sensory modality d sets to an irregular number in 
(0,1). The confused and disordered strategy is utilized for updating the one-dimen-
sional chaotic mapping because of the interval (0, 1) of the parameter d . This strat-
egy is used for the swarm intelligence algorithm’s population initialization position.

3.2.6 � Global search

� is replaced by the parameter q and the global search movements and are calculated 
in the below equation.

The above equation Ys
j
 defines the solution vector Yj of the j th iteration and � is 

represented as a random number in (0, 1), hb representing the current best location 
identified in all the solutions in the present stage. The Parameter � is considered a 
scaling factor and is used for adjusting the distance between the best solution and j 
th butterfly.

3.2.7 � Local search

The optimal values are searched by the individuals and the two phases of HFBO are 
changed. The butterfly’s vision is taken into the HFBO’s local search phase. The 
numerical expression of the butterfly’s search stage is given below.

(3)fitness = �1 ⋅

[
1 − accuracy (KSELM)

]
+ �2 ⋅

||||
Selected features

Total features

||||

(4)accuracy (KSELM) =
nw

nw + n∗

(5)Gs+1
j

= d ⋅

(
Gs

j

)b

(6)Ys+1
j

− Ys
j
+
(
�2 × hb − Yj

)
× Gs

j

(7)Ys+1
j

= Ys
j
+ � ×

(
Yl
j
− Ys

k

)
+ �. �
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From the above equation, Yl
j
 and Ys

k
 are the search agents in local search space. � 

denotes random value like � ∈ [−0.5, 0.5] and � represents a random number in 
[0,1].

3.2.8 � Switch parameter (SP)

Conversion of intensive local search and normal global search is done by setting the 
switch parameter. The random production of number in every iteration is [0, 1] is 
happened for conducting a local or global search with the comparison of SP. Then 
the local search stage is performed by setting the value to 0 and the global search is 
performed by SP to 1.

3.2.9 � Chaotic map and parameter ı

Chaos is the usual event in nonlinear systems. The one-dimensional map’s classical 
mapping is the logistical mapping and it is expressed in the below equation.

From the above equation, � represents the chaotic factor, � � ∈ (0, 4).

3.2.10 � Complexity analysis

The time complexity manifests the algorithm’s performance and it supports computing 
the time complexity algorithm. These happen when there is a limited duration to 
identify the value of global optimum. The final complexity of HFBO is given in the 
equation as follows:

From the above equation,m represents maximum evaluation, Sn represents maximum 
evaluation, P(me) represents the time complexity of the initialization phase, P

(
Snme

)
 

represents calculation fitness of all agents, P
(
Snm

2 logm
)
 represents position updating, 

P
(
Snm

)
 represents the quick sort, and P

(
Snme

) is updating parameter cost.

3.3 � Data classification

This section provides a comprehensive illustration of the proposed KSELM-based 
chronic kidney disease prediction model for accurate classification of benign and 
malignant classes. An elaborate description of the KSELM algorithm is delineated in 
the following sub-sections.

(8)xm+1 = � ⋅ xm ⋅

(
1 − xm

)

(9)
P(IGCPB) = P(me) + P

(
Sn
)
P
(
me + m2 +me

)
≈ P

(
Sn
)
P
(
me + m2 logm + m2 +me

)

(10)P(IGCPB) = P
(
Sn × m × (2e + m logm + m)

)
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3.3.1 � Kernel‑based soft plus extreme learning machine (KSELM)

A kernel-based soft plus extreme learning machine (KSELM) with selected features is 
utilized to classify the chronic kidney disease dataset as normal and abnormal [23, 24]. 
The most advanced learning approach is ELM. Sometimes this ELM’s input and hidden 
layers are unsuitable because it chooses biased parameters and weight arbitrarily.

To shortcoming, this problem of ELM, kernel-based ELM is introduced in this 
paper. KELM removes the input and invisible layer’s weight initialization conception. 
The framework of the KELM model is presented in Fig. 2.

(YP , ZP) is a training set that consists of n samples.H represent the hidden later in 
KELM. FY represent the ELM’s implementation function. This scenario is mathemati-
cally formulated as follows:

The output of the ELM is formulated as follows:

From the above equation, WP and �P is represented as the output of the hidden 
neuron. The invisible layer in terms of input Y  is denoted as H(Y).BP is repre-
sented as the dependence of the secret neuron.

(11)
H∑

P=1

± �PF(YP) =

H∑
P=1

± �PF
(
WP ⋅ YP + BP

)
= ZQ where Q = 1, 2, 3,… n

(12)NH(Y) =

H∑
P=1

± �PF
(
WP ⋅ YP + BP

)
= � ⋅ H(Y)

Fig. 2   KSELM model
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Sometimes, the total number of invisible neurons is very low compared to the 
total number of training samples due to the Non-square matrix of parameter S. 
Since the matrix β is not squared it is necessary to obtain β to estimate the weight 
of the output neuron

The s ∗ is represented as the outcome of the KELM needs weight parameter. 
The matrix S is denoted as the Moore–Penrose generalized inverse S*.

From the above equation, the evaluation � (output weight) is added to ELM 
during the kernel process by computing a positive value 1

V
 . V  is represented as a 

boundary user-defined. The feature mapping of the secret layer is unrecognized, 
and then they introduce the ELM’s kernel function. � is represented as the kernel 
function of the EML. This scenario is simulated as follows:

From the above equation, the Kernel function is represented as k(YP, YQ) . The 
kernel function output is defined as follows:

The Different kinds of kernel functions namely polynomial and radial basis 
functions are used with ELM.

Soft plus ELM The soft plus ELM is represented as follows:

The KSELM algorithm is evaluated using a chronic kidney disease dataset con-
taining multivariate characteristics with 400 instances and 25 attributes. The pre-
processed data are split into two divisions testing data and training data. The data 
which are selected for training are extracted and classified using the KSELM algo-
rithm while the remaining data are directly tested to evaluate the classification accu-
racy of the model. To obtain better classification performance with minimal error 
and enhanced generalization, the soft plus activation function is utilized at the output 
layer. Thus, the KSELM algorithm effectively predicts the kidney disease instances 
and accurately segregates them into two distinct classes (ie. benign and malignant) 
as mentioned in Fig. 3.

(13)�� = s ∗ u

(14)� = st
(
1

V
+ sst

)−1

u

(15)�ELM = sst ∶ �ELMPP,Q
= H(YP) ⋅ H(YQ) = k(YP, YQ)

(16)

⎡⎢⎢⎢⎢⎣

k(Y , Y1)

.

.

.

k(Y , Y1)

⎤⎥⎥⎥⎥⎦

t

�
1

V
+ �ELM

�−1

u

(17)G(Y) = IN(1 + EV )



17158	 P. Yadav, S. C. Sharma 

1 3

Fig. 3   Chronic kidney disease 
classification

Table 2   Chronic kidney disease 
data Dataset characteristics Multivariate

Associated tasks Classification
Number of attributes 25
Attribute characteristics Real
Number of instances 400
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4 � Results and discussion

The Hybrid Flash Butterfly Optimization-based Kernel Softplus Extreme Learning 
Machine (HFBO-KSELM) algorithm is proposed for diagnosing chronic kidney dis-
ease. The Chronic Kidney Disease dataset is chosen for predicting CKD. The met-
rics namely precision, specificity, recall, accuracy, F1-score and computational time 
were utilized for performance evaluation. The implementation is conducted under 
the Python platform which contains an Intel Core i5 processor, 8 GB RAM, win-
dows10 and a 64-bit operating system.

4.1 � Dataset description

The dataset of chronic kidney disease (CKD) is collected from the website https://​
archi​ve.​ics.​uci.​edu/​ml/​datas​ets/​Chron​ic_​Kidney_​Disea​se. The dataset is acquired 
from the UCI repository which consists of sample data from 400 patients. Different 
classes of characteristics are considered Table 2 depicts various attributes of chronic 
kidney disease data.

4.2 � Hyperparameter configuration

The parameter configuration of the proposed HFBO-KSELM algorithm is described 
in Table 3.

4.3 � Evaluation metrics

To validate the performance of the proposed HFBO-KSELM technique, a few met-
rics namely precision, accuracy, specificity, recall, F1-score, and computational 
time were utilized. True positive ( Ntrue positive ) signifies the correctly predicted posi-
tive class, false negative ( Nfalse negative ) indicates the inaccurately diagnosed sam-
ples, false positive ( Nfalse positive ) represents the positive samples were mistakenly 

Table 3   Parameter configuration Methods Hyperparameters Ranges

HFBO Power exponent 0.1
Attractiveness 1
Chaotic factor 4
Sensory modality 0.35
Maximum number of iteration 500
Switch probability 0.6

KSELM Learning rate 0.001
Batch size 120
Maximum number of epochs 300

https://archive.ics.uci.edu/ml/datasets/Chronic_Kidney_Disease
https://archive.ics.uci.edu/ml/datasets/Chronic_Kidney_Disease


17160	 P. Yadav, S. C. Sharma 

1 3

diagnosed as negative and true negative ( Ntrue negative ) denotes the correctly predicted 
negative class.

4.3.1 � Accuracy ( A
c
)

The accuracy refers to the probability of accurately classified samples to the total 
samples that are expressed as,

4.3.2 � Precision ( P
r
)

Precision is computed as the ratio between the number of true positives to the sum 
of false positives and true positives. The precision can be derived by using the below 
equation,

4.3.3 � Recall ( R)

The ratio among the total number of accurately classified positive samples to the 
sum of true positive samples and false negative samples is referred to as recall. The 
recall is derived as,

4.3.4 � F1‑score (F)

F1-score is the harmonic mean of precision and recall that is formulated as below,

4.3.5 � Specificity ( S)

Specificity is calculated as the probability between the number of true positives to 
the sum of total false positives and true negatives. The sensitivity is denoted as,

(18)Ac =
Ncorrect samples

Ntotal samples

(19)Pr =
Ntrue positive

Nfalse positive + Ntrue positive

(20)R =
Ntrue positive

Ntrue positive + Nfalse negative

(21)F = 2 ×
Pr × R

Pr + R
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4.3.6 � Computational time

The computational time is the time required to complete their task or computational 
process and the unit of the computational time is seconds.

(22)S =
Ntrue negative

Nfalse positive + Ntrue negative

Fig. 4   ROC/AUC curve

Table 4   Performance rate 
of proposed HFBO-KSELM 
algorithm

Method Metrics Ranges

Proposed HFBO-KSELM 
algorithm

Accuracy 97.8%

Precision 97.4%
Recall 96.9%
Specificity 97.5%
F1-score 97.1%
Computational time 2.3 s
ROC/AUC​ 97%
Training accuracy 97.8%
Testing accuracy 94%
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4.4 � Performance evaluation

The ROC/AUC curve is plotted between recall and specificity which is described in 
Fig. 4. ROC represents the trade-off between recall and specificity as well as AUC is 
the probability of random positive samples being positioned to the right side of the 
random negative samples. The proposed HFBO-KSELM algorithm shows a ROC/
AUC rate of 0.97 which is the best performance rate compared to other previous 
approaches. The HFBO-KSELM algorithm accurately predicts chronic kidney dis-
ease, due to its high performance of ROC/AUC.

Each class has two types of cases such as benign and malignant. The 
performance rate of the proposed HFBO-KSELM algorithm by using various 
metrics is described in Table 4.

Fig. 5   Training and testing accuracy

Fig. 6   Confusion matrix
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The two different periods of training accuracy and testing accuracy are 
denoted in Fig. 5. Here, 80 percent of data is selected for training accuracy, and 
the residual 20 percent of data is given to testing accuracy. The training accu-
racy of the proposed HFBO-KSELM algorithm is 0.978 and the testing accuracy 
of the proposed HFBO-KSELM algorithm is 0.94.

The actual class and prediction class of the proposed HFBO-KSELM algo-
rithm is explained in the confusion matrix formation that is represented in Fig. 6.

Fig. 7   Comparative analysis of precision

Fig. 8   Comparative analysis of recall
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4.5 � Comparative analysis

For performance evaluation, a few state-of-the-art methods namely KSELM [23], 
HKSVM-GWOalgorithm [16], MKSVM-FLOalgorithm [15], DL-HMANN [11], 
MV-GWO algorithm [17], are compared to proposed HFBO-KSELM algorithm.

Figure  7 portrays the precision rate of various methods namely KSELM, 
MKSVM-FLO, HKSVM-GWO, MV-GWO, DL-HMANN, and proposed 
KSELM-HFBO. From this comparative analysis, the proposed HFBO-KSELM 
algorithm attains a high-performance rate of 97.4% which effectively diagnoses 

Fig. 9   Analysis of specificity

Fig. 10   Analysis of F1-score
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chronic kidney disease and the MKSVM-FLO algorithm has a low precision rate 
of 80%. Remaining methods like KSELM, HKSVM-GWO, MV-GWO, and DL-
HMANN attained the precision rate of 86%, 91%, and 93%, respectively. The pro-
posed HFBO-KSELM algorithm gives better outcomes rather than other state-of-
the-art methods.

Recall analysis is performed by using different methods namely KSELM, 
MKSVM-FLO, HKSVM-GWO, MV-GWO, DL-HMANN, and proposed HFBO-
KSELM depicted in Fig.  8. The proposed HFBO-KSELM algorithm comprises 

Fig. 11   Accuracy analysis

Fig. 12   Analysis of computational time
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a superior recall rate of 96.9% and the MKSVM-FLO algorithm has the lowest 
recall rate of 78%.

In Fig.  9, the analysis is carried out and the graph is plotted for the proposed 
HFBO-KSELM approach with other existing approaches like KSELM, MKSVM-
FLO, HKSVM-GWO, MV-GWO, and DL-HMANN. The experimental evaluation 
is conducted for each respective method to effectively forecast chronic kidney dis-
ease and the results showed that the specificity rate is acquired at 97.5%.

Figure  10 illustrates the comparative analysis of the F1-score and the graph 
is plotted for the KSELM approach with other existing approaches like KSELM, 
MKSVM-FLO, HKSVM-GWO, MV-GWO, and DL-HMANN. The results and 
observations showed that the proposed HFBO-KSELM in classifying chronic dis-
ease achieves a high F1-score of 97.1%.

4.6 � Discussion

Figure 11 denotes the accuracy of different methods like KSELM, MKSVM-FLO, 
HKSVM-GWO, MV-GWO, DL-HMANN, and proposed KSELM-HFBO. The pro-
posed HFBO-KSELM algorithm has a high performance in the prediction of CKD 
because this proposed HFBO-KSELM technique achieves a high accuracy rate of 
97.8%. Other state-of-the-art methods such as KSELM, MKSVM-FLO, HKSVM-
GWO, MV-GWO, and DL-HMANN comprise the accuracy rate of 84%, 88%, 90%, 
and 95%, respectively. Figure  12 illustrates the comparative analysis of computa-
tional time the graph is plotted for the proposed KSELM approach with other exist-
ing approaches like KSELM, MKSVM-FLO, HKSVM-GWO, MV-GWO, and DL-
HMANN. The performances are validated by the computational time for a selected 
classifier. The computational time for classifiers is considered. The Outcome showed 
that the proposed approach achieved a low computational time of 2.3 s when com-
pared to other approaches.

5 � Conclusion

The proposed HFBO-KSELM algorithm contains two kinds of classes for deleting 
chronic kidney disease. The CKD dataset is acquired from the UCI repository 
which consists of sample data from 400 patients. To validate the performance of 
the proposed HFBO-KSELM technique, a few metrics namely precision, F1-score 
recall, accuracy, specificity, and computational time were utilized. For performance 
evaluation, a few state-of-the-art methods namely the MKSVM-FLO algorithm, 
HKSVM-GWO algorithm, MV-GWO algorithm, and DL-HMANN are compared to 
the proposed HFBO-KSELM algorithm. In the comparative analysis, the proposed 
HFBO-KSELM algorithm attained an accuracy of 97.8%, a precision of 97.4%, a 
recall of 96.9%, a specificity of 97.5%, F1-score of 97.1%, a computational time of 
2.3 s, training accuracy of 0.978, testing accuracy of 0.94 and ROC/AUC of 0.97, 
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respectively. The experimental result showed that the proposed HFBO-KSELM 
algorithm provides the effectiveness and robustness to detect chronic kidney disease. 
Meanwhile, the cost required for implementation is high and hence various other 
chronic diseases cannot be determined. In future, we will predict various other 
chronic trouble factors such as diabetes, hypertension, and kidney failure family 
history by utilizing a new dataset.
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