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Abstract
In recent years, personalized dialogue systems have drawn growing attention as they 
can serve as a personalized assistant for a specific user. A key feature of personalized 
dialogue systems is the ability to maintain the consistent personality and contextual 
expression that matches the user’s individual style and needs. Numerous approaches 
have been developed for creating personalized dialogue systems. However, most 
existing approaches depend heavily on explicit persona information, such as prede-
fined persona-defining sentences or key-value persona data. When using predefined 
explicit user persona knowledge in real-world situations, users need to spend more 
time crafting clear and descriptive persona information. To address this issue, we 
introduce IMPACT, a generative-based personalized dialogue model that leverages 
dialogue history to discover implicit persona knowledge. Both implicit and explicit 
persona knowledge are equally valuable. IMPACT is designed to discover the user’s 
personalized expression style within dialogues and generate responses that reflect 
the consistent style. Achieving dialogue consistency requires modeling the complex 
relationships between the user’s message, persona, and dialogue history. In addition, 
we use an unlikelihood training objective to optimize the model and further improve 
dialogue consistency. We conduct comprehensive experiments on two large datasets, 
and the results show that our method outperforms all baseline models.
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1 Introduction

Developing a personalized open-domain dialogue system is a fascinating yet 
challenging area of study that has garnered significant attention from both aca-
demic and industrial communities. While there are numerous dialogue methods, 
certain challenges still exist and have yet to be effectively addressed [1]. One of 
the major challenges in this field are dialogue consistency [2, 3]. Ensuring dia-
logue consistency in open-domain dialogue systems is an ongoing challenge. Two 
widely adopted strategies to improve response consistency are persona consist-
ency and contextual consistency. The responses must be coherent and consistent 
with persona knowledge and dialogue history. In the open-domain dialogue sys-
tems, explicit persona knowledge refers to a set of descriptive sentences and the 
features that determine the expression, personality and behaviors. Recent theo-
retical advancements have emphasized the importance of dialogue systems exhib-
iting consistent persona characteristics to establish and maintain long-term user 
trust. A well-designed dialogue system should avoid generating responses that 
contradict its predefined persona knowledge and previous responses in terms of 
logic and reasoning. Therefore, equipping dialogue systems with consistent per-
sona and generating responses that maintain a consistent expression are critical 
research tasks.

A few attempts have been made for personalized dialogue generation. Zhang 
et  al. [4] create the PersonaChat dataset and utilize a memory network to store 
and retrieve persona knowledge. This research represents a relatively novel area 
of study. Song et al. [5] exploit persona knowledge from context and incorporate 
a conditional variational autoencoder(CVAE) model to generate diverse conver-
sations. Previous research has focused on manually constructing explicit persona 
knowledge, which can take the form of personalized descriptions [6] or key-value 
formatted persona knowledge [7]. The studies mentioned above primarily aim at 
incorporating explicit persona knowledge into the responses but may need to look 
into the implicit persona knowledge derived from the dialogue history. Implicit 
persona reflects the hidden character of interlocutors. It is always hidden in dia-
logue history. Therefore, there is a need for research that can effectively integrate 
both explicit and implicit persona knowledge. A significant amount of implicit 
persona knowledge can be derived from the dialogue history, making it a prom-
ising approach for discovering such information [8–11]. Incorporating implicit 
persona knowledge into dialogue systems can also significantly enhance dialogue 
consistency. In the following section, we will discuss the advantages of leverag-
ing implicit persona knowledge.

Based on the above discussion, we propose integrating implicit and explicit 
persona knowledge to generate more consistent and contextually appropriate 
responses. The advantage of implicit persona knowledge can be summarized in 
two parts. Firstly, when it comes to convenience and extensibility, implicit per-
sona knowledge is often more favorable than explicit persona knowledge. Acquir-
ing a significant amount of explicit persona knowledge requires extensive man-
ual labeling, which can be a labor-intensive and time-consuming process. In a 
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practical setting, users may also be unwilling to provide labels for personalized 
sentences, making it difficult to gather such data at scale. Furthermore, implicit 
persona knowledge is more easily updated as the dialogue history accumulates, 
since it is naturally learned over time. Implicit persona knowledge is more flexible 
and adaptable compared with explicit persona knowledge. Secondly, various per-
sonalized expressing characteristics regularly hide in the dialogue history. Here, 
the personalized expressing characteristics mean the personalized attributes(e.g., 
dialogue habit, prerequisite knowledge, and preferences). These personalized 
attributes are valuable to enhance the dialogue system’s ability to generate coher-
ent responses. As illustrated in Fig. 1, implicit persona knowledge can be derived 
from the dialogue history, as users with different persona knowledge may respond 
differently to the same question. This demonstrates personalized expression char-
acteristics can be concealed within the dialogue history. Personalized expression 
characteristics become a valuable source of information for dialogue systems. 
Taking the question Where do you live and what did you do today? as an example 
shown in Fig. 1, the user with personas I live in New York. and I love sandwich. 
replies I live in New York and I will be making some sandwiches today., the user 
with persona I live in Midwest America. replies I live in Midwest America.. As 
shown in Fig. 1, the dialogue history shows user B thinks listening to music is 
a good way to release stress when user B receives the question What do you do 

Fig. 1  Different users reply differently to the same question. The implicit persona knowledge is hidden in 
the dialogue history
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when you’re unhappy?, user B replies I love to read or listen to music. Most exist-
ing personalized dialogue generation methods use explicit persona information 
for dialogue generation. Persona information is expensive to label. It is necessary 
to model the user’s persona information from dialogue history.

Motivated by the positive impact of leveraging implicit persona knowledge, we 
have developed a new dialogue model named IMPACT which focuses on integrating 
implicit persona knowledge from dialogue history. Our proposed approach involves 
generating a consistent response from two perspectives: discovering implicit person-
alized characteristics and modeling a consistent expressive style through contextual 
and persona consistency. The former aims at discovering implicit personalized char-
acteristics from the dialogue history and explicit persona knowledge. The latter con-
siders the interdependent relationship between the current query, the user’s persona 
and the dialogue history to ensure consistency. However, existing approaches often 
lack clear and consistent modeling objective. To address this, we utilize unlikeli-
hood training objective [12] to improve dialogue consistency.

To be more specific, we first develop a personalized characteristics discovering 
module that utilizes multi-layer attentive modules to capture multi-grained person-
alized characteristics. We simultaneously execute self-attention and cross-attention 
with historical responses, related posts, explicit persona knowledge and current 
query at each layer. By doing so, we can obtain personalized attributes and better 
understand the contextual relationships between responses and historical posts. Sec-
ondly, we build a dialogue consistency matching module to model dialogue consist-
ency. We model the relationship between the current query and the dialogue history 
from two perspectives: contextual-level relevance and word-level relevance. Addi-
tionally, we model the relationship between the current query and persona knowl-
edge similarly. Finally, we integrate three matching features in the fusion process to 
generate the most appropriate response. Moreover, since these methods lack a con-
sistency modeling objective, we employ the unlikelihood training objective to miti-
gate inconsistent responses. To validate the effectiveness of our proposed model, we 
conduct comprehensive experiments on two publicly available datasets. We evaluate 
the model using automatic and human evaluation metrics for personalized response 
generation. Furthermore, we test our method in a persona-sparse setting since not all 
dialogues require the integration of persona knowledge. Experimental results show 
that our model outperforms all baseline models. Our contributions are threefold:

• To generate consistent responses, we propose IMPACT to model the personal-
ized expression characteristics and construct the implicit persona knowledge 
from dialogue history.

• We model the inner relations between the query, persona and dialogue history 
from multi-views, including contextual consistency and persona consistency. 
Moreover, we employ the unlikelihood training objective to alleviate the incon-
sistency expressed.

• We carry out comparative experiments in various environments to prove the 
effectiveness of our method. Extensive experiments show that our model outper-
forms all the baseline models.
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2  Related work

As a challenging task in natural language processing, dialogue systems have 
attracted significant attention from researchers due to their broad application. Pre-
vious dialogue systems, such as Parry [13] and Eliza [14], aim to imitate human 
dialogue behavior to pass various Turing tests. Generally speaking, there are two 
kinds of dialogue systems: task-oriented and non-task-oriented dialogue systems. 
Task-oriented dialogue systems [15–19] are designed for specific purposes, such as 
flight reservations, hotel bookings, customer service, technical support, and other 
particular fields. They have been successfully employed in some real-world appli-
cations. Generally speaking, there are two types of dialogue systems: task-oriented 
and non-task-oriented. Task-oriented dialogue systems, such as those used for flight 
reservations, hotel booking, customer service, technical support, and other specific 
fields, have been successfully employed in real-world applications. On the other 
hand, non-task-oriented dialogue systems are more challenging to develop as they 
aim to generate open-ended conversations. Personalized dialogue generation is one 
of the most active research topics in non-task-oriented dialogue systems, which aims 
to generate persona-aware responses in multi-turn conversations [20–22].

Recently, personalized dialogue generation has attracted interest from various 
fields, and a significant amount of influential work is aimed to construct personal-
ized dialogue systems [23]. Li et al. [24] and Zhang et al. [25] incorporate persona 
knowledge by encoding it into a vector and then decoding it in the utterance predic-
tion process to capture individual characteristics. Such approaches require conversa-
tional data tagged with user persona, which can be costly to obtain for large amounts 
of data. Therefore, Wang et al. [26] introduce personalized models with only cate-
gorical attributes (e.g., gender, hobbies, and location). The categorical attributes are 
converted into vectors and fed into the decoder for response generation. However, 
user identities are often unavailable, which makes external supervision difficult. 
Therefore, Zhang et al. [27] design a neural dialogue model that generates consistent 
responses by preserving specific features that are correlated to personas and top-
ics. Cheng et al. [28] introduce a novel approach for studying dynamically updated 
speaker embeddings in conversational contexts. Unlike other methods that require 
external supervision-specific data, this approach leverages dialogue data to train 
persona feature extractors and self-supervised topics. The resulting neural model 
captures the nuances of speakers’ personalities and conversational topics, which can 
be used for content ranking in dialogue action estimation. This approach has the 
potential to improve the effectiveness of conversational agents and other dialogue-
based systems by enabling them to better understand and respond to users’ needs 
and preferences.

Although Ouchi et al. [29] and Zhang et al. [30] prove that user embedding is an 
efficacious arrangement to restrict the characters of speakers, penalization in these 
models is handled implicitly and, therefore, not easy to interpret and control in pro-
ducing desired replies. So the researchers begin modeling the user embedding with 
explicit persona knowledge. Qian et al. [31] propose an explicit persona model to 
produce well-organized replies considering a specified user profile. The personality 
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chatbot is defined by a key-value form composed of gender, hobbies, names, or other 
relative factors. Over a generation, the model first picks the key-value pairs from the 
profile and then decodes a reply from backward and onward. XiaoIce also applies 
an explicit persona model [32]. Many personalized dialogue datasets have been pro-
posed to develop models. The explicit personal information is human-annotated. 
Persona-Chat [4] is such a dataset that has extensively promoted the development of 
this field. Along with the Persona-Chat, Zhang et al. [5] introduce a structure based 
on memory mechanism to exploit persona knowledge from context and apply a con-
ditional variational autoencoder(CVAE) to produce sustainable and various conver-
sations. Owning to the one-stage decoding model can relieve inconsistent persona 
words generation barely. Thus, Song et al. [33] introduce a three-stage framework 
employing a generate-delete-rewrite mechanism to remove inconsistent words from 
a produced reply prototype and re-write it to a personality-consistent one. However, 
most daily conversations do not aim to show their personality within narrow turns 
of interactions. Namely, the dialogues from the real world are not generally related 
to the speaker’s personality. Based on this fact, Zheng et al. [34] release a Chinese 
persona-sparse dataset PersonalDialog which guides the model to imitate the con-
versation between people in the real world. The above methods to increase dialogue 
consistency are used to explicitly define a set of agents and learn to generate a per-
sonalized response. However, such methods need a more consistent modeling pro-
cess, these personalized dialogue models still have the inconsistency challenge [35]. 
So Welleck et  al. [35] frame the consistency of the dialogue generation task as a 
natural language inference(NLI) task. They make a novel natural language inference 
dataset called Dialogue NLI (DNLI). To discover the consistent relations between 
attribute information and reply, Song et al. [7] create a large-scale human-annotated 
dataset called KvPI, which labels the relation between profile and response. To use 
the persona knowledge correctly and generate consistent responses, Xu et  al. [36] 
propose the Persona Exploration and Exploitation(PEE) framework, extending the 
persona description with semantically correlated content before exploiting them to 
produce dialogue responses.

In the above, we have discussed the methods of building personalized dialogue 
systems, which control conversation generation using explicitly defined user persona 
knowledge. The existing challenges of modeling personalized dialogue methods can 
be concluded in three points: (1)The most existent approaches need to be more suf-
ficient in modeling the psychological personality of speakers from dialogue history. 
(2)Ignore the inner relations between the user’s message, persona and dialogue his-
tory. (3)Lack of modeling consistency training objective. Next, we will introduce 
our model in detail from the above three challenges.
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3  Methodlogy

3.1  Task formulation

Personalized dialogue generation consists in predicting an utterance R, given a 
context x = {q,K,H} that includes dialogue query q, persona sentences K and dia-
logue history utterances H from interlocutors who take continuous turns. Response 
requires to reflect the personality defined by persona knowledge K. More impor-
tantly, the response requires consistency with persona K and previous responses in 
the dialogue history H.

3.2  Preliminary

The general goal of Personalized dialogue systems is to generate the most proper 
response which reflects explicit and implicit persona. The generative dialogue model 
is to predict the output distribution p� (r∗ ∣ q,K,H) for a given message q under the 
dialogue history H and given persona knowledge K. For a single-turn dialogue system, 
H = ∅ and responses are generated from the above distribution for input message q 
and persona knowledge K. For a multi-turn dialogue system, H is the context of the 
previous conversation turns. This work investigates generating an inconsistent response 
in a multi-turns dialogue system. We divide the problem of consistency into context 
consistency and persona consistency. The consistent issue can be formally defined as: 
given the dialogue history H, and a set of persona knowledge K = {k1, k2, ..., kn} , to 
generate a response r∗ based on H and K. Moreover, r∗ should be consistent with the 
persona knowledge set K and dialogue history H, which means NLI category between 
r∗ , ∀K,H, NLI(r∗,K) ∈ {E,N}, NLI(r∗,H) ∈ {E,N} , where E and N mean entail-
ment and neutral, respectively. The notations used in this paper defined in Table 1.

Table 1  Notations Notation Definition

r∗ Predicted response
Rc Personalized expression representation
qt Current dialogue query
H Dialogue history utterances
K Explicit persona knowledge
p Dialogue post
r Dialogue response

r
j

l
l turn’s response after j layer

p
j

l
l turn’s post after j layer

Pc,Qc Cross-attention for persona and current query
Pl Persona of l-th layer
ql Query of  l-th layer
Ms Personalized matching matrix
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3.3  IMPACT overview

Two significant aspects impact the consistency of the dialogue agent’s expression. 
First, the dialogue agent should be consistent with previous personalized expression 
regarding the dialogue history. The preferred expression usually determines such 
a personalized expression manner. Second, how a dialogue agent generates a per-
sonalized response is also conditioned on the internal relations between the current 
query, personalized preference and dialogue history. Given the same dialogue query, 
different users may provide different reactions, and we attempt to gain personal-
ized preference from dialogue history. Based on this, we presume the personalized 
description consists of two aspects: (1) personalized expression manner S and (2) 
consistency matching style CH , CP and CK which measure the context consistency 
and persona consistency, respectively.

Figure 2 shows the structure of IMPACT. Specifically, we first build a Person-
alized expression Cognition module(in Sect. 3.5), which intends to cache the per-
sonalized expression representation gS utilizing dialogue historical reactions. Next, 
we design dialogue consistent matching module(in Sect.  3.6) which measures the 
consistency degree between persona knowledge gCK and dialogue history gCH , gCP . 
Then, three matching modules match separately, and in the model fusion module(in 
Sect. 3.7), we merge three types of features to figure out the final matching grade. In 
the remaining parts of this section, we will introduce each component’s details.

Fig. 2  Main framework of our method
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3.4  Foundation: attentive module

In this part, we demonstrate the fundamental module in our method, the attentive 
module, which is a necessary part of our approach. Inspired by previous works [37, 
38], we employ the attentive module to transform the semantics under the dialogue 
context into embedding representation. Attentive Module is a variant of Trans-
former structure [39]. Compared with the multi-head attention layer employed in 
Transformer, the attentive module only adopts one head for attention. Specifically, 
attentive module Attn(Q,K,V) takes Q ∈ ℝ

l×d , K ∈ ℝ
l×d , and V ∈ ℝ

l×d as input, 
where l and d denotes the sequence length and the number of hidden dimensions, 
respectively. The attentive module maps Q, K, V to a weighted output. Weights are 
calculated by making each token focus the tokens in critical sentences by scaled dot 
production:

Then we employ the residual connection with layer normalization to obtain a better 
representation and keep the gradient from vanishing. The final result is computed 
from a feed-forward network(FFN) with ReLU activation:

where x has same shape with query Q, b and W are trainable parameters. We denote 
the above process as fAttn(⋅, ⋅, ⋅).

3.5  Personalized characteristics discovering module

It is important to incorporate personalized expression into the conversation to ensure 
that a personalized dialogue system can generate coherent and consistent responses 
that accurately reflect a user’s persona. This can be achieved by developing a Person-
alized Characteristics Discovering Module to analyze a user’s historical responses 
and identify patterns in their preferred speaking style. User personas and dialogue 
history are modeled in an interactive style. Then, we obtain persona-related repre-
sentations from the dialogue history, that is implicit persona information. Finally, 
we integrate the captured multi-views persona features and use them for downstream 
personalized response generation.

Formally, given dialogue history H = {(p1, r1), (p2, r2), ..., (pt−1, rt−1)} , persona 
knowledge K and dialogue query at t time step qt . The personalized Characteristics 
Discovering Module aims to get a matching vector gS(qt,K,H) , which mines the 
personalized feature from persona K and historical context. The personalized match-
ing module achieves the goal via three layers, Semantic Extraction Layer, Interac-
tion Layer and Fusion Layer. Semantic Extraction Layer models multi-grained 
semantic representations for historical response and persona knowledge. Knowledge 
Interaction Layer executes matching operation at each semantic scale. Fusion Layer 

(1)Attn(Q,K,V) = softmax

�
Q ⋅ K⊤

√
d

�
V

(2)FFN(x) = ReLU
(
�

�
⋅ x + b1

)
⋅�

�
+ b2
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fuses matching signals between historical response and persona knowledge to obtain 
gS(qt,K,H) . We will introduce these layers in detail as follows:

Semantic Extraction Layer aims to gain multi-grained semantic representa-
tion Rj

c = {r
j

0
, r

j

1
, ..., r

j
n} for personalized style, and it also get the cross-attention 

representations P
j
c = {c

p

0
, c

p

1
, ..., c

p
n} , K

j
c = {ck

0
, ck

1
, ..., ck

n
} for historical response 

rj, j ∈ [1, t − 1] , dialogue query q and persona knowledge K by n attentive modules.
Taking j − th response rj as example, we employ Rj

c = {r
j

0
, r

j

1
, ..., r

j
n} to represent 

the contextual semantic feature of rj . Specifically, firstly, we initialize word repre-
sentation rj

0
 by Word2Vec [40]. Next, we feed the word embedding into n attentive 

modules to obtain deep contextual response representations.

where rj
l
 is the contextual representation output by l − th attentive module.

Furthermore, the personalized is also conditioned on dialogue posts. In view of 
this, we let the representation rj ∈ Rj attend to corresponding post representation pj 
to obtain cross-attention representation Pj = {c

p

0
, c

p

1
, ..., c

p
n}:

where pj
l
 is obtained in same way as rj

l
 . Kj is calculated between qt and persona 

knowledge K.
In the conversation process, we believe that dialogue posts and current dialogue 

queries are essential for persona understanding; redundant persona knowledge will 
negatively impact dialogue generation. In view of this, we also make cross-atten-
tion between dialogue posts P, current query q and persona knowledge K to obtain 
K

j
c = {cK

1
, cK

2
, ..., cK

n
} and Rj = {c

q

1
, c

q

2
, ..., c

q
n}:

Knowledge Interaction Layer aims to generate a personalized style state Ms which 
measures the personalized matching degree at the multi-grained level. Specifically, 
given j − th dialogue post pj

l
 and its corresponding response rj

l
 , we calculate m1j

l
 

which measure the relations between dialogue post and response. Then, we compute 
m2

j

l
 and m3j

l
 to obtain the relations between dialogue posts, persona knowledge and 

dialogue query:

where d is dimension of embeddings and l denotes the representation output by l − th 
attentive module. Therefore, for t historical context H =

{
(p1, r1), ..., (pt−1, rt−1)

}
 , 

we have M1l = {m11
l
, ...,m1t−1

l
} , M2l = {m21

l
, ...,m2t−1

l
} and M3l = {m31

l
, ...,m3t−1

l
} 

to mine the personalized feature from dialogue history and persona knowledge.

(3)r
j

l
= fAttn

(
r
j

l−1
, r

j

l−1
, r

j

l−1

)
, 1 ≤ l ≤ n

(4)c
p

l
= fAttn

(
r
j

l
, p

j

l
, p

j

l

)
, l ∈ [1, n],

(5)
cK
l
= fAttn

(
p
j

l
,Kl,Kl

)
, l ∈ [1, n]

c
q

l
= fAttn

(
Kl, ql, ql

)
, l ∈ [1, n].

(6)m1
j

l
=

cP
l
⋅ p

j

l

⊤

√
d

,m2
j

l
=

c
q

l
⋅ p

j

l

⊤

√
d

,m3
j

l
=

cK
l
⋅ qt

l

⊤

√
d

, l ∈ [1, n]
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To share the above matching matrices, we transforme these matrices into a shared 
feature space:

where fstack(⋅) refers to concatenation operation on a new dimension. 
Ms ∈ ℝ

3(n+1)×(t−1)×L×L and L is maximum sequence length.
Inspired by [41, 42], we extract matching features from personalized style state 

Ms via Convolutional Neural Network(CNN) in Fusion Layer. CNN can simply and 
effectively aggregate the character characteristics of multiple perspectives, includ-
ing the explicit persona features, implicit persona features and dialogue history fea-
tures. High dimension feature is then linear mapped into a lower-dimensional feature 
space via multi-layer perceptron(MLP):

Especially, the personalized matching matrix Vs contains the matching feature 
between dialogue history and dialogue query. Due to the dialogues being sorted by 
time in conversation, the impact of long-distance dialogue will disappear. Though 
dialogues are sorted by time in conversation, temporal patterns disappear for the 
historical response. We thus employ self-attention to sum the personalized match-
ing state up Vs dynamically. Finally, we obtain the personalized matching feature 
gS(qt,K,H):

where sAttn ∈ ℝ
(t−1)×d means the attention weights and ⊙ denotes element-wise 

multiplication.

3.6  Dialogue consistency matching module

Generative persona-grounded dialogue systems should output coherent responses 
consistent with the context. These contexts are essential for generating a consistent 
response. For example, the chatbot once said he likes to drink tea, and regarding 
what he hated drinking, the chatbot reply was also tea. The above context inconsist-
ent phenomenon will make it difficult for users to gain trust in the chatbot and lose 
its application value. Under the above observation, we design a Dialogue Context 
Consistency Matching module to model the consistency feature from the dialogue.

The consistency matching module aims to obtain consistency matching state vec-
tor gC(q,H) and gC(q,K) , which measures the relevance between dialogue query q, 
dialogue history H and persona knowledge K. Unrelated dialogue history and per-
sona knowledge can have a negative effect on response generation. Therefore, we 
need to filter out unrelated dialogue history and personal knowledge. Intuitively, we 

(7)Ms = fstack
({

M11,… ,M1n,M21,… ,M2n,M31,… ,M3n

})

(8)Vs = MLP(fCNN(Ms)).

(9)sAttn = softmax
(
MLP

(
tanh

(
MLP

(
Vs

))))

(10)gS(q,K,H) =
∑
dim=0

sAttn ⊙ Vs,
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can compute the relevance vector sH ∈ ℝ
t−1 , sP ∈ ℝ

t−1 and sK ∈ ℝ
t−1 that measure 

the topic relatedness between current query q, historical posts p = {p1, p2, ..., pt−1} 
and persona knowledge K. Then, we re-weight the dialogue history H, dialogue 
posts P and persona knowledge K:

We assume the topic relatedness can be divided into contextual-level relevance and 
word-level relevance. The relevance state s consists of contextual-level relevance 
state s1 and word-level relevance state s2.

For contextual-level relevance state:

where uq = mean
dim=1

q and UP = mean
dim=2

P are sentence representation obtained by mean 
pooling over the word dimension.

For word-level relevance state, we compute the word-level matching state matrix 
Mw ∈ ℝ

(t+1)×L×L by:

where W1 ∈ ℝ
d×d×(t+1) , W2 ∈ ℝ

d×d×(t+1) and W3 ∈ ℝ
(t+1)×1 . K = {k1, k2, ..., kt−1} 

is the contextual representation for historical posts. To obtain the most important 
matching features, we employ the max-pooling on the word-level matching state 
matrix and then use the softmax function linear into the word-level relevance vector 
s2:

where[; ] is concatenation operation. We combine context-level and word-level rel-
evance vector by:

Relevance vector s is obtained using current query q as a key to attend to persona 
knowledge and related historical posts. Then we design a multi-hop perception 
method to track the multi-hop conversation dynamically. Specifically, we store his-
torical posts in the dialogue buffer and persona buffer. At each hop, the most related 
historical dialogue sHj and persona knowledge sKj will be selected and then make up 
S = {(sH1 , sk1 ), (sH2 , sk2 ), ..., (sHt−1 , skt−1 )} . At hop-1, S = ∅ and the relevance score is 
computed by Eq. (15) with current query q. Then, we update the current query q by:

We then obtain a new relevance score s via Eq. (15) using the updated representa-
tion q. si means the relevance score of hop-i. We then linearly map these cores into 

(11)DH = sH ⋅ H,DP = sP ⋅ P,DK = sK ⋅ K.

(12)s1 = fsim(p, q) =
U

p
⋅ u

q

‖Up‖2‖uq‖2
,

(13)Mw = W
⊤

3
tanh

(
K ⋅W1 ⋅ q

⊤ + P ⋅W2 ⋅ q
⊤
)

(14)s2 = softmax
(
MLP

([
max
dim=2

Mw; max
dim=3

Mw

]))

(15)s = � ⋅ s1 + (1 − �) ⋅ s2,

(16)q = mean
dim=2

fstack(q ∪ S)
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the final re-weighting scores:s̄H = S ⋅ �
H

 , where �
H
∈ ℝ

k×1 and s̄H ∈ ℝ
t+1 . Thus, we 

can rewrite the Eq. (11) to:

To thoroughly measure the relevance between dialogue history, current query and 
persona knowledge, we construct three matching matrices:

where B∗ ∈ ℝ
d×d and d is embedding size.

As with the personalized matching process, we use 2D CNN with max-pooling to 
extract advanced match features. Since dialogue history is chronological, we utilize a 
single GRU layer to capture the response pairs’ time signals in a dialogue history. We 
employ the GRU’s final state as the consistency matching feature gCH (q,H) , gCP(q,P) , 
and gCK (q,K) is is calculated in the same way.

3.7  Module fusion module

In Sects. 3.5 and 3.6, we obtain three matching features:(1) personalized matching fea-
tures gS(qt,K,H) , which mine the personalized feature from persona K and historical 
context; (2) context-aware consistent matching feature gCH (q,H) , gCP(q,P) and (3) per-
sona-aware consistent matching feature gCK (q,K) , which measure the various consist-
ency of generated responses. We concatenate three matching features jointly to get the 
final match vector. Next, we use an MLP with a sigmoid activation function to calculate 
the final matching score:

3.8  Unlikelihood training

We train our model in an Unlikelihood method [12, 35, 43] to learn the ability to under-
stand coherence from large-scale dialogue inference data. We employ negative log-
likelihood loss (NLL) and unlikelihood loss for dialogue generation and consistency 
understanding. Details will be provided in this section.

(17)DH = s̄H × H,DP = s̄P × P,DK = s̄K × K.

(18)

MK
1
=

�
qB1D

T
K√

d
;

q ⋅ DT
K

‖q‖2��DK
��2

�

MP
1
=

�
qB2D

T
P√

d
;

q ⋅ DT
P

‖q‖2��DP
��2

�

MH
1
=

�
qB3D

T
H√

d
;

q ⋅ DT
H

‖q‖2��DH
��2

�
.

(19)F = �(MLP([gS(q,P,H); gCH (q,H); gCP (q,P); gCK (q,K)])).

(20)LNLL = − log(p� (R ∣ q,H,K)
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We collect positive samples Dp from entailed category and collect negative samples 
D

n from contradicted category in DNLI:

where P̄ and R̄ are premise and hypothesis. For data from D+ , we employ NLL loss:

For data from Dn , we apply the unlikelihood objective to minimize the likelihood of 
contradictions:

which reduces the probability of inconsistent tokens in the generation process. 
Training steps can be summarized as follows: 

(1) Response prediction Given dialogue query q, persona knowledge K and dialogue 
historyH from personalized dialogue data, our model calculates the dialogue loss 
following Eq. (20);

(2) Consistency Enhancing Given Dp and Dn in DNLI, our model calculate the 
unlikelihood loss L = �L

p

UL
+ (1 − �)Ln

UL
.

4  Experiments

In this section, we will illustrate and discuss some of the experimental results to 
validate the effectiveness of our approach and explore its limitations. Our code will 
be released on https:// github. com/ fuyon gxu09 08/ IMPACT.

4.1  Datasets

To assess the performance of our model, we performed persona-based dialogue gen-
eration experiments in a persona-dense and a persona-sparse scenario with two pub-
licly available datasets:

• PersonaChat [4] is a crowdsourced dataset that covers wealth persona features. 
The dialogue in this dataset is based on specific personal facts. Here we use Con-
vAI2 [44], so the results are comparable to existing methods.

• PersonalDialog [45] is a persona-sparse dataset which is collected from Weibo. 
This dataset provides persona profiles and conversations, but most conversations 
are not about the character. Random and biased test sets are available. Random 
test sets are distributed similarly to train sets, and biased test sets are hand-
selected to cover personality-related characteristics.

(21)D
p = {P̄(i), R̄(i)p},Dn = {P̄(i), R̄(i)n},

(22)L
p

UL
= −

|R̄|∑
i=1

log
(
p𝛾
(
r∗ ∣ P̄, R̄

))
,

(23)L
n
UL

= −

|R̄|∑
i=1

log(1 − p𝛾 (r
∗ ∣ P̄, R̄)),

https://github.com/fuyongxu0908/IMPACT
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The key statistics of two personalized dialogue datasets are summarized in 
Table  2. As aforementioned, we leverage two dialogue inference datasets, DNLI 
[35] and KvPI [7] for unlikelihood training. The statistics of these inference datasets 
are summarized in Table 3.

4.2  Baselines

• Seq2Seq [46] is the standard Seq2Seq Model with attention. We string together 
persona descriptions and historical discourse as sequence inputs and generate 
responses.

• HRED(Hierarchical Recurrent Encoder-Decoder) [47] model with attention.
• Generative Profile Memory network(GPMN) [4] is a generative model that 

encodes each persona description as an individual memory representation within 
a memory network.

• Persona-CVAE(Per-CVAE) [5] is a memory enhancement structure based on 
chatbots persona that focuses on diverse types of conversation responses.

• Transformer [39] is employed as a baseline for both PersonaChat and Personal-
Dialog experiments. Personas linked to dialogue queries.

• CMAML [48] is a meta-learning-based approach that learns from rarely filmed 
characters through custom model structures.

• GDR [33] is a three-stage framework that employs a generation-deletion-rewrite 
mechanism to remove inconsistent words from a generated response prototype 
and rewrite them into a personality-consistent prototype.

• Generative Split Memory Network(GSMN) [49] is a memory network that uti-
lizes the splitting memories, one for persona knowledge and the other for dia-
logue history.

Table 2  Statistics of persona-
based dialogue datasets

Dataset #Train #Valid #Test

PersonaChat 121,880 9,558 7,801
PersonalDialog 5,014,349 423,817 10,000/521

Table 3  Statistics of different 
inference datasets

Dataset #Entailed #Neutral #Contra.

DNLI 15,495 20,927 16,488
KvPI 33,114 54,426 31,000
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4.3  Evaluation metrics

We evaluate our approach primarily in three areas: response quality, diversity, and 
consistency. For comparison of different models, we employ automatic metrics and 
human evaluations.

4.3.1  Automatic metrics

We employ perplexity (PPL.) and distinct 1/2 (Dist.1/2) following by common 
practice [4, 34] to evaluate our method. Lower perplexity means our approach has 
a better performance for language modeling. Distinct 1/2 [50] is the proportion of 
different uni-grams/bi-grams, and higher distinct means generated responses are 
more diverse. Distinct 1/2 is formulated as:

where f (Ŷ , s) is the number of s in Ŷ  , k=1,2.
We employ Consistency Score (C.Score) [51] and Delta Perplexity ( ΔP ) [12] 

to test our method for response consistency. Consistency Score(C.Score) lever-
ages a referee model to predict consistency and can be defined as:

Here the NLI function is a pre-trained Roberta model finetuned with the dialogue 
inference datasets, i.e., DNLI and KvPI, as described in Table  2. Delta Perplex-
ity(ΔP ) evaluates consistency from the model’s internal distributions. Li et al. [12] 
first estimate the perplexity of entailed (p.Ent) and contradicted (p.Ctd) dialogues 
in the inference dataset. A well-understood dialogue model should reduce perplex-
ity about inevitable dialogue and increase perplexity about contradictions. Based on 
this, ΔP can be defined as:

where a larger ΔP means model has a better ability to distinguish entailment from 
contradiction.

(24)

Distinct − k(Ŷ) =
�Ck�∑

s∈Ck

∑N

i=1
f (Ŷi, s)

Ck =

N�
i=1

k − gram(Ŷi),

(25)

NLI(r, t) =

⎧
⎪⎨⎪⎩

−1 contradict

0 irrelevant

1 entailment

C.Score(r) =

t�
i=1

NLI(r, t)

(26)ΔP = fPPL(Contr) − fPPL(Ent)
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4.3.2  Human evaluations

We recruit five volunteers who are skilful in language tasks while knowing noth-
ing about the models. We sample 100 samples for each volunteer to evaluate our 
model. These volunteers are requested to measure dialogue quality from three 
aspects. fluency(Flue.), informativeness(Info.), and relevance(Relv.). Each aspect 
is rated on a five scale, where 1, 3, and 5 indicate inappropriate, intermediate, 
and ideal performance. Volunteers are likewise instructed to label the consistency 
between context, persona and response(Con.C. and Per.C.). 1 means consistent, 0 
means neutral, and -1 means contradicted.

Table 4  Automatic and human evaluation results on the full ConvAI2 dataset

Best results are in bold

Automatic evaluations Human evaluations

D.AVG Delta  
Perplexity

C.Score Flue Info Relv Con.C Per.C

Seq2Seq 0.030 1.8 0.36 1.35 1.51 1.71 0.02 0.02
HRED 0.035 2.1 0.51 1.43 1.63 1.84 0.03 0.02
GPMN 0.047 2.4 0.73 2.26 1.86 2.13 0.03 0.02
Per-CVAE 0.056 2.6 0.82 2.82 2.32 2.36 0.04 0.03
Transformer 0.25 4.0 1.20 3.05 2.57 2.72 0.06 0.05
CMAML 0.16 5.2 6.96 3.36 2.40 3.09 0.12 0.24
GDR 0.31 12.6 7.89 3.38 2.74 3.13 0.15 0.21
GSMN 0.32 14.2 8.26 3.53 3.15 3.48 0.17 0.23
IMPACT 0.37 26.2 10.53 3.67 3.10 3.53 0.27 0.42
w/o UL 0.21 25.4↓ 4.26↓ 2.92 2.16 3.27 0.16↓ 0.35↓
w/o DCM 0.26↓ 7.5 5.13 3.74 2.84 2.97 0.06 0.41
w/o PCD 0.13↓ 25.6 8.76 3.82 1.27 3.32 0.26 0.16

Fig. 3  Results on full PersonaChat
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4.4  Results and analysis

Not all conversations need to integrate persona knowledge in the real world; the per-
sona in dialogue is sparse. To verify the effectiveness of our method, we experiment 
in two dialogue environments Persona-Dense dialogue and Persona-Sparse dialogue. 
The results are shown below (Figs. 3 and 4).

4.4.1  Persona‑dense results

We first inform the results with PersonaChat in Table 4. Our approach reaches better 
performance overall human and automatic evaluation metrics, which indicates our 
model’s effectiveness. Our model obtains significant advancements on all metrics 
on ΔP and C.Score. From these results, it is clear that our model could differenti-
ate entailment from contradiction more effectively than other baseline approaches, 
which shows our model better understands persona consistency. Besides, our method 
also has a specific improvement on PPL and diversity. Lower PPL demonstrates that 
our model gets an excellent language modeling ability. Higher diversity represents 
our model can generate diverse responses more effectively. Furthermore, dialogue 
quality is better than other baseline models from human evaluation metrics, includ-
ing consistency evaluation metrics.

For Ablation Study, we respectively remove (1)the unlikelihood training 
objective(UL), (2)the Personalized Characteristics Discovering Module(PCD), and 
(3)the Dialogue Consistency Matching Module(DCM) of IMPACT to investigate 
their effectiveness. Results are shown in Table 4. Diversity metrics D.AVG has an 
inevitable descent when removing PCD. Without PCD, IMPACT only employs 
explicit persona knowledge to generate the personalized response. So implicit per-
sona knowledge from Personalized Characteristics Discovering Module(PCD) can 
improve the diversity of generated responses. From Per.C, we also conclude that 
PCD can improve persona knowledge consistency. Then, when we remove DCM, ΔP 
and Con.C also decline. Besides, when we add PCD and DCM, the final response 
becomes less fluent from PPL and Fluc. While mining implicit semantics, PCD and 
DCM may introduce some noise to affect response fluency. Moreover, when remov-
ing UL, the consistency metrics Con.C and Per.C are also reduced.

4.4.2  Persona‑sparse results

In the real world, persona knowledge is sparse in conversation, and not all responses 
need to be integrated with a specific persona. We further validate our model in a per-
sona-sparse setting and test our model’s performance in different contexts. Random 
test datasets are persona-sparse, sampled from the real-world conversation process. 
Biased test dataset was purposely selected to provide different contexts under which 
speakers tend to show their personas. We report the evaluation results on both ran-
dom and biased test datasets in Tables 5 and 6.

In persona-sparse settings, the performance of our model in persona consistency can 
not exceed the GDR model with a rewriting mechanism. One possible reason is that 
the task of dialogue using persona-sparse data degenerates into conventional dialogue 
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generation tasks, so the advantages of our model can only partially be demonstrated. 
At the same time, we also found that our model improves contextual consistency in a 
persona-sparse environment. From the results, it is clear that when we remove DCM 
and only use PCD for feature extraction and fusion, our model is better than our final 
result in diversity. Although DCM plays a positive role in enhancing consistency 
understanding, it is reverse optimized in the perceptual fusion of persona knowledge 
and improves the diversity of generated response. This phenomenon is because our 
model tends to generate the words in persona and context after adding DCM, resulting 
in the decline of diversity. On the contrary, on the biased dataset with richer persona 
knowledge, our method obtains the best results on consistency metrics ΔP , C.Score, 
Con.C., and Per.C., demonstrating our approach’s effectiveness in improving consist-
ency. When we remove the unlikelihood training objective(UL), the consistency met-
rics inevitably decline, and the results now provide evidence to prove the effectiveness 
of the consistency modeling objective. We observed the diversity of generated response 
slightly improved when we removed DCM. While focusing on consistency modeling, 
DCM tends to generate tokens in the above dialogue and given persona text, so there is 
a certain degree of repetition. The degree of dialogue consistency reduction proves the 

Table 5  The results of automatic and human evaluation on Random Testset of PersonalDialog

Best results are shown in bold

Automatic evaluations Human evaluations

D.AVG Delta Per-
plexity

C.Score Flue Info Relv Con.C Per.C

Seq2Seq 0.07 0.63 0.53 1.21 1.64 1.57 0.06 0.01
HRED 0.10 0.75 0.65 1.26 2.21 1.62 0.06 0.01
GPMN 0.11 1.13 0.87 2.32 2.22 1.84 0.07 0.02
Per-CVAE 0.09 0.82 1.06 2.61 2.22 2.32 0.06 0.01
Transformer 0.13 1.26 1.12 3.17 2.25 2.55 0.08 0.02
CMAML 0.16 1.51 1.23 3.12 2.13 3.01 0.10 0.03
GDR 0.23 3.13 3.16 3.27 2.67 3.26 0.17 0.15
GSMN 0.24 3.10 2.75 3.30 2.71 3.27 0.19 0.14
IMPACT 0.34 2.21 2.34 3.46 2.82 3.34 0.21 0.13
w/o UL 0.23 0.62↓ 0.63↓ 3.11 2.76 3.31 0.15↓ 0.11↓
w/o DCM 0.36↑ 2.18↓ 2.33↓ 3.18 2.79 3.32 0.09↓ 0.10↓
w/o PCD 0.14↓ 1.76↓ 1.13↓ 3.34 2.65 3.17 0.18↓ 0.05↓

Fig. 4  PPL and F1 results in PersonalDialog



14564 F. Xu et al.

1 3

effectiveness of DCM in dialogue consistency modeling. From the descent of the auto-
evaluating metrics, it is apparent that implicit persona knowledge and dialogue consist-
ency modeling is necessary.

Results in PersonalDialog are similar to PersonaChat as shown in Table  7. Our 
method beats all the baseline models in consistent automatic evaluation metrics ΔP and 
C.Score. The results of the experiment found clear support for consistent improvement. 
When we removed the unlikelihood training objective(UL) and used regular training 
objective cross-entropy in the Chinese dataset, the dialogue quality was slightly 
reduced, especially the consistency of context and persona. The possible reasons 
are that the unlikelihood training objective may not be sensitive to Chinese, and it is 
challenging to understand Chinese semantics.

4.5  Experimental settings

In our model, we adopt Word2Vec [40] to initialize the word embedding. In our experi-
ments, all baseline models apply word embedding. The max length of the input is 128, 
and the reference of sequence is 64. We set the number of attentive modules for the 
personalized characteristics discovering module as 5. The hidden states in our model 
are 256 (Fig. 5c and d). We optimize the model employing the Adam method with a 
learning rate set as 0.00001 (Fig. 5a and b) and the dropout set as 0.3. In the predicting 
process, we use beam search with a beam size of 10. We tune IMPACT and all baseline 
models on the validation set and evaluate them on the test set. For different datasets, 
we employ the different batch-size as shown in Fig. 5e and f and train the model for 20 

Table 6  The results of automatic and human evaluation results on Biased Testset of PersonalDialog

Best results are shown in bold

Automatic evaluations Human evaluations

D.AVG Delta  
Perplexity

C.Score Flue Info Relv Con.C Per.C

Seq2Seq 0.027 0.56 0.42 1.36 1.23 1.01 0.01 0.03
HRED 0.034 0.71 0.53 1.68 1.75 1.31 0.03 0.06
GPMN 0.040 1.02 0.67 2.51 2.13 1.46 0.03 0.08
Per-CVAE 0.054 1.24 0.93 2.73 2.41 2.61 0.04 0.09
Transformer 0.23 1.43 1.16 3.48 2.59 2.77 0.05 0.12
CMAML 0.29 2.25 6.87 3.52 2.64 2.79 0.08 0.16
GDR 0.37 5.43 7.92 3.56 2.86 3.04 0.13 0.28
GSMN 0.38 5.34 7.56 3.58 2.92 3.01 0.11 0.23
IMPACT 0.40 21.8 13.24 3.62 3.03 3.41 0.22 0.37
w/o UL 0.36 16.4↓ 6.49↓ 3.64 3.15 3.40 0.20↓ 0.35↓
w/o DCM 0.35 18.23 7.26 3.57 2.96 3.39 0.08 0.34
w/o PCD 0.05 20.56 11.14 3.65 2.89 2.53 0.14 0.16
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epochs on one GeForce RTX 3090 24 G GPU. � , �H , �P , �K are 0.5, 0.3, 0.3, and 0.5, 
respectively.

4.6  Case study

In this section, we show the dialogue examples generated from IMPACT, conversa-
tion as shown in Table 7. Our method can effectively mine implicit role information 
from dialogue history and promote understanding of role and context in the generation 
model, consistent with the given persona and context.

Fig. 5  Performance with different parameters
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5  Conclusion and future work

This paper proposes a personalized dialogue system(IMPACT) that discovers the 
implicit persona knowledge to generate consistent responses. IMPACT generates 
consistent responses to achieve such a target from two aspects. Firstly, our method 
discovers the implicit persona knowledge, including personalized expression manner 
style. Secondly, the dialogue consistency matching module could enhance dialogue 
consistency from multi-views, including contextual consistency and persona 
consistency. IMPACT could be optimized through unlikelihood training objective to 
improve dialogue consistency. Extensive experimental results on two large datasets 
show that our method outperforms all previous baseline models and verify IMPACT 
is effective. Moreover, the external implicit persona knowledge may be noise data to 
a certain extent, which affects the model’s understanding of the persona. Therefore, 
we will consider screening persona knowledge and select knowledge valuable for 
interaction in future work. Our method is to mine some hidden knowledge from 
predefined knowledge. With the development of large model and text generation 
technology, large models, such as ChatGPT have been produced. How to migrate 
knowledge from the large model is also a good direction.
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Table 7  Example of dialogue by 
IMPACT in English Persona knowledge

I enjoy the company of a poodle and boxer
I enjoy fiddling with old antique vehicles
I could listen to martina mcbride all day
I love muscle cars
Dialogue history
User Hi, how are you doing tonight?
Bot I’m doing great, just relaxing with two dogs
User Great, in my spare time, I do volunteer work
Bot That’s neat. What kind of volunteer work do you do?
User I work in a homeless shelter in my town
Bot Good for you, do you like vintage cars? I have two mustangs
Dialogue query
User Cool, not really into cars. My day job is wrestling
Dialogue response
Bot Cars are my thing, vintage cars. I love working on them, wres-

tling? Do you enjoy it?

https://github.com/facebookresearch/ParlAI
https://github.com/facebookresearch/ParlAI
https://github.com/ghosthamlet/persona
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