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Abstract
Golden jackal optimization (GJO) is inspired by the cooperative attacking behavior 
of golden jackals and mainly simulates searching for prey, stalking and enclosing 
prey, and pouncing on prey to solve complicated optimization problems. However, 
the basic GJO has the disadvantages of premature convergence, a slow convergence 
rate and low computation precision. To enhance the overall search and optimiza-
tion abilities, an enhanced golden jackal optimization (EGJO) method with the 
elite opposition-based learning technique and the simplex technique is proposed to 
address adaptive infinite impulse response system identification. The intention is 
to minimize the error fitness value and obtain the appropriate control parameters. 
The elite opposition-based learning technique boosts population diversity, enhances 
the exploration ability, extends the search range and avoids search stagnation. The 
simplex technique accelerates the search process, enhances the exploitation ability, 
improves the computational precision and increases the optimization depth. EGJO 
can not only achieve complementary advantages to avoid search stagnation but also 
balance exploration and exploitation to arrive at the best value. Three sets of experi-
ments are used to verify the effectiveness and feasibility of EGJO. The experimental 
results clearly demonstrate that the optimization efficiency and recognition accuracy 
of EGJO are superior to those of AOA, GTO, HHO, MDWA, RSO, WOA, TSA and 
GJO. EGJO has a faster convergence rate, higher computation precision, better con-
trol parameters and better fitness value, and it is stable and resilient in solving the 
IIR system identification problem.
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1  Introduction

The adaptive IIR filter has higher computational accuracy and lower design order to 
achieve good frequency selection characteristics, and it has been extensively used in 
control systems, network communication, signal processing, geological exploration, 
biomedicine and so on. In IIR model identification, the design is essentially a global 
optimization problem of multidimensional variables, and the error surface contains 
some local extrema. Modeling is accomplished by comparing the input value of the 
unknown system with the output value of the adaptive IIR filter [1–5]. Some optimi-
zation techniques have been introduced to adjust the control parameters and enhance 
the overall performance of model identification, such as the arithmetic optimization 
algorithm (AOA) [6], gorilla troop optimization (GTO) [7], Harris hawks optimiza-
tion (HHO) [8], movable damped wave algorithm (MDWA) [9], rat swarm optimi-
zation (RSO) [10], whale optimization algorithm (WOA) [11], and tunicate swarm 
algorithm (TSA) [12].

Niu et al. [13] suggested an enhanced artificial ecosystem optimization algorithm 
to address IIR system identification, and the algorithm’s recognition accuracy was 
higher than those of other approaches. Ababneh et al. [14] found a unique cuckoo 
search algorithm to optimize the IIR filter, and the proposed algorithm had great 
robustness and stability in identifying the best result. Mohammadi et al. [15] applied 
a revised inclined plane system optimization method to design the IIR filter’s param-
eters, and this algorithm attained rapid convergence efficiency and excellent opti-
mization accuracy. Chang [16] created a new Hammerstein model based on the 
IIR system and Volterra neural network to identify nonlinear discrete systems, and 
the algorithm verified the validity and reliability of the model. Durmuş [17] used a 
modified average differential evolution algorithm to accomplish IIR system identifi-
cation, and this method had extensive optimization ability to generate better control 
parameters. Kowalczyk et al. [18] published a new approach based on an IIR filter 
matrix to design hardware architecture, and the approach found a quicker optimiza-
tion frequency and superior calculation precision. Mittal [19] tried to combine moth 
flame optimization with the variable neighborhood search technique to optimize the 
IIR filter’s parameters, and this hybrid method produced better results than com-
parison algorithms. Ababneh et al. [20] created a differential evolution optimization 
method to construct IIR filters, and the results indicated that this method had strong 
utilization and exploration to determine the best resolution. Mohammadi et al. [21] 
devised an enhanced particle swarm optimization method for IIR filters, and this 
approach identified the best solution and good optimization parameters. Liang et al. 
[22] adopted a modified slime mold algorithm to perform IIR filter design, and this 
algorithm had powerful stability in discovering the most suitable value. Agrawal 
et al. [23] studied how to create digital IIR filters according to various techniques, 
and the results confirmed the robustness and effectiveness of the methods. Bui et al. 
[24] utilized the design of an electrocardiogram signal for the IIR filter, and the pro-
posed method had certain stability and superiority. Singh et  al. [25] established a 
teacher-learner-based optimization method to perform adaptive IIR system identifi-
cation, and the optimization outcomes of this method were better. Kumar et al. [26] 

10824



1 3

Adaptive infinite impulse response system identification…

integrated the interior search algorithm with the Lèvy technique to design adaptive 
IIR filters and proposed an extraction and utilization method to discover the best 
parameters and solution. Luo et al. [27] devised an updated whale optimization algo-
rithm to investigate IIR system identification, and this approach produced superior 
overall results. Chang et al. [28] constructed a revised particle swarm optimization 
method based on multiple subpopulations to handle IIR filters, and this algorithm 
had a relatively strong detection performance in identifying the best solution. Zhao 
et  al. [29] established a modified selfish herd optimization method for IIR filters, 
and this approach had better calculation accuracy and strong durability. Ali et  al. 
[30] devised a salp swarm algorithm for IIR filters, and this method obtained better 
parameters and the best solution. Dhabal et al. [31] offered an enhanced global-best-
guided cuckoo search algorithm to construct IIR filters, and the improved algorithm 
exhibited a better convergence efficiency and calculation precision. Cuevas et al. [32] 
summarized some optimization methods for IIR system identification. Mohammadi 
et al. [33] utilized evolutionary algorithms to design IIR filters, and these algorithms 
had strong robustness and stability in obtaining the best value. Mohammadi et  al. 
[34] proposed an inclined plane system optimization algorithm to design an IIR fil-
ter, and this method had a strong search ability to obtain the global optimal solution. 
Mohammadi et al. [35] later applied another modified inclined plane system optimi-
zation algorithm for the IIR filter, and this proposed method had strong optimization 
efficiency and high calculation accuracy. Mohammadi et  al. [36] analyzed swarm 
intelligence and evolutionary computation techniques to design IIR filters, and the 
reliability and accuracy of this swarm intelligence method were superior to those of 
evolutionary computation. Mohammadi et al. [37] described an inclined plane sys-
tem optimization algorithm that had strong robustness and reliability and was widely 
used in various fields. Agrawal et al. [38] used the fractional derivative to design a 
new IIR filter, and this method was effective. Agrawal et al. [39] presented a novel 
approach based on the fractional derivative and swarm intelligence to design IIR 
filters, and the proposed approach had good optimization performance. Kumar et al. 
[40] combined fractional derivatives and swarm optimization to perform the Hilbert 
transform, and this method balanced exploration and exploitation to achieve higher 
computation precision. Agrawal et al. [41] employed fractional derivative constraints 
and hybrid particle swarm optimization to design an IIR filter, and this method had 
strong stability and reliability. Janjanam et al. [42] proposed a global gravitational 
search algorithm-assisted Kalman filter to evaluate nonlinear system identification, 
and this method had better optimization results. Saha et al. [43] utilized the harmony 
search algorithm to design IIR filters, and this algorithm had strong global and local 
abilities to determine the best value. Ahirwal et al. [44] integrated the cuckoo opti-
mization algorithm and other optimization methods to design the EEG/ERP adap-
tive noise canceller, and the proposed method had a high computational efficiency 
and convergence accuracy. Ahirwal et  al. [45] combined the evolutionary method 
with the adaptive noise canceller to enhance the SNR of contaminated EEG, and 
this method had strong stability and robustness. Ahirwal et  al. [46] proposed the 
bounded-range artificial bee colony algorithm to resolve adaptive filtering of EEG/
ERP, and the method achieved certain superiority and reliability.
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GJO is motivated by the cooperative attacking behavior of golden jackals; it mainly 
imitates searching for prey, stalking and enclosing prey, and pouncing on prey to iden-
tify the best solution [47]. The basic GJO has the disadvantages of premature conver-
gence, a slow convergence rate and low computation precision. The elite opposition-
based learning technique and simplex technique are introduced into the basic GJO to 
enhance the convergence rate and computation precision. The elite opposition-based 
learning technique increases population variety and broadens the search region to avoid 
search stagnation and boost global search [48, 49]. The simplex technique accelerates 
the optimization process and increases the search depth to optimize the computational 
precision and boost local search [50, 51]. EGJO is applied to perform IIR system iden-
tification, and the intention is to minimize the error fitness value and obtain the appro-
priate control parameters. The experimental results demonstrate that EGJO not only 
stabilizes exploration and exploitation to avoid falling into a locally optimal value but 
also has excellent durability and robustness to arrive at the best solution. Additionally, 
EGJO has a faster convergence rate, greater computation precision, and stronger stabil-
ity and robustness; the effectiveness and feasibility of EGJO have been verified.

This paper is arranged as follows. Section 2 defines the adaptive IIR system iden-
tification problem. Section 3 outlines GJO. Section 4 explores EGJO. In Sect. 5, the 
EGJO-based adaptive IIR system identification method is presented. The experimental 
results and analysis are presented in Sect. 6. Finally, conclusions and future research are 
addressed in Sect. 7.

2 � Adaptive IIR system identification problem

The adaptive IIR filter utilizes a lower order and coefficients to ensure the overall 
control level of the system; it has found broad potential applications in model 
identification, noise elimination, prediction spectrum optimization and automatic 
equalization. System identification is a significant and constructive approach for 
performing mathematical modeling of an unidentified plant by anatomizing the 
input and output data. Some problems of signal processing are usually regarded as 
system identification problems. Some swarm intelligence optimization algorithms are 
introduced to tune the parameters of the IIR filter and minimize the error value of the 
actual system and model system, which enhances the optimization ability and search 
ability to satisfy various performance indicators and discover an accurate solution. A 
schematic of adaptive IIR system identification employing EGJO is shown in Fig. 1.

In adaptive IIR system identification, the following mathematical function is 
computed:

where x(n) and y(n) represent the input and output, L and K are the orders of the 
feedforward and feedback IIR filters, L is greater than K , al is the pole coefficient, 
and bk is the zero coefficient. The transfer function is computed as:

(1)
L∑
l=0

aly(n − l) =

K∑
k=0

bkx(n − k)
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In the IIR filter, y0(n) = d(n) + v(n) is the response of the unidentified IIR 
plant, y0(n) represents the output data of an unidentified IIR plant, v(n) is the 
additional white Gaussian noise, and e(n) = y0(n) − y(n) is the error between the 
authentic plant and the IIR model. Adaptive system identification is transformed 
into mathematical optimization. The mean square error (MSE) is computed as:

where N expresses the entire quantity of specimens, w expresses the coefficient vec-
tor, and w = (a1, a2,… , aL, b0, b1,… , bK)

T.

3 � GJO

The basic GJO method inspired by the cooperative attacking behavior of golden 
jackals is a novel optimization technique. In GJO, each golden jackal represents 
a candidate solution or search agent. The cooperative attacking behavior of a 

(2)H(z) =

∑K

k=0
bkz

−k

1 +
∑L

l=0
alz

−l

(3)MSE = J(w) =
1

N

N∑
n=1

e2(n)

Fig. 1   Schematic of adaptive IIR system identification employing EGJO

10827



	 J. Zhang et al.

1 3

golden jackal pair is illustrated in Fig.  2. The correspondence between the 
problem region and GJO region is described in Table 1.

3.1 � Search space formulation

In GJO, we initialize the random prey population to obtain the uniformly distributed 
candidate solutions in the search region. The initial solution is computed as:

where Y0 expresses the positions of the initial golden jackal population, rand 
expresses a uniform arbitrary vector in [0,1], and Ymin and Ymax express the lower and 
upper limits of the solution, respectively.

The first and second fittest individuals are a jackal pair, and the initial matrix 
individual is computed as:

(4)Y0 = Ymin + rand(Ymax − Ymin)

Fig. 2   A Pair of golden jackals, B golden jackal searching for prey, C stalking and enclosing of prey, D 
and E pouncing on prey

Table 1   Correspondence 
between the problem region and 
GJO region

Problem region GJO region

Search region Attack region
A solution to the issue A golden jackal
Each solution’s evaluation function GJO’s fitness function
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where Yi,j expresses the jth dimension of the ith prey, n is the entire quantity of prey, 
and d represents the variables of the situation. The matrix is computed as:

where FOA is a matrix that includes the fitness values of the prey and f  expresses the 
fitness function. The fittest individual is interpreted as a male jackal, and the second 
fittest is interpreted as a female jackal. The jackal pair represents a single individual 
position.

3.2 � Exploration phase or searching for prey

Golden jackals can predict and capture prey according to their own attacking character-
istics, but the prey occasionally quickly evades and escapes the foraging jackals. Hence, 
the female jackals follow the male jackals to wait and search for other prey in the search 
region. The positions are computed as:

where t is the current iteration, Prey(t) is the position vector, and YM(t) and YFM(t) 
are the current positions of the male and female jackals, respectively. Y1(t) and Y2(t) 
are the updated positions of the male and female jackals.

The evading energy of prey E is computed as:

where E1 expresses the diminishing energy of the prey and E0 is the original state of 
the energy.

where r is an arbitrary value in [0,1].

(5)Prey =

⎡
⎢⎢⎢⎣

Y1,1 Y1,2 ⋯ Y1,d
Y2,1 Y2,2 ⋯ Y2,d
⋮ ⋮ ⋮ ⋮

Yn,1 Yn,2 ⋯ Yn,d

⎤
⎥⎥⎥⎦

(6)FOA =

⎡
⎢⎢⎢⎣

f (Y1,1;Y1,2;Y1,d)

f (Y2,1;Y2,2;Y2,d)

⋮

f (Yn,1;Yn,2;Yn,d)

⎤
⎥⎥⎥⎦

(7)Y1(t) = YM(t) − E ⋅ ||YM(t) − rl ⋅ Prey(t)||

(8)Y2(t) = YFM(t) − E ⋅ ||YFM(t) − rl ⋅ Prey(t)||

(9)E = E1 ⋅ E0

(10)E0 = 2 ⋅ r − 1
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where T  is the maximum number of iterations, c1 is a constant with a value of 1.5, 
and E1 linearly decreases from 1.5 to 0 as iteration proceeds.

rl is an arbitrary vector based on the Lévy distribution, which is computed as:

LF is the fitness function of the Levy flight, which is computed as:

where � and v are arbitrary values in (0,1) and � is a constant with a value of 1.5.
The updated positions of the golden jackals are computed as:

3.3 � Exploitation phase or enclosing and pouncing on prey

The evading energy of the prey will swiftly decrease when it is attacked by a jackal 
pair, and the golden jackals instantly enclose and capture the prey. The positions are 
computed as:

where t is the current iteration, Prey(t) is the position vector, and YM(t) and YFM(t) 
are the current positions of the male and female jackals, respectively. Y1(t) and Y2(t) 
are the refreshed positions of the male and female jackals. Some parameters have 
been provided in the previous section, such as E and rl . Finally, the position update 
of the golden jackal is computed by Formula (17).

To better represent the optimization process, the pseudocode of GJO is depicted 
in Algorithm 1.

(11)E1 = c1 ⋅ (1 − (t∕T))

(12)rl = 0.05 ⋅ LF(y)

(13)LF(y) = 0.01 × (� × �)
�����v

(1∕ �)���
�
; � =

⎛
⎜⎜⎜⎝

Γ(1 + �) × sin (��∕2)

Γ
�

1+�

2

�
× � ×

�
2

�−1

2

�
⎞
⎟⎟⎟⎠

1∕ �

(14)Y(t + 1) =
Y1(t) + Y2(t)

2

(15)Y1(t) = YM(t) − E ⋅ ||rl ⋅ YM(t) − Prey(t)||

(16)Y2(t) = YFM(t) − E ⋅ ||rl ⋅ YFM(t) − Prey(t)||
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4 � EGJO

To address the limitations of weak optimization efficiency and slow search speed, 
the elite opposition-based learning technique and the simplex technique are incor-
porated into the basic GJO to achieve supplementary superiority and avoid search 
stagnation, which increases the convergence rate and enhances the computation 
precision.

4.1 � Elite opposition‑based learning technique

The elite opposition-based learning technique is an efficacious and stable approach 
that increases the population variety, broadens the search region, avoids pre-
mature convergence and strengthens the global search. The search technique 
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utilizes the feasible or reverse solution to assess the fitness value of prey and 
then sorts out the best individual to complete the iteration. Assuming that the 
search agent with the optimal fitness value is regarded as an elite individual, the 
elite individual is computed as xe = (xe,1, xe,2,… , xe,D) , the feasible solution 
is computed as xi = (xi,1, xi,2,… , xi,D) , and the reverse solution is computed as 
x�
i
= (x�

i,1
, x�

i,2
,… , x�

i,D
) . The formula is:

where n expresses the population size, D expresses the problem dimension, k 
expresses an arbitrary value such that k ∈ (0, 1) , and daj and dbj express the dynamic 
limits of the jth decision variable and are computed as:

The dynamic limit can save the best solution and adjust the search region of the 
inverse solution. The search agent x′

i,j
 is computed as:

4.2 � Simplex technique

The simplex technique is a significant and practical method that accelerates the 
search process, improves the computational precision, increases the optimization 
depth and strengthens the local search. The simplex technique retains the best 
solution by evaluating the feasible solution with respect to the initial solution. The 
simplex technique schematic is illustrated in Fig. 3, and the optimization stages are 
computed as follows:

(17)x�
i,j
= k ⋅ (daj + dbj) − xe,j, i = 1, 2,… , n; j = 1, 2,… ,D

(18)daj = min(xi,j), dbj = max(xi,j)

(19)x�
i,j
= rand(daj, dbj), if x

�
i,j
< daj or x

�
i,j
> dbj

Xg

Xs

Xb

Xw Xc Xt Xr
Xe

Fig. 3   Simplex technique schematic
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Step 1 Estimate the fitness value of each prey, where Xg expresses the optimal 
value, Xb expresses the suboptimal value and Xs expresses the refreshed value; then, 
evaluate the fitness values f (Xg) , f (Xb) and f (Xs).

Step 2 Estimate the central point Xc between Xg and Xb.

Step 3 Estimate and obtain the reflection point Xr based on Xc and Xs , and evalu-
ate the fitness value f (Xr).

where � expresses reflectivity with a value of 1.
Step 4 If f (Xg) > f (Xr) , extend the current solution.

where Xe expresses the extension point and � expresses the extension coefficient 
with a value of 1.5. Then, evaluate the fitness value f (Xe) . If f (Xg) > f (Xe) , modify 
Xs with Xe ; otherwise, modify Xs with Xr.

Step 5 If f (Xs) < f (Xr) , perform a compression operation to obtain the best 
solution.

where Xt expresses the compression point and � expresses the compression coef-
ficient with a value of 0.5. If f (Xs) > f (Xt) , modify Xs with Xt ; otherwise, modify Xs 
with Xr.

Step 6 If f (Xs) > f (Xr) > f (Xg) , a further compression operation is required to 
obtain a contraction point Xw.

where � expresses the contraction coefficient with a value of 0.5. If f (Xs) > f (Xw) , 
modify Xs with Xw ; otherwise, modify Xs with Xr.

EGJO not only achieves supplementary superiority to enhance the breadth and 
depth of the search but also arbitrarily switches between exploration and exploita-
tion to yield a greater computation accuracy. The pseudocode of EGJO is shown in 
Algorithm 2.

(20)Xc =
Xg + Xb

2

(21)Xr = Xc + �(Xc − Xs)

(22)Xe = Xc + �(Xr − Xc)

(23)Xt = Xc + �(Xs − Xc)

(24)Xw = Xc − �(Xs − Xc)
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5 � EGJO‑based adaptive IIR system identification

EGJO effectively utilizes the three search mechanisms to handle IIR system 
identification, and the purpose is to minimize the error fitness value and obtain 
the best control parameters. The correspondence between the IIR system 
identification region and EGJO region is described in Table  2. EGJO based on 
adaptive IIR system identification is depicted in Algorithm  3. The flowchart of 
EGJO for adaptive IIR system identification is illustrated in Fig. 4.
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The computational complexity of each algorithm is considered to be the eval-
uation function that best links the input value with the method’s run-time. Big-O 
notation is an effectual metric to analyze the optimization performance and evalu-
ate computational complexity. The elite opposition-based learning technique and the 
simplex technique are added to the basic GJO to improve stability. EGJO is based 

Table 2   Correspondence between the IIR system identification region and EGJO region

IIR system identification region EGJO region

A set of all schemes (n1, n2, ..., nk) to perform adaptive IIR system 
identification

A golden jackal population X 
with (x1, x2,… , xk)

The best scheme that obtains the optimal solution The best golden jackal
The evaluation function of IIR system identification The fitness function of EGJO
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on the cooperative attacking behavior of golden jackals, which simulates searching 
for prey, stalking and enclosing prey, and pouncing on prey to effectively solve a 
complicated optimization problem. This section provides a concise explanation of 
EGJO’s computational complexity. EGJO has three important steps: initialization, 
calculating the fitness value and updating the positions of the golden jackal-based 

Fig. 4   Flowchart of EGJO for adaptive IIR system identification

10836



1 3

Adaptive infinite impulse response system identification…

exploration phase and exploitation phase. In EGJO, N is the population size, T  is 
the maximum iteration number, and D is the optimization dimension. The computa-
tional complexity of initialization is O(N) . The computational complexity of refresh-
ing the golden jackals’ positions is O(T × N) + O(T × N × D) , which includes 
searching for prey and updating the positions of all jackals. Therefore, the compu-
tational complexity of EGJO requires O(N × (T + T × D + 1)) , and EGJO strikes a 
balance between exploration and exploitation to discover the best solution.

6 � Experimental results and analysis

6.1 � Experimental setup

The numerical experiment is performed on a machine with an Intel Core i7-8750H 
2.2  GHz CPU, a GTX1060, and 8  GB memory running Windows 10. MATLAB 
R2018b is employed to design each algorithm.

6.2 � Parameter settings

To demonstrate its practicality and availability, EGJO is employed to perform IIR 
system identification. Additionally, EGJO is compared with other algorithms, such 
as the AOA, GTO, HHO, MDWA, RSO, WOA, TSA and GJO. The parameters are 
representative experimental values determined from the source articles. The initial 
parameters of each algorithm are described in Table 3.

6.3 � Results and analysis

Three experimental datasets utilizing various orders of IIR models are employed 
to examine the overall optimization efficiency of EGJO. Case 1 contains a second-
order system and a first-order IIR filter model. Case 2 contains a second-order sys-
tem and a second-order IIR filter model. Case 3 contains a higher-order system and 
a higher-order IIR filter model. The fitness function is computed according to the 
mean squared error (MSE), and the purpose of optimization is to determine better 
control parameters and the best solution.

For case 1, each algorithm utilizes a first-order IIR filter model to identify a sec-
ond-order system, and the transfer functions of the second-order system HP(z) and 
first-order IIR filter model HM(z) are computed as:

(25)HP(z) =
0.05 − 0.4z−1

1 − 1.1314z−1 + 0.25z−2

(26)HM(z) =
b

1 − az−1
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Table 3   Initial parameters of each algorithm

Algorithms Parameters Values

AOA The minimum value of the accelerated function Min 0.2
The maximum value of the accelerated function Max 1
A sensitive parameter � 5
A adjust parameter � 0.5

GTO Arbitrary value r1 [0,1]
Arbitrary value r2 [0,1]
Arbitrary value r3 [0,1]
Arbitrary value r4 [0,1]
Arbitrary value r5 [0,1]
Parameter p 0.03
Arbitrary value l [− 1,1]
Parameter � 3

HHO Arbitrary value r1 [0,1]
Arbitrary value r2 [0,1]
Arbitrary value r3 [0,1]
Arbitrary value r4 [0,1]
Arbitrary value r5 [0,1]
Arbitrary value q [0,1]
Escaping energy of the prey E0 (− 1,1)
Arbitrary value u [0,1]
Arbitrary value v [0,1]
Default constant � 1.5

MDWA Constant amax 1
Constant amin 0

RSO Arbitrary value R [1, 5]
Arbitrary value C [0,2]

WOA Arbitrary value r1 [0,1]
Arbitrary value r2 [0,1]
Convergence factor � [0,2]
Constant coefficient b 1
Arbitrary value l [− 1,1]

TSA Arbitrary value c1 [0,1]
Arbitrary value c2 [0,1]
Arbitrary value c3 [0,1]
Initial speed Pmin 1
Subordinate speed Pmax 4
Arbitrary value rand [0,1]
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For case 2, each algorithm utilizes a second-order IIR filter model to identify a 
second-order system, and the transfer functions of the second-order system HP(z) 
and second-order IIR filter model HM(z) are computed as:

For case 3, each algorithm utilizes a higher-order IIR filter model to identify a 
higher-order system, and the transfer functions of the higher-order system HP(z) and 
higher-order IIR filter model HM(z) are computed as:

EGJO is applied to perform IIR system identification. The purpose is to obtain 
the best control parameters and the minimum fitness value. The experimental 

(27)HP(z) =
1

1 − 1.4z−1 + 0.49z−2

(28)HM(z) =
b

1 + a1z
−1 + a2z

−2

(29)HP(z) =
1 − 0.4z−2 − 0.65z−4 + 0.26z−6

1 − 0.77z−2 − 0.8498z−4 + 0.6486z−6

(30)HM(z) =
b0 + b1z

−1 + b2z
−2 + b3z

−3 + b4z
−4

1 + a1z
−1 + a2z

−2 + a3z
−3 + a4z

−4

Table 3   (continued)

Algorithms Parameters Values

GJO Arbitrary value rand [0,1]

Arbitrary value r [0,1]

Constant value c1 1.5

Arbitrary value u (0,1)

Arbitrary value v (0,1)

Constant value � 1.5
EGJO Arbitrary value rand [0,1]

Arbitrary value r [0,1]
Constant value c1 1.5
Arbitrary value u (0,1)
Arbitrary value v (0,1)
Constant value � 1.5
Arbitrary value k (0,1)
Reflectivity � 1
Expansion coefficient � 1.5
Compression coefficient � 0.5
Contraction coefficient � 0.2
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results (MSE) of each algorithm are described in Tables 4, 5 and 6. The parameter 
estimation of each algorithm is described in Tables 7, 8 and 9. For each algorithm, 
the population size is 30, the maximum iteration number is 500, and the number 

Table 4   Experimental results (MSE) of each algorithm for case 1

Result AOA GTO HHO MDWA RSO WOA TSA GJO EGJO

Best 0.009851 0.009322 0.009669 0.010691 0.012342 0.009516 0.012368 0.009483 0.009168
Worst 0.019396 0.018680 0.019226 0.018964 0.022423 0.018268 0.019725 0.018792 0.016810
Mean 0.016351 0.013768 0.012635 0.012902 0.016127 0.012783 0.016009 0.013328 0.012072
Std 0.002303 0.002572 0.002627 0.001732 0.002304 0.002612 0.002141 0.002054 0.001354
Rank 5 7 9 2 6 8 4 3 1

Table 5   Experimental results (MSE) of each algorithm for case 2

Result AOA GTO HHO MDWA RSO WOA TSA GJO EGJO

Best 0.014713 0.014582 8.15E-07 1.45E-08 0.011002 0.000392 2.64E-05 8.84E-07 5.53E-09
Worst 0.263802 0.240881 0.203970 0.260636 0.247015 0.278381 0.245425 0.264077 8.65E-06
Mean 0.171508 0.173441 0.010845 0.030343 0.102070 0.118358 0.157619 0.100697 2.59E-06
Std 0.065306 0.069930 0.038807 0.072574 0.062958 0.104800 0.092881 0.110870 2.30E-06
Rank 4 5 2 6 3 8 7 9 1

Table 6   Experimental results (MSE) of each algorithm for case 3

Result AOA GTO HHO MDWA RSO WOA TSA GJO EGJO

Best 0.016181 0.015563 0.016491 0.010060 0.003530 0.008712 0.014522 0.000287 0.000120
Worst 0.076487 0.027865 0.029821 0.048230 0.039421 0.061341 0.071397 0.018540 0.016788
Mean 0.054235 0.022889 0.023684 0.029130 0.015499 0.027015 0.050323 0.004794 0.003979
Std 0.021065 0.002477 0.003347 0.010741 0.009213 0.011093 0.020843 0.004704 0.004567
Rank 9 1 2 6 5 7 8 4 3

Table 7   The parameter estimation of each algorithm for case 1

Result AOA GTO HHO MDWA RSO WOA TSA GJO EGJO

a 0.889462 0.916486 0.921203 0.939711 0.918949 0.930521 0.888718 0.926575 0.940133

b − 0.23312 − 0.27069 − 0.27306 − 0.30367 − 0.27806 − 0.30404 − 0.33452 − 0.24916− 0.19151

Table 8   The parameter estimation of each algorithm for case 2

Result AOA GTO HHO MDWA RSO WOA TSA GJO EGJO

a1 − 1.60202 − 1.59953 − 1.3988 − 1.39991 − 1.42186 − 1.42554 − 1.39942 − 1.40085 − 1.40005
a2 0.673880 0.660885 0.488819 0.489948 0.513276 0.515343 0.489964 0.490824 0.490038

b 0.658291 0.627863 1 1 0.806369 0.998420 1 1 1

10840



1 3

Adaptive infinite impulse response system identification…

of independent runs is 30. Best, worst, mean and Std represent the optimal value, 
worst value, mean value and standard deviation, respectively, which are taken as 
fundamental indicators to analyze robustness and sustainability. The optimal value 
is shown in bold, and the ranking is determined by the standard deviation. The elite 
opposition-based learning technique increases the population variety, broadens the 
search region, delays search stagnation and enhances the global search. The simplex 
technique accelerates the search process, improves the computational precision, 
increases the optimization depth and enhances the local search. EGJO combines 
the characteristics of these two search mechanisms to achieve supplementary 
superiority and enhance the total search ability. For cases 1 and 2, the optimal value 
is viewed as the minimum mean squared error (MSE) of the IIR filter model, which 
directly reflects the computational accuracy and optimization performance. The 
optimal values of EGJO are superior to those of the AOA, GTO, HHO, MDWA, 
RSO, WOA, TSA and GJO. The worst values and mean values of EGJO are 
superior to those of the other algorithms, which demonstrates that EGJO has strong 
robustness and superiority. The algorithm’s robustness and reliability are directly 
reflected in the standard deviation. The algorithm’s dependability increases with 
decreasing standard deviation. The standard deviations of EGJO are the smallest 
among all the algorithms, and its ranking is first, which demonstrates that EGJO 
has cost advantages and reliability. EGJO can switch exploration and exploitation to 
obtain the best control parameters. For case 3, the optimal values, worst values and 
mean values of EGJO are superior to those of the other algorithms. The standard 
deviations of EGJO are larger than those of GTO and HHO and better than those of 
the AOA, MDWA, RSO, WOA, TSA and GJO. The parameters of EGJO are better 
than those of the other algorithms. The experimental results imply that EGJO has 
sufficient robustness and reliability to achieve higher computation precision and 
better control parameters.

The elite opposition-based learning technique and the simplex technique are 
added to the basic GJO to obtain complementary advantages to solve various 
optimization problems. The elite opposition-based learning technique avoids 
search stagnation and enhances the global search by increasing the population 
variety and expanding the search region. The simplex technique improves 

Table 9   The parameter estimation of each algorithm for case 3

Result AOA GTO HHO MDWA RSO WOA TSA GJO EGJO

a1 − 0.00080 0.875841 0.607707 0.345820 − 0.01713 − 0.67406 − 0.10078 − 0.01107 − 0.02907
a2 − 0.51015 0.876974 0.586113 − 0.50666 − 0.32407 0.342941 − 0.38709 − 0.05135 − 0.02004
a3 − 3.5E−06 0.889296 0.603236 0.004816 − 0.00052 − 0.15727 0.027978 − 0.00080 0.025592
a4 − 0.00467 0.862314 0.207678 − 0.01519 − 0.51342 − 0.44841 0.108418 − 0.81958 − 0.84339
b0 1.021986 0.894428 0.941796 0.888708 0.853528 0.719575 0.788512 0.992582 0.988885

b1 − 8.8E−06 0.870726 0.651800 0.215131 − 0.01710 − 0.47432 − 0.05636 − 0.02328 − 0.01877

b2 − 0.00257 0.875718 0.651227 − 0.17559 − 0.00012 0.482589 − 0.16311 0.278890 0.310765

b3 3.52E−06 0.880218 0.635699 0.081185 − 0.01340 − 0.04398 − 0.09592 − 0.00413 0.013029

b4 − 0.00269 0.882149 0.529053 0.107490 − 0.01509 − 0.09746 0.214868 − 0.35868 − 0.36576
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the computational precision and enhances the local search by accelerating 
the optimization process and increasing the search depth. EGJO has the 
characteristics of simple principles, easy implementation, few optimization 
parameters, avoidance of search stagnation, fast convergence rate, high 
computation precision, strong stability and robustness. EGJO utilizes effectual 
search mechanisms to switch between exploration and exploitation and then 
determine the optimal control parameters and the global optimal solution. 
The convergence curves of the algorithms are illustrated in Fig.  5a, c, e. The 
convergence rate and computational precision of EGJO are superior to those 
of the other algorithms, which indicates that EGJO has strong robustness and 
dependability. The ANOVA tests of the algorithms are illustrated in Fig.  5b, d, 
f. For cases 1 and 2, the standard deviations of EGJO are lower than those of the 
other algorithms. For case 3, the standard deviations of EGJO are higher than 
those of GTO and HHO and lower than those of the AOA, MDWA, RSO, WOA, 
TSA and GJO. The experimental results reveal that EGJO has excellent reliability 
and robustness to achieve a better convergence precision and lower standard 
deviation; it is an efficacious and constructive method for solving the IIR system 
identification problem.

The results of the p-value Wilcoxon rank-sum test are described in Table 10. 
The histograms of the p value test are illustrated in Fig. 6. Wilcoxon’s rank-sum 
test is adapted to check whether there is a significant distinction between EGJO 
and the other algorithms [52]. p < 0.05 shows that the distinction is significant. 
p ≥ 0.05 shows that the distinction is not significant. The experimental results 
reflect that there is a remarkable distinction between EGJO and the other 
algorithms, and the data have a particular level of reliability and authenticity that 
is not generated by chance.

Statistically, EGJO is derived from the cooperative attacking behavior of 
golden jackals to simulate searching for prey, stalking and enclosing prey, and 
pouncing on prey to determine the best solution. EGJO is employed to perform 
IIR system identification for the following reasons. First, the elite opposition-
based learning technique and the simplex technique are integrated into the basic 
GJO. The elite opposition-based learning technique boosts the population variety, 
broadens the search region, decreases premature convergence and strengthens the 
global search. The simplex technique accelerates the search process, improves 
the computational precision, increases the optimization depth and strengthens 
the local search. EGJO achieves supplementary superiority to avoid falling into a 
local optimum. Second, EGJO has efficient and unique optimization mechanisms 
to update the positions of the golden jackals and reach the optimal solution. The 
control parameter |E| is used to adjust exploration and exploitation. If |E| ≥ 1 , 
EGJO utilizes the search for prey to predict and find the prey, which enhances the 
exploration ability. If |E| < 1 , EGJO utilizes enclosing and pouncing on the prey 
to adjust its position and capture the prey. Third, EGJO has simple principles, easy 

10842



1 3

Adaptive infinite impulse response system identification…

(a) Convergence curves of algorithms for case 1       (b) ANOVA tests of algorithms for case 1 

(c) Convergence curves of algorithms for case 2        (d) ANOVA tests of algorithms for case 2

 (e) Convergence curves of algorithms for case 3        (f) ANOVA tests of algorithms for case 3 

Fig. 5   Experimental results for cases 1–3

Table 10   Results of the p-value Wilcoxon rank-sum test

EGJO vs AOA GTO HHO MDWA RSO WOA TSA GJO

Case 1 1.85E−08 6.38E−03 3.55E−02 2.92E−02 1.41E−09 N/A 2.92E−09 3.85E−03
Case 2 3.02E−11 3.02E−11 5.07E−10 5.97E−09 3.02E−11 3.02E−11 3.02E−11 1.25E−07
Case 3 3.34E−11 3.34E−11 3.34E−11 6.07E−11 1.25E−07 1.09E−10 3.34E−11 0.145319
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implementation, few optimization parameters, avoidance of search stagnation, 
a fast convergence rate, high computation precision and excellent stability and 
robustness. To summarize, EGJO balances exploration and exploitation to arrive 
at the best fitness value, which is a constructive and efficacious approach for 
performing IIR system identification.

7 � Conclusions and future research

To address the shortcomings of premature convergence, a slow convergence rate 
and low computation precision faced by basic GJO, EGJO based on the elite 
opposition-based learning technique and the simplex technique are proposed to 
perform IIR system identification. The intention is to discover the optimal param-
eters and global optimal solution. The elite opposition-based learning technique 
increases the population variety and broadens the search region to avoid search 
stagnation and enhance the exploration ability. The simplex technique accelerates 
the optimization process and increases the search depth to improve the compu-
tational precision and enhance the exploitation ability. Therefore, EGJO can not 

Fig. 6   Experimental results of the p-value test for cases 1–3
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only utilize the mechanisms of searching for prey, stalking and enclosing prey, 
and pouncing on prey to achieve supplementary superiority and avoid premature 
convergence but also has strong robustness and adaptability to balance explora-
tion and exploitation and determine the best value. To verify the practicality and 
availability of EGJO, EGJO is compared with AOA, GTO, HHO, MDWA, RSO, 
WOA, TSA and GJO through three sets of experiments. EGJO has strong global 
and local abilities to avoid premature convergence and obtain the best fitness 
value. The experimental results demonstrate that EGJO has a faster convergence 
rate, higher computation precision, stronger robustness and better optimization 
efficiency in discovering the global optimal solution. Additionally, EGJO is an 
efficacious and constructive approach for performing IIR system identification.

In future research, we will apply and evaluate EGJO on at least one to three real-
world problems. We will further verify the effectiveness and feasibility of EGJO by 
comparing it to the latest works. We will evaluate EGJO on all 23 benchmark func-
tions. We will introduce efficacious search mechanisms, unique coding methods and 
hybrid algorithms to achieve supplementary superiority and enhance the optimiza-
tion ability, which will improve the convergence rate and the computation precision. 
Additionally, the modified GJO will be used to study the quality detection of the 
typical understory crops of Dendrobium huoshanense and Camellia oleifera with 
local characteristics. We will achieve the rapid collection of multidimensional data 
of the internal composition and external representation of understory crops and use 
hyperspectral technology and image processing methods to perform the intelligent 
detection and classification of understory crops. This will enable fast and accurate 
grading of the quality of understory crops, which is of key significance for improv-
ing the added value of crops.
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