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Abstract
Background subtraction approaches are used to detect moving objects with a high 
recognition rate and less computation time. These methods face two challenges: 
selecting the appropriate threshold value and removing shadow pixels for correct 
foreground detection. In this paper, we solve these challenges by proposing a new 
background subtraction method called ABGS Segmenter, which is based on a two-
level adaptive thresholding approach where a reference frame is created using mean-
based thresholding to generate the initial value of the threshold and accelerates the 
process of foreground segmentation for remaining frames by adaptively updating 
the threshold value at the pixel level. ABGS Segmenter is also capable of removing 
shadow pixels by fusing the chromaticity-based YCbCr color space model with the 
intensity ratio method for improving the percentage of correct pixels’ classification 
measure. Comprehensive experiments are evaluated on three benchmark datasets 
(Highway, PETS 2006, and SBU) and observed that the proposed work achieves bet-
ter results than existing methods.

Keyword Adaptive threshold · Background subtraction · Color space model · 
Shadow detection · Shadow removal

1 Introduction

Traditional video surveillance systems are used to monitor activities like traffic con-
trol, people detection, crime detection, and many more. These systems are depend-
ent on human operators. It has been observed that human-based surveillance sys-
tems have certain limitations, such as the inability to monitor multiple screens at 
the same time or track an object over a long period [1]. To overcome these issues, 
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intelligent surveillance systems have been popular in recent years by providing a 
high level of security to analyze the captured videos efficiently. To analyze video 
frames, the object segmentation approach is employed to precisely identify the mov-
ing object for recognition. The most widely used video segmentation approach is 
known as Background Subtraction [2, 3]. It is used to detect moving objects in video 
sequences by calculating the pixel-wise difference between the current frame and 
reference frame and then comparing the difference with the threshold value (T), to 
generate a binary mask, as shown in Fig. 1 [3]. With the help of the threshold value, 
pixels are divided into two classes: foreground pixels are considered moving parts 
of the frame, and background pixels are considered stationary parts of the frame [4].

Background Subtraction (BS) techniques become more challenging when they 
require choosing a threshold value for foreground segmentation. Many meth-
ods have been developed to detect moving objects using background subtraction 
approaches from video sequences, but segmented results are not great [5–7]. Basic 
background subtraction models rely on either manual selection of threshold value or 
global threshold value, producing unsatisfactory results in terms of correct pixels’ 
classification while generating the binary mask. Unfortunately, these methods don’t 
always lead to good results, especially when moving objects stop moving or when 
the background is changing [7, 8].

To solve this issue, statistical models were used for background subtraction by 
removing the dependency on a manual threshold value [9–11]. These statistical 
models were integrated with multi-model distributions to calculate the learning rate 
parameter for threshold selection. However, these models are reliable when there are 
sudden illumination changes in dynamic scenes, but threshold selection is dependent 
on tuning the learning rate parameter, which is time-consuming. Also, these back-
ground subtraction methods produce unsatisfactory results in the extraction of cor-
rect foreground objects due to the existence of shadows (as shown in Fig. 2 [12]), 
which cause the distorted geometrical shape of the moving objects.

To solve the problem of manual or global thresholding, a radius-based threshold 
value method was proposed to detect foreground objects[13], but a few pixels were 

Fig. 1  Basic approach of the Background Subtraction method

Fig. 2  a Input frame contains 
an object with shadow b 
Segmented mask of foreground 
extraction with shadow
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misclassified due to shadow. Shadows follow the same movement patterns as fore-
ground objects and exhibit a comparable amount of intensity change, which leads 
them to become a part of the foreground. There are numerous shadow detection and 
removal techniques available in the literature to attain good accuracy [14, 15], but 
they have limitations, including (a) detecting shadows in moving objects using color 
feature segmentation, but it is unable to discriminate them from black objects[16], 
and (b) shadows are based on a darker intensity region, but it produces a deformed 
shape of the object [17]. Moreover, these techniques produce less accuracy by gen-
erating many false positives.

Existing methods achieve good results. However, it becomes challenging to 
address the problems of threshold value selection and shadow pixel removal for 
accurate foreground segmentation. In this research, we try to solve the mentioned 
issues from a new perspective and propose a framework called ABGS Segmenter: 
Adaptive Background Subtraction and Shadow removal. The main aim of the pro-
posed ABGS segmenter is to predict pixel-wise adaptive threshold values in each 
frame for foreground and background segmentation and remove the shadow pixel 
(if it exists) to improve the accuracy of object segmentation. Traditional back-
ground subtraction methods are sensitive to shadow appearances in frames, which 
affect the performance of the developed background subtraction model by misclas-
sifying shadow pixels as foreground pixels. Fortunately, chromaticity-based shadow 
removal shows a great impact on this factor. Therefore, we have combined adap-
tive background subtraction and chromaticity-based shadow removal approaches to 
generate a reliable method for accurate foreground detection in static scenes using a 
single steady camera.

Our proposed framework consists of two stages: (i) background subtraction and 
(ii) shadow removal, which are inspired by the algorithms proposed in [18, 19]. In 
[18], the pixel-wise background subtraction method is proposed where parameters 
are adjusted at run time and the background is updated using a learning rate. This 
method has multiple parameters it takes time to tune the parameters. On the other 
hand, the algorithm proposed in [19] is used for shadow removal, where the local 
average color space model is used to remove the shadow pixels. However, this tech-
nique cannot remove outdoor shadow pixels accurately, which leads to deform the 
shape of the objects and generate many false positives. Background subtraction and 
shadow removal methods have performed well individually, but few background 
subtraction methods do not perform well if segmented foreground results are associ-
ated with shadows.

With this motivation, our proposed framework integrates an adaptive back-
ground subtraction method with a shadow removal model to detect foreground 
moving objects correctly. Here, we have proposed two-level adaptive threshold-
ing in which the initial threshold is calculated using the mean value of the first 
frame to create the reference frame, and then the threshold value is updated auto-
matically using a statistical approach for other frames at the pixel level for fore-
ground extraction. The reference frame is updated to check the appearance of the 
objects when they appear first time in the frame and consider the objects as part 
of the background if they do not move for a longer time. This mechanism helps in 
calculating adaptive threshold values at run time. To obtain shadow-free frames, 
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our proposed framework is also able to detect the shadow region and remove the 
shadow pixels using the YCbCr color space model and proposed intensity ratio 
model. Our method is also capable to remove single and multiple shadows in the 
frame.

The contributions of the proposed work are as follows:

1. We propose a pixel-wise two-level adaptive thresholding approach to build a 
background subtraction model to generate a binary mask for foreground detec-
tion, which solves the problem of choosing a manual threshold value. The update 
mechanism of the reference frame of the proposed work aids in recognizing 
objects that remain stationary for an extended time.

2. We propose a chromaticity-based YCbCr color space model with an intensity ratio 
method to know the statistics of pixels’ intensity for shadow region detection and 
subsequently remove shadow pixels to reduce false positive rates.

3. We enhance our framework by incorporating morphological operations and con-
nected components to fill the interior gaps in the foreground mask for correct 
pixel classification.

4. We conduct comparative experiments and evaluate the performance of the pro-
posed framework on benchmark datasets PETS 2006, Highway, and SBU with 
state-of-the-art methods.

The organization of the paper is as follows: Section 2 discusses related work 
of background subtraction and shadow removal. Section 3 describes the proposed 
methodology. Section 4 demonstrates experimental results and comparative anal-
ysis. Finally, Section 5 presents the conclusion of the proposed method.

2  Related work

Moving object detection is a key step of video surveillance applications in the 
computer vision field. In past years, numerous background subtraction approaches 
have been proposed to detect foreground objects from the video. Sometimes, 
detected foreground objects are captured with shadows, affecting the performance 
of intelligent surveillance systems. So, it is highly important to remove shadows 
from extracted foreground objects. This section discusses various existing meth-
ods related to (i) background subtraction models and (ii) shadow detection and 
removal methods for foreground extraction.

Background Subtraction Methods: To detect foreground objects in video 
sequences, many background subtraction methods have been presented in the last 
few decades. The following stages are included in the process of background sub-
traction process: (1) initializing the background model from N training frames 
to generate the first background. (2) foreground detection is accomplished by 
comparing the background image to the current image and classifying pixels 
as foreground or background (3) background maintenance is used to generate a 
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foreground mask by updating the background model. Background subtraction 
methods are not limited and many review papers have been published by provid-
ing detailed information on various background subtraction approaches and their 
applications [2, 6, 15].

Traditional pixel-based background subtraction methods distribute each pixel in 
a frame locally. In these models, the pixel-wise difference is calculated between the 
background frame and the current frame using a manual choosing threshold value to 
classify pixels belonging to foreground or background [20]. In [21], the background 
subtraction method is proposed using the median filter to detect pedestrians based 
on their walking manner by pixel-by-pixel comparing the reference and current 
images, and then applying a median filter to the resulting image to remove noise. 
When pedestrians wear the same color of the dress as the background images, this 
method fails, and few pedestrians are detected as non-pedestrian. An adaptive back-
ground subtraction model using histogram-based thresholding is proposed in [22] to 
detect foreground objects in a dynamic scene. This method fails if the moving object 
is slow which leads to the wrong counting of objects. Hassan et.al. [23] proposed a 
self-adaptive background subtraction model using histogram analysis to detect a per-
son in a crowded scene. However, these approaches are easy to implement but not 
able to generate good results if the threshold value is not selected properly.

To overcome the problems of traditional methods, advanced pixels-based sta-
tistical methods were proposed which are suitable to generate foreground masks in 
static and dynamic scenes. Gaussian Mixture method (GMM) is one of the most 
famous statistical approaches to detecting moving objects in static and dynamic 
environments. A statistical model using single Gaussian distribution is introduced 
to recognize people in video sequences [24]. Due to the slow updating rate of the 
backdrop model, a single Gaussian model could not quickly deal with a dynamic 
background. To overcome this issue, an adaptive Gaussian mixture-based method 
is proposed where every pixel is introduced with a mixture of K Gaussian func-
tions and it works well in the dynamic environment [9]. To make it more advanced, 
adaptive GMM with the Expectation–Maximization method is introduced for back-
ground subtraction which is used to predict per-pixel background distributions [25]. 
A hybrid GMM model was proposed in [26] for a static and dynamic background 
but not able to handle shadows in the image when the illumination changes. Another 
statistical background subtraction model is proposed [27] which is integrated with 
wavelet transform to detect moving objects in illumination changes but misclassify 
a few pixels when shadow exists. Other mixture models fail in the fast-changing 
background with Gaussians values ranging between 3 and 5, which causes issues in 
complex scene detection [28].

There are a few methods proposed to solve issues of fast-changing background 
environment and the occurrence of shadows [29, 30]. These models estimate the 
background based on pixel probability distribution in each frame. The clustering 
model is also introduced called codebook [31] which obtains a multimodel back-
ground model in which a codebook for every pixel has been generated to store code-
word based on training frames. The codebook method is learned with long video 
training frames over a limited amount of memory. Further improvements are done 
by incorporating the spatial and temporal context of each pixel in every frame [32]. 
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Sometimes, codebook methods fail while updating the background model if struc-
tural changes occur in moving objects due to noise in video sequences. A well-
known visual background extractor (ViBe) method [33] is proposed which handles 
noisy videos. The key innovation of ViBe is selecting some pixels for background 
initialization and updating the model from the second frame. This method produces 
good results in a dynamic environment but failed in a dark background, shadows, 
and sudden illumination changes in the captured scene. Another method called Pixel 
Based Adaptive Segmenter (PBAS) is developed which creates a background model 
taking a sample of observed pixels and the foreground was detected using pixel-
based threshold value [18]. To extend this work, a method is proposed in [34] works 
on weighted directional background subtraction model to improve the segmentation 
task in static and dynamic scene.

Hybrid models have been discussed in literature which achieve good results in a 
dynamic environment, shadow removal, and illumination changes. A hybrid model 
using Kernel Density Estimation and GMM are proposed by [28] which discusses 
foreground identification and removal of shadow pixels using probability density 
functions (PDFs) for moving and stationary objects. Subsequently, a Codebook 
method is proposed [35] in conjunction with the Gaussian Mixture Model (GMM) 
to detect outliers using mean vectors and covariance matrices. This procedure is 
also effective in removing shadows. In [36], the wavelet transform method is com-
bined with adaptive GMM to create the background model but it is not robust under 
sudden illumination changes. The methods proposed in [36, 37] propose a hybrid 
background subtraction with mean pixels to generate foreground pixels in a real-
time environment. The summary of various background subtraction methods and the 
challenges solved by them is given in Table 1.

Shadow Detection and Removal Methods: Video surveillance systems need to 
be robust if any changes (like the occurrence of shadows) in the foreground scene 
cause false detection of the objects. Shadow pixels are occasionally misclassified 
as object portions, resulting in errors in object localization, segmentation, and 
tracking[38]. Although detecting shadow regions with the human eye is relatively 
simple, it is a difficult challenge for a computer to solve when shadow pixels are 
considered as part of moving regions. To solve such issues, the current research 
focuses on the detection and removal of shadows. Shadow can be classified as 
(i) cast shadow and (ii) self-shadow. Shadow is cast when one object is blocked 
by the light source of another object. Self-shadow is generated when light is not 
directly reflected over the object. In the literature, many methods are available for 
the detection and removal of shadows as discussed. The method proposed in [39] 
discusses two features of shadow detection: a)intensity and b) chromaticity. The 
choice of features has a great impact on shadow detection results. Shadow regions 
are different from background regions. Intensity feature-based shadow detection 
methods predict the intensity range of shadow regions after estimating the back-
ground subtraction. These methods sometimes fail when the object and region of 
shadow have the same color. Earlier, shadow detection systems rely on manual 
hand-crafting relevant features to distinguish the shadow from the background 
scene. In the paper [40], a graph-based technique is adopted to detect shadows 
using intensity features. A Markov Random Field (MRF) method is proposed 
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in [41] with pairwise region context information, which helps in increasing the 
shadow detection rate. Traditional methods do not work well in cluttered scenes 
and illumination conditions because many of them use hand-crafted features.

To overcome this problem, a proposed method [19] devises a shadow detec-
tion and removal technique for moving objects but it fails due to ghosting area 
and heavy noise. Another color invariant and geometric features-based method is 
discussed to detect shadow as a multi-stage process. The assumption is made that 
the shadow area is darkened than the foreground object [17]. After that, the result 
is checked using color invariance and shadow location concerning the object. But 
this method fails for detecting shadows with lower dark regions. The method pro-
posed in [42] uses hue, saturation, and value (HSV) color space shadow proper-
ties to distinguish shadow pixels from moving objects. These features show that 
in the brightness component, cast shadows conceal the backdrop, whereas the sat-
uration and hue spaces fluctuate within certain boundaries. The LAB color space 
method is introduced [43] which uses brightness values to detect shadows and 
observe that B-channel values (yellow to blue ratio) are lower in shadow regions 
than in non-shadow regions. Because it identifies each pixel as a shadow or non-
shadow region without including nearby pixels, this approach produces erroneous 
labeling. We have categorized shadow detection and removal methods based on 
intensity and chromaticity features as shown in Table 2.

With the advancement of deep learning in recent years, approaches for pro-
cessing moving object detection using Convolutional Neural Networks (CNN) 
have begun to emerge [44, 45]. Deep learning-based methods beat sample-based 
background modeling methods in most cases. But motion detection approaches 
require a large amount of labeled training sample data to train neural networks. 
Furthermore, CNN training necessitates some hardware assistance as well as a 
significant amount of time. On the other hand, sample-based background mod-
eling methods do not face such issues. For this reason, we have not compared the 
proposed method with CNN-based methods in the experimental section due to 
their inflexibility.

Table 2  Classification of 
shadow detection and removal 
methods based on different 
types of shadow

Features Approaches Shadow Type

Cast Shadow Self
Shadow

Intensity based Graph-based [40] ✓
MRF [41] ✓

Chromaticity based Color-based [19] ✓
HSV color space [42] ✓ ✓
LAB color space [43] ✓
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3  Proposed method

This section discusses a detailed description of the proposed framework. The overview 
of the proposed system is depicted in Fig. 3, which consists of two stages: (i) back-
ground modeling and (ii) shadow removal modeling. The background modeling stage 
generates an adaptive threshold value for each frame pixel-wise to extract the binary 
mask for object segmentation. We take grey-level input frames for stage 1, in which a 
reference frame is generated from the initial few frames using the background subtrac-
tion method. Then, adaptive background modeling is applied to generate the automatic 
threshold value to update the background model for foreground detection. The visual 
representation of the first stage result is shown in Fig. 4. Sometimes, the foreground 
pixels are misclassified due to the existence of the shadow. The second step of the pro-
posed framework is used to first find the shadow area and then get rid of the shadow 
pixels so that the pixels can be correctly classified which helps in accurate object detec-
tion. The visual representation of the second stage result is shown in Fig. 5. The second 
stage of the proposed framework is avoided if there is no shadow area in the result of 
the segmented objects.

Fig. 3  Overview of the proposed framework

Fig. 4  Qualitative results under the category of background subtraction without shadow. See the results 
from left to right
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3.1  Proposed adaptive background subtraction approach

The basic concept of the background subtraction model is to generate a reference 
frame called a background frame (consider a static background) and compare it with 
a new frame to classify each pixel belonging to the foreground or background by 
setting the manual threshold value which is a tedious task. Therefore, we propose 
a pixel-level background subtraction model using a two-level adaptive thresholding 
approach to segment the objects in a static background environment. Our key inno-
vation is that a two-level per-pixel thresholds approach is used to generate the initial 
threshold for creating a background frame and then dynamically update the thresh-
old value for each pixel depending on an estimated background frame. The proposed 
work is divided into three phases:

Phase 1: Initialize the reference frame for the background subtraction model.
Phase 2: Update the background subtraction model using adaptive background 
modeling.
Phase 3: Enhancement of the adaptive background subtraction model for fore-
ground detection.

3.1.1  Phase 1: Initialize the reference frame for the background subtraction model

This phase is useful to generate a background frame called a reference frame from 
the initial few frames in consideration of not having moving objects in those frames. 
In this research work, we adapt the concept of the pixel-based averaging method [18] 
to generate the background frame by automatically calculating the initial threshold 
value. Here, we consider B(x) initial frames { B1(x), B2(x), ….Bn−1(x), Bn(x)} where 
x represents the location of pixels in the frame. We calculate the Mean 

(
M1(x)

)
 by 

using Eq. (1) and Variance 
(
V1(x)

)
 by using Eq. (2) of first frame to understand the 

statistical behavior of each pixel in the frame.

(1)M1(x) =
1

n

n∑

1

B1(x)

(2)V1(x) = (M1(x) ∗ M1(x))

Fig. 5  Qualitative results of the Highway dataset under the category of background subtraction with 
shadow. See the results from left to right
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An initial threshold is computed by using Eq. (3) to generate the reference frame. 
This step is used for the pixels’ segmentation to generate the background frame.

The entire process of creating the initial background model for initial frames is 
summarized in Algorithm 1.

3.1.2  Phase 2: Update the background subtraction model using adaptive 
background modeling

After initializing the background frame, the next step is to extract the moving 
objects by updating the background subtraction model for the remaining F frames 
{ F1(x), F2(x), ….Fn−1(x), Fn(x)}. Here, moving objects of the first test frame F1(x) 
is segmented using the initial threshold value which is calculated from Algorithm 1. 
Then, to keep updating the threshold value adaptively for each frame, we propose a 
frame difference-based variance calculation method to calculate the threshold value 
for each frame at the pixel level. The background model is updated by generating 
a new threshold value Tn using the variance value of the test frame. This method 
helps in understanding the range of pixels’ values for correct foreground and back-
ground segmentation, and also allows for gradual changes in the background frame. 
The frame differencing method is applied in testing frames using adaptive threshold-
ing Tn to solve an issue of manual selection of threshold value for automatic seg-
mentation of moving objects in a static scene. The frame differencing method for 

(3)Threshold =
√
Vk(x) − (Mk(x) ∗ Mk(x))
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pixel segmentation is shown in Eq. (4) and Eq. (5) where fn(x) is a current frame, 
BGMn(x) is a reference frame and Tn represents adaptive threshold value. If the pixel 
difference value of the current frame and reference frame is greater than the thresh-
old value, then the pixel is classified as a motion pixel (foreground) otherwise pixel 
is classified as a static pixel (background).

The entire procedure of segmentation of moving objects for further frames using 
adaptive thresholding is shown in Algorithm 2.

(4)diffn(x) =
||fn(x) − BGMn(x)

||

(5)diffn(x) > Tn
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3.1.3  Phase 3: Enhancement of the adaptive background subtraction model 
for foreground detection

The next step is to enhance the proposed adaptive background subtraction model 
using morphology operations with eight connected components. When the back-
ground model is updated, a few pixels are misclassified which causes an issue with 
holes in the inner region of the identified objects. To overcome this problem, we 



7950 S. Agrawal, P. Natu 

1 3

incorporate morphology operations with the connected component method in the 
proposed background subtraction method. The connected component method helps 
in a grouping of similar kinds of pixels based on their connectivity and morphology 
operations are used to fill the gap in the internal region of the detected object. The 
morphological operations work as a filter on a binary mask generated from back-
ground modeling. Here, we use rectangular structure element S(i, j) ∈ R i.e. object 
region of size (3 × 3) to (5 × 5) which is defined as a 2D function instead of a point 
set in binary imaging. The size of the structure element is dependent on frame reso-
lution. We apply closed morphology operation which dilates the segmented image to 
fill small gaps in the interior region of the binary image and then erodes the dilated 
image to restore the original shape of the segmented frame. The closing is the dual 
operation ( A ⋅ S ) of the opening function and it is represented mathematically as 
given below [46]:

  where (A⊕ S)(u, v) represents dilation operation and (A⊖S(u, v) represents ero-
sion operation.

After applying morphology operations, we use the eight-way pixel connectivity 
connected component method, which group the pixels that have similar intensity. 
This method helps restore the original image with detected objects as foreground. 
This operation is useful to detect objects with boundary boxes that may help in 
identifying the location of the objects. Though our background subtraction model 
is enhanced with post-processing operations but some false positive pixels are also 
detected due to the occurrence of shadow pixels, which degrade the performance of 
the model.

3.2  Proposed shadow region detection and removal model

The removal of shadows has become a key step to improve the performance of the 
surveillance system. A shadow is considered a dark region and is generated by an 
opaque object blocking light from a light source. The presence of shadow disturbs 
the characteristics of a segmented object by incorrectly classifying the foreground 
pixels. When a shadow is cast by static objects (like a building, tree, pillar, parked 
vehicle, etc.) in such cases, methods to detect moving objects using background sub-
traction do not suffer from the static shadow because these types of shadows are 
considered as background. But if shadow appears in a moving object (foreground 
part) then false positives may increase due to the misclassification of pixels. Our 
proposed framework solves the concern issue by integrating shadow region detec-
tion and removal steps with the background subtraction model. Our method was 
inspired by [19] and proposed a chromaticity-based shadow region detector to detect 

(6)A ⋅ S = {A⊕ S}⊖S

(7)(A⊕ S)(u, v) = max(i,j∈S){A(u + i, v + j) + S(i, j)}

(8)(A⊖S(u, v) = min(i,j∈S){A(u + i, v + j) − S(i, j)}
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the shadow pixels. Also, an intensity ratio-based YCbCr color space model has been 
proposed to remove the shadow pixels. The model works with a generated binary 
mask using a background subtraction model and color frame of foreground to check 
the existence of shadow. This second stage of our proposed framework consists of 
two phases:

Phase 1: Detection of the shadow region
Phase 2: Removal of shadow

3.2.1  Phase 1: Detection of the shadow region

The shadow region detection is a primary step in shadow removal modeling with 
an assumption that pixels under the shadow region are darker than the background 
region. However, a good shadow region predictor model requires predicting the 
range of pixel intensity that lies under the shadow region. In this research work, a 
chromaticity-based shadow region detection approach is adopted to know the statis-
tics of pixels intensity as shadow region (S) which has a lower intensity value than 
the non-shadow region ( ̃S ) depends on illumination conditions. Due to illumination 
conditions, the intensity of the shadow region can be sharp or smooth. To solve this 
issue, we propose an intensity ratio-based YCbCr color correction model in which 
luminance information is stored by the Y channel and color information is stored 
by two other color channels Cb and Cr. Our proposed method takes the color input 
frame and binary mask obtained from stage 1 and processes those frames to get the 
shadow region if exists with an assumption that pixels are linearly related to the 
intensity value of incident light. To start searching for shadow region, first, convert 
the color frame into YCbCr color space and compute the summation of the aver-
age pixel intensity ratio Rs(x) of each YCbCr channel between test frames Fn(x) and 
background model frame BGMn(x) as shown in Eq. (9)

The next step is to identify pixels under the shadow region by scanning the 
frame horizontally 

(
Hn|i|

)
 and vertically 

(
Vn|j|

)
 . Then, we count the total number of 

shadow pixels (Ns) in shadow region as formulated by Eq. (10) where jn.min and jn.max 
represent minimum and maximum pixels value at the vertical level. While in.min and 
in.max represents minimum and maximum pixels value at the horizontal level.

where j ∈ {0, Width −1} and i ∈ {0, Height −1}.
We also compute mean YMean(x) and standard deviation YSD(x) of other test 

frames Fn(x) as formulated by Eq.  (11) and Eq.  (12), respectively, to classify 
the shadow pixels. Here, the mean value works as the intensity threshold value 

(9)Rs(x) =
Fn(x)

BGMn(x)

(10)Ns =

jn.min+jn.max

2∑

j=jn.min

Vn|j| +

in.min+in.max

2∑

i=in.min

Hn|i|
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if pixel intensity is less than the standard deviation than pixels come in shadow 
region (S) otherwise it is considered as non-shadow region ( ̃S).

It is observed that a shadow contour is usually associated with a moving 
object, so it is required to search adjacent pixels to find the complete shadow 
region as shown in Eq. (13) and Eq. (14), respectively.

The entire procedure to detect shadow region as shown in Algorithm 3.

(11)YMean(x) =
1

N

n∑

i=1

Ii(x)

(12)YSD(x) =

√√√√ 1

N

n∑

i=1

(Ii(x) −M(x))2

(13)
if(Hn|i| ≠ 0&&Hn

||i + YMean(x)
|| < Ns)

iHAdjacent = i ∶ where 0 ≤ i ≤ height

(14)
if
(
Vn|j| ≠ 0&&Vn

||j + YMean(x)
|| < Ns

)

jVAdjacent = j ∶ where 0 ≤ j ≤ width
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3.2.2  Phase 2: Removal of shadow

The next step of our approach is to remove shadow pixels from the processed frame. 
Here, we use the YCbCr color correction method to correct the luminance property 
generated by the Y channel while the light model-based method is used to correct 
the color properties generated by Cb and Cr channels. The intensity Ii(x) of shadow 
removal method can be represented by Eq. (15)

where S̃i(x) represents non-shadow pixels, Si(x) represents shadow pixels, Ri rep-
resents surface reflectance and �i represents an angle of light on the object and ti 
represent direct light attenuation factor where if ti = 1 then the object is in the non-
shadow region.

In the shadow removal method, we compute an average of non-shadow S̃avg(x) 
and shadow Savg(x) pixels intensity and then calculate a ratio between averaging of 
non-shadow and shadow pixels are computed by Eq. (16)

To identify the difference between shadow and non-shadow regions, calculate the 
difference in average values of shadow and non-shadow pixel intensity as illustrated 
in Eq. (17)

The ratio of two pixels’ values is not the same in all Y, Cb, and Cr color channels 
so color correction is required for the proper removal of shadow pixels. It is required 
to add the difference and ratio values in the Y, Cb, and Cr color channels and then 
converted them to RGB channels. We compare the pixels’ value with standard 
deviation as the threshold value generated by Eq. (12), once the pixel value is less 
than the threshold value then remove that pixel by associating the value 0 which 
is considered as part of the background. Finally, a closed morphology operation is 
applied to fill the gaps inside the detected region followed by connected components 
to detect the shadow-free foreground objects. Algorithm 4 illustrates the proposed 
shadow removal approach.

(15)Ii(x) =
(
ti cos �iS̃i(x) + Si(x)

)
Ri

(16)r = S̃avg(x)∕Savg(x)

(17)diffs = S̃avg(x) − Savg(x)
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4  Experiments and result discussion

In literature [9, 39, 47] evaluation of the background subtraction methods are based 
on human perception (subjective evaluation). It is difficult to assess the image qual-
ity based on subjective evaluation because it depends on capturing device, dis-
tance, viewing angle, environment, and human perception. This type of evaluation 
is time-consuming and impractical in a real-world scenario. Therefore, it is needed 
to use statistical evaluation to evaluate the performance of the methods accurately. 
The efficiency of the proposed method is experimenting on benchmark datasets and 
comparing the performance of the proposed method with state-of-the-art methods 
using standard performance measures.

4.1  Datasets description

The proposed work is evaluated on three widely used datasets (i) Highway [12] 
(ii) PETS 2006 [12] and (iii) SBU [48] as shown in Table  3. The reason to con-
sider these datasets on accountability of motion or change detection in an outdoor 
and indoor scene. These datasets are available in video as well as in frame format. 
Few frames of the Highway dataset deal with background motion noise and mild 
shadow. In PETS 2006 dataset, few frames deal with illumination changes but no 
shadow. SBU dataset completely deals with the shadow category. Frame resizing 
(512 × 512) has been done for all frames of the PETS 2006 and SBU datasets for 
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better evaluation. Ground truth is associated with each dataset for measuring the 
performance of the proposed method with state-of-the-art methods.

4.1.1  Ground truth labels

The benchmark datasets are available with ground truth labeled data for compar-
ing the robustness and efficiency of the proposed method with existing methods. 
Each frame in available datasets is annotated manually at the pixel level as shown in 
Table 4.

4.2  Effectiveness of the proposed model

This research is based on the principle in which object segmentation is done when it 
appears the first time in the frame so the background model needs to be updated to 
generate segmentation results. In this section, experimental results are shown quali-
tatively (visual perception) and quantitatively based on the available ground truth 
frames to prove the effectiveness of the proposed method.

4.2.1  Qualitative results

Our approach is based on two-level adaptive thresholding with chromaticity-
based YCbCr color correction-based shadow removal method to generate a binary 
mask for foreground segmentation and detect the shadow-free foreground. This 

Table 3  Description of the benchmark datasets

Datasets Total frames Frame size Ground
Truth

Scene Shadow size

PETS 2006 1200 720 × 576 1200 Indoor and outdoor No shadow
Highway 1700 320 × 240 100 Outdoor vehicle Medium
SBU 4085 512 × 512 4085 Indoor and

outdoor
Medium and large

Table 4  Ground truth labeling at pixel level

Sr
No

Ground Truth 
Labeling

 Gray Scale Pixel Value

1. Static Gray scale pixel value 0 is considered a static or background scene
2. Shadow Pixels ranging between 50 to 70 grayscale values are labeled with shadow 

region
3. Non-ROI The first few 100–200 frames of each dataset are assigned as NON-ROI frames 

to avoid errors in evaluation metrics
4. Moving Moving pixels are labeled with gray level scale value 255 for foreground detec-

tion
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section covers the experimental analysis of each dataset under two categories 
(i) background subtraction without shadow and (ii) background subtraction with 
shadow. The initial value of the threshold is experimentally computed and lies 
between 40 to 50 grayscale pixel range for generating a reference frame. Once the 
initial threshold value is computed then foreground segmentation is done based 
on a threshold value for correct pixel classification whether pixels are belong-
ing to the foreground or background. After foreground segmentation, post-pro-
cessing operations like closed morphology using rectangular structure element 
(SE) of size (3 × 3) for the Highway dataset and (5 × 5) for the PETS 2006 dataset 
are applied to fill the gap in the internal region of the segmented results. Then, 
blob analysis using 8 connected components is applied to obtain the detected 
objects with a boundary box. The size of the structural elements is experimented 
tested. After experimentation, it is found that a larger value of structure elements 
deforms the shape of the blob, due to the larger shape of a structure element, mul-
tiple blobs are connected into a single one.

The qualitative results of the proposed background subtraction model with 
post-processing operations are shown in Fig. 4, 5, and  6, respectively, under the 
categories of background subtraction results without and with shadow. We con-
sidered the first 150 frames of the PETS 2006 dataset and the first 100 frames 
of the Highway dataset for generating the reference frame, as shown in Fig. 4b. 
Here, the visual results of the 551st input frame of the PETS 2006 dataset and the 
692nd  input frame of the Highway dataset, along with their ground truth frames, 
have been shown, respectively.

However, most background subtraction methods [8, 9, 13] can correctly clas-
sify the pixels but generate more false positives when shadow exists in a seg-
mented frame. Though shadow is considered part of the background in the frame 
sometimes it can be misclassified as foreground if the background color and 
foreground color are nearly similar (refer to Fig. 5 of the Highway dataset). Few 
frames in the Highway dataset suffer from a mild shadow, so the second stage of 
the proposed method works well when a shadow region is detected while pro-
cessing the frames. The proposed method also has the benefit of detecting and 
eliminating shadows in the processed frame to decrease false positives. Figure 5 
displays the visual results of the  387th input frame of the Highway dataset under 
the category of background subtraction with shadow.

To test the ability of the proposed method, we consider medium and large sizes 
of shadows, which should be associated with the required foreground objects. The 

Fig. 6  Qualitative results of SBU dataset under the category of background subtraction with shadow. See 
the result from left to right
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experiments are conducted on the SBU dataset, in which every image is associated 
with shadow pixels. The quantitative results of the  25th frame of the SBU dataset 
under the category of background subtraction with shadow are shown in Fig. 6.

The proposed method also detects and removes single and multiple shadows from 
the captured scene. Though the SBU dataset is designed specifically for shadow 
detection and removal, the second stage of our method, i.e., shadow detection and 
removal, is tested on various images of the said dataset, and it is observed that the 
proposed method also works well if only the shadow is visible with no foreground 
object. Visual representations of the same are shown in Fig. 7 (consider the results 
row-wise) where the first row represents the qualitative result of 42th image sequence 
when only a single shadow is available and the second row represents the qualitative 
results of 135th image sequence when multiple shadows are available.

After experimentation, it was observed that some internal holes were generated 
in the shadow removal area, which could be recovered by closed morphology opera-
tions. In this paper, we use structure elements (3 × 3) and (5 × 5) during morphology 
operations to generate smooth results.

4.2.2  Comparisons of qualitative results of the proposed background subtraction 
method with state‑of‑the‑art‑methods

The foreground detection and shadow removal become challenging due to illumina-
tion changes and similarity in the foreground and background color. The comparison 
has been done based on two stages model. The first stage is used to generate a binary 
mask using a background subtraction model. The performance has been compared 
with well-known methods which work at the pixel level (i) Temporal Average Filter 
[8], (ii) Running Average Gaussian (RAG) [26], (iii) Adaptive GMM [27], (iv) WeP-
BAS [34], (v) ViBe [33]. These methods are chosen on the requirement of a map-
ping threshold value for foreground segmentation. While the Second stage of the 
proposed model is used to detect and remove shadow if exists and the result is com-
pared with four well-known methods (i) LAB Color method [43], (ii) HSV Color 

Fig. 7  Qualitative results of SBU dataset when single and multiple shadows are available. See the results 
row-wise
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method [42], (iii) Sample based method [47] and (iv) Color Constancy method [19]. 
These methods are chosen to fulfill the requirement of shadow color comparison at 
a pixel level. The visual representation of the Highway dataset for various frames 
is shown in Fig. 8 where cars traveling on the highway should be classified as fore-
ground (FG), whereas the rest of the scene, including swaying tree branches beside 
the roadway, should be classified as background (BG). After experimentation, it has 
been observed that the adaptive threshold value lies between 87 to 110-pixel values 
to segment generate the binary mask of foreground objects. The proposed reference 
frame updated mechanism helps in identifying the movement of the objects for bet-
ter binary segmentation.

The visual results of the PETS 2006 dataset for outdoor video sequences are 
shown in Fig. 9 where the adaptive threshold value has been automatically calcu-
lated that range lies between 90 to 125 pixels values. As per results, pedestrians 
and bicyclists are passing on the street where illumination changes occur in frames. 
The proposed algorithm segments pedestrians and bicyclists more accurately than 
other methods. However, ViBe [33] achieves good results in the classification of the 
foreground but some noise is associated when sudden illumination changes happen 
as shown in the frame no. 942. Our method is enriched with post-proceeding opera-
tions to reduce the noise in the segmented frame.

4.2.3  Comparisons of qualitative results of proposed shadow detection and removal 
method with state‑of‑the‑art‑methods

The SBU dataset contains varieties of images that are associated with shadow. The 
visual representation of the SBU dataset for shadow detection and removal is shown 
in Fig.  10. Our method generates the results of shadow removal of color images 
that are associated with binary masks. The proposed method is tested on three test 
cases (I) when an object is associated with shadow, (II) only shadow is available, 
and (III) multiple shadows are available. Our method presents smooth results than 

Fig. 8  Comparisons of background subtraction of different frames on the Highway dataset. See the 
results column-wise from left to right: (i) Input frame, (ii) GT= Ground Truth, (iii)TMF = Temporal 
Medium Filter, (iv) RAG = Running Average Gaussian, (v)AGMM = Adaptive Gaussian Mixture Model, 
(vi) WePBAS = Weighted Pixel based Adaptive Segmenter,(vii) ViBe and (viii) Proposed method
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state-of-the-art methods due to the value of the intensity ratio of the color channel. 
The advantage of our proposed model is to remove single and multiple shadows. 
There is one limitation of the proposed shadow detection and removal stage is that 
it is not able to remove shadow smoothly if the shadow is non-uniform as shown in 
image sequence 1023(third row in Fig. 10).

4.2.4  Quantitative Results

This section discusses a quantitative analysis of the proposed work. The experiments 
are conducted on three benchmark datasets (as discussed in Sect. 4.1) with available 
ground truth data to test the efficiency of the proposed work. The correctness of the 
proposed background subtraction model is measured by six statistical measures Preci-
sion considers the correct segmentation of pixels, Recall represents foreground pixels 
are correctly detected as foreground available in the ground truth dataset, false negative 

Fig. 9  Comparisons of background subtraction of different frames on PETS 2006 dataset. See the 
results column-wise from left to right: (i) Input frame, (ii)  GT = Ground Truth, (iii)  TMF = Temporal 
Medium Filter, (iv) RAG = Running Average Gaussian, (v)AGMM = Adaptive Gaussian Mixture Model, 
(vi) WePBAS = Weighted Pixel based Adaptive Segmenter,(vii) ViBe and (viii) Proposed method

Fig. 10  Comparisons of shadow detection and removal part of different frames on SBU dataset. See the 
results column-wise from left to right: (i) Input frame, (ii) GT = Ground Truth, (iii) LAB Color Space 
method (iv)  HSV Color Space method, (v)  SB = Sample based method, (vi)  CC = Color constancy 
method, and (vii) Proposed
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rate (FNR) considers the proportion of foreground pixels are incorrectly classified as 
background, false positive rate (FPR) considers the proportion of background pixels are 
incorrectly classified as foreground, F-Measure is a weighted harmonic mean of preci-
sion and recall and lastly percentage of correct classification (PCC) is most important 
evaluation metrics for correct pixels classification. All of these measures are sensitive 
to the reference frame. The performance measures are stated as [47]:

Here tp = true positive considering foreground pixels are correctly detected, tn = true 
negative considering background pixels are correctly detected, fp = false positive con-
sidering pixels falsely detected as foreground, andfn = false negative considering pixels 
falsely detected as background.

The presented work detects shadow pixels and their removal from extracted frames 
to achieve good accuracy. Therefore, we use another two evaluation measures (i) 
shadow detection rate ( � ) which is related to correctly identified shadow pixels and (ii) 
shadow discrimination rate ( � ) which is used to remove the shadow pixels to identify 
the difference between foreground objects and shadow area. The equations of these 
parameters are given below [43]:

Here tps represents shadow pixels are correctly classified, fns represents fore-
ground pixels are incorrectly classified as a shadow, tpf  represents correctly 

(18)Recall =
tp

tp + fn

(19)Precision =
tp

tp + fp

(20)FPR =
fp

fp + tn

(21)FNR =
fn

tp + fn

(22)F −Measure =
2 × precision × recall

precision + recall

(23)PCC =
tp + tn

tp + fp + tn + fn

(24)� =
tps

tps + fns
× 100

(25)� =
tpf

tpf + fnf
× 100
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identified foreground pixels, fnf  represents foreground pixels incorrectly classi-
fied as a shadow or background pixels, tpf  represents ground truth foreground 
pixels.

4.2.4.1 Performance analysis of  the  proposed background subtraction method 
with existing methods After experimentation, it has been observed that the stand-
ard deviation value which is used to calculate the initial threshold for background 
modeling lies between 4.4 and 5.1 for the Highway dataset, 5.3 to 5.9 for PETS 
2006 dataset, and 4.8 to 6.4 for the SBU dataset. An initial threshold value is 
used to generate initial binary segmentation from the reference frame and current 
frame. After that, the reference frame has been updated by calculating the adaptive 
threshold value at a pixel level to generate the binary mask for foreground extrac-
tion. The efficiency of the proposed work has been compared with the state-of-
the-art methods in terms of background modeling and shadow removal. Methods 
are compared based on selected parameter values as used in [34, 47]. Tables 5 and 
6 represent a quantitative analysis of the proposed method after post-processing 
operations and observe that the proposed method can generate better results than 
compared methods.

The graphical representation of Table  5 (FPR and PCC values) is shown in 
Fig. 11 which demonstrates that the proposed method generates less FPR value 
and more PCC value for PETS 2006 dataset.

Table 5  Statistical evaluation of the proposed method with existing methods on the PETS 2006 dataset

Bold values depict the best result

Methods Precision Recall FPR FNR F-Measure PCC

TMF   [8] 0.5127 0.5284 0.3261 0.1002 0.5149 0.6872
RAG  [26] 0.5893 0.6255 0.3171 0.1142 0.5993 0.7436
AGMM  [27] 0.8303 0.7282 0.1615 0.0662 0.7934 0.8364
WePBAS [34] 0.8481 0.7615 0.1063 0.0216 0.8195 0.9053
ViBe [33] 0.8790 0.8191 0.0657 0.0153 0.8654 0.9342
Proposed 0.9496 0.8716 0.0341 0.0068 0.9449 0.9646

Table 6  Statistical evaluation of the proposed method with existing methods on the Highway dataset

Bold values depict the best result

Methods Precision Recall FPR FNR F-Measure PCC

TMF [8] 0.5024 0.5358 0.3083 0.1045 0.5145 0.6683
RAG   [26] 0.5762 0.6057 0.3054 0.1501 0.5846 0.7162
AGMM  [27] 0.8182 0.6948 0.2957 0.1654 0.7452 0.7296
WePBAS [34] 0.8250 0.7661 0.1092 0.1203 0.8047 0.8992
ViBe [33] 0.8590 0.7525 0.0765 0.0788 0.8542 0.9221
Proposed 0.9254 0.9041 0.0434 0.0743 0.9247 0.9573
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The graphical representation of Table  6 (FPR and PCC values) is shown in 
Fig. 12 where less FPR values and more PCC values are considered for the proposed 
work.

According to the test results, the proposed method achieved the highest percent-
age of correct classification (PCC). It has been observed that the adaptive thresh-
old value should not be very high, otherwise foreground objects will be considered 
background due to some similarity between the foreground and background scenes. 
However, WePBAS [34] and ViBe [33] are the most commonly used algorithms, but 
they do not perform well when shadow pixels are available in a high-contrast input 
frame. On the other hand, higher PCC values depend on lower FPR (false positive 
rates) values if pixels are correctly classified as foreground or background. The pro-
posed method generates less FPR value and more PCC value for the PETS 2006 
and Highway datasets, as shown in Figs. 11 and 12, respectively. TMF (Temporal 

Fig. 11  Comparisons of FPR and PCC values of the proposed method with existing methods on the 
PETS 2006 dataset

Fig. 12  Comparisons of FPR and PCC values of the proposed method with existing methods on the 
Highway dataset
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Median Filter) [8] and RAG (Running Average Gaussian) [26] produced more false 
positive values and less correct classification of pixels than the proposed method 
because of the effect of choosing a manual threshold value on their performance. 
There are few frames in the Highway dataset are associated with shadow, the Adap-
tive GMM [27], WePBAS [34], and ViBe [33] methods produced more pixel mis-
classifications (considering shadow pixels as foreground) and increased the false 
positive rate (FPR). It has been observed that in the Highway dataset, RAG [26] 
shows bad recall when more pixels are misclassified due to long shadows. The pro-
posed method has the capability of detecting and removing shadow pixels, which 
generates less misclassification of pixels and a lower false-positive rate than other 
methods.

4.2.4.2 Performance analysis of  the  proposed shadow detection and  removal 
method with existing methods Furthermore, the proposed work is compared with 
existing methods in respective shadow detection and removal. The compared meth-
ods are chosen based on having the property to deal with shadows in the input frame. 
Performance comparisons are done using two performance measures such as shadow 
detection rate (ƞ) and shadow discrimination rate ( � ). The methods are evaluated on 
two benchmark datasets consisting of shadow frames (i) Highway (as few frames are 
associated with shadows) and (ii) SBU dataset (all input images are associated with 
shadow) along with three test cases: (I) Shadow is associated with objects, (II) only 
shadow is available and (III) Multiple shadows are available. The PETS 2006 dataset 
is not evaluated as no shadow pixels are available.

In the Highway dataset, object visibility is a must to check the effectiveness of the 
system therefore only test case (I) is tested. We consider random 35 sample frames 
of the Highway dataset to test shadow detection and discrimination rate. The per-
formance of the proposed method is illustrated in Fig.  13 where black lines indi-
cate the shadow detection rate and red lines indicate the shadow discrimination rate. 
The average qualitative analysis for detected shadow pixels on sample frames is 
demonstrated in Table 7 where the increased shadow detection and discrimination 
rate could see as shadow pixels are properly detected and removed by the proposed 
method.

SBU dataset is associated with shadows and a qualitative comparison of shadow 
detection and shadow removal rate of the proposed method for all three test cases is 
shown in Fig. 14 where peaks represent higher values of detection and discrimina-
tion. The average qualitative evaluation of the proposed method is compared with 
other methods as shown in Table 8 for all three test cases. The shadow detection rate 
is dependent on the luminance color distance between shadow and non-shadow pix-
els. The compared methods mostly reject the shadow pixels when the luminance dis-
tance is very small. After experimentation, it is observed that the proposed method 
detects and removes shadows even if multiple shadows are available. However, it 
does not generate better results than the Color Constancy method [19] due to non-
uniformity in shadow shape.

The shadow detection rate is dependent on the luminance color distance between 
shadow and non-shadow pixels. The compared methods mostly reject the shadow 
pixels when the luminance distance is very small. After experimentation, it has been 
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Fig. 13  Performance analysis of proposed shadow detection (η) and removal rate (ξ) of sample frames on 
the Highway dataset

Table 7  Average quantitative 
analysis of proposed method 
with existing method on 
Highway dataset for the test 
case (I)

* Test case(I): Object is associated with shadow. Boldface values 
depict better results

Methods Shadow detection 
rate (ƞ) in %

shadow discrimi-
nation rate (ξ) in %

LAB [43] 82.17% 74.11%
HSV [42] 82.02% 72.52%
Sample Based [47] 86.26% 83.23%
Color Constancy [19] 87.41% 91.21%
Proposed 92.57% 93.16%

Fig. 14  Comparison of shadow detection (ƞ) and removal rate (ξ) of the proposed method in the SBU 
dataset for all three test cases
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observed that the proposed method detects and removes shadow pixels’ when lumi-
nance changes. Our method can eliminate shadow pixels when multiple shadows are 
available but it does not generate a better result than the Color Constancy method 
[19] non-uniformity shadow shape has occurred (as shown in Fig. 10 last row).

4.2.5  Performance analysis

It has been observed that the proposed background subtraction model generates 
better foreground results by employing an adaptive thresholding procedure at the 
pixel level. The first stage of the model helps in identifying the initial threshold 
value to generate a reference frame, and then the background subtraction model is 
updated for each frame to segment the object from the scene. After some experi-
mentation, it was found that most threshold values covered the pixels between 40 
and 110. It is also observed that our proposed first stage of the method can seg-
ment the foreground object when it starts appearing for the first time in the frame. 
The quantitative and qualitative results show that the proposed model works 
well compared to state-of-the-art methods. Moreover, the second stage of the 
proposed method is also capable of detecting and removing shadow pixels from 
the input sequences, which helps reduce pixels’ misclassifications. On a sunny 
day, a shadow can be considered a hard shadow if it is cast by an object. During 
experimentation, hard shadows are ignored because they are considered part of 
the background and do not increase false positive rates. After experimentation, it 

Table 8  Average quantitative analysis of the proposed method with the existing method on the SBU 
dataset for test case (I), (II), and (III)

* Test case(I): object is associated with shadow, Test case(II): only shadow is available, Test case(III): 
multiple shadows are available. Boldface values depict better results

Test Cases Methods Shadow 
detection rate
(ƞ) in %

shadow discrimi-
nation rate (ξ) in %

Test Case (I) LAB [43] 79.93% 75.68%
HSV [42] 78.86% 72.20%
Sample Based [47] 86.82% 84.43%
Color Constancy [19] 90.03% 89.11%
Proposed 94.04% 95.81%

Test Case (II) LAB [43] 75.34% 77.28%
HSV [42] 79.85% 76.75%
Sample Based [47] 83.82% 86.62%
Color Constancy [19] 85.46% 85.76%
Proposed 94.57% 95.23%

Test Case (III) LAB [43] 65.30% 56.78%
HSV [42] 71.24% 69.26%
Sample Based [47] 71.22% 67.88%
Color Constancy [19] 89.32% 88.42%
Proposed 91.04% 87.09%
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was observed that the range of shadow pixels is between 30 and 70. Another sig-
nificant finding is that the interior of the objects does not have shadow pixels, and 
any holes that do exist can be filled using post-processing techniques.

5  Conclusion

This research solves two important issues in moving object detection: (i) choosing 
an appropriate threshold value for foreground segmentation and (ii) misclassifica-
tion of pixels due to shadow. Since background subtraction and shadow removal 
are typically discussed separately, our contribution is to solve the two to improve 
the performance of video surveillance systems for both indoor and outdoor activ-
ity recognition. The proposed ABGS segmenter generates a background subtrac-
tion method using a two-level adaptive thresholding approach to create a binary 
mask at the pixel level. This method is integrated with a chromaticity-based 
shadow removal method, which detects shadow pixels and removes them appro-
priately without distorting the shape of the object. The advantage of the proposed 
method is to remove the shadow pixels automatically even if a single shadow 
or multiple shadows are available in frames. The results of the experiments are 
evaluated on three benchmark datasets (Highway, PETS 2006, and SBU), which 
outperform state-of-the-art methods concerning six performance measures. We 
have also evaluated the performance of the shadow removal stage on three test 
cases with two statistical measures, considering the shadow detection rate (ƞ) and 
shadow discrimination rate (ξ). After experimentation, it is observed that our pro-
posed framework is robust and reliable over other methods. The only limitation is 
that it is not able to remove the shadow pixels due to non-uniformity in shadow 
shape casting on objects. We can extend our work to detect occluded objects to 
identify the correct shape in moving object detection which helps in improving 
the potential of the proposed method.
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