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Abstract
In the recent years, fire departments started to build databases containing detailed 
information about their interventions during fires, road accidents, and other types 
of incidents. Their goal is to invest this information using data analysis methods in 
order to better understand the trends of certain events. This could help them enhance 
the management of their allocated resources, which leads to a reduction in the oper-
ational costs, increase in efficiency and the overall intervention speed. Therefore, in 
this research paper, we investigate the possibility of predicting future incidents using 
machine learning algorithms that are trained on a set of data containing information 
on almost 200,000 interventions that happened during the last 6 years. These data, 
provided by the fire department in the region of Doubs, France, were not sufficient 
to detect patterns. Thus, we have imported additional information from external 
resources that we thought it would improve the accuracy of the predictions. Finally, 
we tested multiple machine learning algorithms and we compared their results, aim-
ing to determine which algorithm performs better. The results look promising as we 
were able to predict the number of interventions for each 3 hours block for a whole 
year, with an acceptable error margin.

Keywords  Machine learning · Prediction · Data science · Time-series analysis · 
Firemen intervention

1  Introduction

Today’s firefighters are operating in a technologically progressive environment. 
Tens of years ago, there was no such thing as a smoke alarm, water sprinkler 
system, jaws of life, and automatic shut-off valves. While the tools are advancing 
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rapidly, many fire departments are facing budget challenges, rising call volume, 
personnel and equipment shortages, and the overall expectation to do more with 
less. Therefore, there is a need for an intelligent system capable of making an 
assessment of the probability or likelihood that a particular event will occur  [1, 
2]. This can be achieved by building a model that can forecast future events using 
inputted information about incidents that happened in the past. This intelligent 
prediction system can help fire departments to manage more efficiently their 
allocated mobile and personnel resources, enabling them to have the required 
resources when an incident occur, reduce the response time, and save more lives 
with less effort [3, 4].

Various statistical, data-mining, and machine learning algorithms are available 
for use in predictive analysis model in several domains [5–7]. Each of these algo-
rithms was developed to solve specific problems, which may make some of them 
more appropriate than others depending on the type, size, and other descriptions of 
the available data. Therefore, it should be run as many algorithms of the appropriate 
type as possible. Comparing different runs of different algorithms can bring surpris-
ing findings about the data. Doing so gives more detailed insight into the problem, 
and helps identify which variables within the data have the best predictive power.

One of the most known algorithms is the regression ones [8], they can be used to 
forecast continuous data, such as predicting the trend for a stock movement given 
its past prices. The linear regression model [9] is one example, it attempts to model 
the relationship between two or more variables by fitting a linear equation to the 
observed data. One variable is considered to be an explanatory variable, and the 
other is considered to be a dependent variable. For example, a modeler might want 
to relate the weights of individuals to their heights using a linear regression model. 
Therefore, if we know a person’s weight it is possible to estimate its height.

A decision tree [10] is another approach to predictive analysis that is used for pre-
diction and decision making. They are often chosen for predictive modeling because 
they are relatively easy to understand and effective. The goal of a decision tree is to 
split a set of data into smaller subsets that are related to each other. Starting at the 
root which includes the total set of data, and as we move down the tree, the goal is 
to split them into smaller and smaller subsets at each node of the tree. Each subset 
must be as distinct as possible from the other in terms of the target indicator. For 
instance, if we have a set containing information about people, an indicator could 
be sex, where we split the data into two subsets: one containing females only and 
the other males. Again, each subset can be split into multiple other subsets based on 
the age indicator, and so on. The optimal way to do that is by iterating through each 
indicator as it relates to the target indicator and then choosing the indicator that best 
splits the data into two smaller nodes. There are two stages to prediction. The first 
stage is to build the tree, test it, and optimize it using the available data set. In the 
second stage, the model is finally used to predict an unknown outcome.

An improved version of the decision tree method is the random forest [11]. It 
is a supervised learning algorithm that builds a forest consisting of an ensemble 
of decision trees. The random-forest algorithm brings extra randomness into the 
model when it is growing the trees. Instead of searching for the best indicator while 
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splitting a node, it searches for the best indicator among a random subset of indica-
tors. This process creates a wide diversity, which generally results in a better model.

One cannot work on machine learning without considering the Support Vector 
Machines (SVMs) [12]. SVMs are based on the concept of decision planes that sep-
arates between a set of data having different class memberships. It was first used 
for classification purposes, then it showed great performances in Support Vector 
Regression as well (SVR) [13]. SVR aims to minimize a cost function using a ker-
nel, which could be linear, Gaussian, or polynomial depending on data. The ker-
nel determines the similarity between different features, and thus assign weights to 
their corresponding cost functions. Features that are close to each other and have 
the same output will be grouped together due to more weight, while outliers having 
less weight associated with them are discarded when the cost function is minimized. 
Thus, outliers will contribute very little to the final predictive model.

Last but not least, the least absolute shrinkage and selection operator (LASSO) 
[14] is also widely used for prediction analyses. This algorithm works on the con-
cept of penalized regression which helps to select the variables that minimize the 
prediction error. Ordinary Least Squares regression chooses the beta coefficients 
that minimize the residual sum of squares (RSS), which is the difference between 
the observed data and the estimated ones. LASSO adds a penalty to the RSS equal 
to the sum of the absolute values of the non-intercept beta coefficients multiplied by 
the parameter � that slows or accelerates the penalty, e.g., if � is less than 1, it slows 
the penalty and if it is above 1 it accelerates the penalty.

In this work, we compare several machine learning algorithms aiming to find the 
most efficient one in terms of prediction accuracy that estimates the number of inter-
ventions for each block of 3 hours. The rest of the paper is organized as follow. 
Section 2 explains the procedure followed to collect, structure and clean the data. 
In Sect. 3, the data are visualized to understand better the hidden patterns and iden-
tify and extract the most important features. In Sect.  4, the previously mentioned 
machine learning algorithms are tested and their results are compared. In Sect. 5, 
a conclusion is provided, with a suggestion to improve the prediction results that 
opens the doors for a future work.

2 � Data acquisition and cleaning

2.1 � Data acquisition

The fire department in the region of Doubs-France has provided us with a set of data 
containing information on a total number of ≈200,000 interventions that occurred 
during six years, from 2012 to 2017 (included). The data are separated into three 
different csv files: the list of departures by agents, the list of interventions, and the 
list of victims. These data files contain information about each incident, such as: The 
number of intervention (ID), The location, Y and X coordinates, date of interven-
tion, used vehicle and its registration number, departure motivation, alert reception 
time, departure time, end of intervention time, the total intervention time, age, sex 
and the state of the victim.
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Weather conditions are considered to be a factor that affects significantly the 
number of road accidents, fires, and casualties. Therefore, including meteorologi-
cal information to the analysis of incidents trend can improve the prediction results. 
Moreover, using the previously described csv files, we can extract for each individ-
ual intervention the hour of the day when it happened, as well as the day of the 
week, the month, and the year. This can help us detect tendencies correlated with 
these parameters (e.g., the number of car accidents increases on Saturday night 
because young people tend to drink during this period of time). Other parameters 
that could affect the number of road accidents, fires, and other events can be also 
taken into consideration, such as traffic hours, academic vacations, holidays, dawn 
and dusk time, moonrise, moonset, and the phase of the moon as well. The used list 
of features is provided in Table 1.

The idea is to predict the number of interventions that will occur during each 3 
hours time block (since the imported weather data are given by 3h blocks). There-
fore, we need to create a dictionary where we can aggregate all the available data 
provided by the fire department in addition to supplementary data that can be 
imported from other various sources. In order to build such a dictionary we followed 
the following steps:

Table 1   Features used for 
predictions

Feature Type Unit

Temperature Weather Degree Celsius (float)
Pressure Weather mmBar (float)
Wind speed Weather m/s (float)
Wind direction Weather Degree (float)
Humidity Weather Percent (int)
Dew point Weather Degree Celsius (float)
Last hour rainfall Weather mm (float)
Last 3 hours rainfall Weather mm (float)
Horizontal visibility Weather m (int)
Hour Calendar int
Day in the Week Calendar Int
Month Calendar Int
Year Calendar Int
Academic vacations Calendar Boolean
Holidays Calendar Boolean
Dawn time Ephemeris Boolean
Dusk time Ephemeris Boolean
Moonrise Ephemeris Boolean
Moonset Ephemeris Boolean
Phase of the moon Ephemeris Float
Traffic hours Traffic Int
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•	 We initialized a dictionary containing keys ranging from ‘01/01/2012’ until 
‘31/12/17’ of the form ‘YYYYMMJJhhmmss’. The keys are generated by blocks 
of 3 hours.

•	 We imported the following weather-related data from three weather stations 
located in Dijon-Longvic, Bâle-Mulhouse, and Nancy-Ochey [15]: tempera-
ture, pressure, pressure variation each 3 hours, barometric trend type, total 
cloudiness, humidity, dew point, precipitation last hour, precipitation last 
three hours, average wind speed for every 10 minutes, bursts over a period, 
measurement of the burst period, horizontal visibility, and finally the current 
time.

•	 We added the imported meteorological information to the previously initial-
ized dictionary. However, the data were not complete, some were missing and 
marked as ’mq’. Therefore, we applied a linear interpolation to fill the blanks. 
We then introduce various temporal information such as the day in the week 
(Monday, etc.), month, year, and hour in the day.

•	 We have extracted the number of interventions from the csv files sent by the 
fire brigade department. In the latter, there is one line per intervention, which 
includes the time of the intervention to the second. We group these interven-
tions by a package of 3 hours.

•	 The keys ’holidays’ and ’startendVacation’ are added to the dictionary, which 
is initialized to 0 (false). The first will increase to 1 for any 3 hours block 
within an academic holiday period, while the second will increase to 1 for the 
days corresponding to the beginning and end of holiday periods.

•	 We have added the public holidays (1 or 0, for true or false), as well as a sec-
ond key that is set to 1 the days before public holidays, for the hours ranging 
from 3:00 p.m. to 11:00 p.m. (otherwise 0).

•	 We have included information related to the “Bison Futé” which is a system 
put in place in France to communicate to motorists all the recommendations 
of public authorities regarding traffic, traffic jams, bad weather, accidents, 
advice, etc. It classifies the days at risk according to several colors: green = 
all is well, fluid traffic, orange = dense traffic, red = difficult traffic, traffic 
jams, black = to avoid because of traffic jams and slow traffic. We integrate 
these information through two additional keys ’bisonFuteDepart’ and ’bison-
FuteRetour’. They are 0, 1, 2 or 3, depending on whether the traffic forecasts 
correspond to Green, Orange, Red or Black.

•	 Finally, we added to the dictionary the sunrises, moon phases, etc. A Boolean 
variable ’night’ is added to the dictionary to know if it is a day (0) or night 
(1), for each given hour h. Moreover, we add, for each hour h, if the moon has 
risen at h+30min (a Boolean), and what is its phase (an integer from 0 to 7, 
namely 0 for new moon, 2 for the first quarter, 4 for the full moon, and 6 for 
last quarter).

In Table 2 we give an illustrated example showing how the final dictionary looks 
like. It contains all the information extracted from the provided csv data files 
(hour, day, etc.) and the ones imported from external sources (meteorological, 
ephemeris, traffic, vacations, etc.). Each column represents a block of 3 hours. 
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Over the period of 6 years, for each day we have eight columns representing the 
24 hours of the day.

2.2 � Data cleaning

In this subsection, we will explain how we detected and removed outliers that can 
affect negatively the end results. At first, we have calculated the mean value of 
the number of interventions per hour, on average we have 3.59 interventions/hour. 
Moreover, we found that the minimum number of intervention per hour is 0, the 
maximum is 85. Finally, in 75% of the cases the number of interventions is less than 
5.

Table 2   Illustrated example of 
the final Dictionary

Intervention nbr 0 1 . . . 52559

Year 2012 2012 . 2012 . 2017
. . . . . . .
StartEnd vacation 0 0 . 0 . 1
. . . . . . .
WindDirDijon 190 175 . 120 . 100
. . . . . . .
HumBâle 89 85 . 79 . 78
Day 150 150 . 365 . 365
. . . . . . .
3 Hours block 0 3 . 24 . 24
Holidays 1 0 . 0 . 0
VisibiltyNancy 55,000 56,666 . 48,333 . 60,000
. . . . . . .
NbrIntervention 7 10 8 6

Fig. 1   Histogram showing the 
frequency of each number of 
intervention



7166	 C. Guyeux et al.

1 3

Looking at Fig. 1, there seems to be some very particular situations, having gen-
erated a large number of interventions. As the latter can affect the learning phase, 
it is appropriate to look at them in more detail, asking whether or not they should 
be discarded (outliers). We sorted the IDs ranging from 0 to 52,559 in descending 
order according to their corresponding number of intervention. We have noticed 
that among the top 8 IDs we have seven neighboring ones (same day, neighboring 
hours). So, we investigated more what happened during this period of time.

The ID number 39,243 has the maximum number of interventions of 85 inter-
ventions. We listed the year, month, day, and the hour of its neighboring ID’s. We 
noticed that they all belong to the night of 24 to the 25 of June 2016. In the csv 
files, the following main causes were noted for these days: exhaustion, floods, pro-
tection of miscellaneous property, and accidents. That particular night there were 
very violent storms [16], leading to the recognition of the state of natural disaster 
in the region of Doubs. Therefore, we have two options, either we consider them as 
outliers and dismiss them in learning by smoothing out the missing data or consider 
that this is a consequence of exceptional weather, but that with the weather data we 
should be able to predict this. It remains to be seen whether it seems possible to 
predict this peak of intervention using meteorological data from Basel, Dijon, and 
Nancy. In what follows, we will look at an interval of 200 hours (a little less than 9 
days) centered around this storm.

We start by looking at the precipitation in the last 1 hour and 3 hours. Figure 2 
shows that there is indeed a peak in rainfall during the last hour, but it does not 
seem obvious: a little less than 4mm, when the article from the ’Est republicain’ 
[16] speaks of 80 mm in less than an hour.

If we compare the IDs of the peaks with the IDs of the maximum precipitations 
in the data provided by the weather station in Basel, we notice that they are not 
among the most important values recorded in this station. This is probably due to 
Basel’s distance from the storm, located between Sancey and L’Isle-sur-le-Doubs 
(although Basel is closer to this region than Dijon or Nancy). It may, however, be 
that, at this time, a lot of water has fallen for a relatively long time, so we can look at 
what it is over a longer period.

Therefore, let us look at Fig. 3 at the rainfall over 3 hours. A thunderstorm peak 
appears clearly, and the amount dropped is closer to the 80mm mentioned above. 

Fig. 2   Precipitation each 1h 
in mm
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We checked if such a quantity (a little more than 20 mm) is something frequent. 
It turned out to be the fifth highest rainfall in 3 hours recorded from 2012 to 2016 
inclusive. We looked at how many interventions there were in the vicinity of the 
periods of heavier rainfall over 3 hours. On average, there are more interventions 
during maximum rainfall over 3 hours. But we remain very far from the number of 
interventions during the 6 hours of this stormy peak that is considered as a natural 
disaster.

To conclude on precipitation, one caused an extreme peak in interventions, but 
this is not the case for the other severe weather events. The most important of these 
leads to a number of interventions out of the ordinary, but far from the extreme situ-
ation studied. These precipitation data are therefore important for our prediction, 
but they do not allow us to predict the extreme situation of June 25, 2016 (due to 
weather measurements that are not sufficiently localized).

We look to see if other weather information, measured in Basel, Dijon or Nancy, 
were remarkable at midnight on 06/25/16. We start with wind speed. As we can see 
in Fig. 4 There is a small peak, but nothing exceptional. The wind speed (10-minute 
average) was less than 3.5 m/s. We are far from the maximum of 15.9 m/s that we 
can find when sorting the wind speed in ascending order. We also looked at humid-
ity, temperature, and pressure values; there was indeed a drop in pressure, but on the 
other variables, there was no particular situation at first sight.

Fig. 3   Precipitation each 3h 
in mm

Fig. 4   10-minute average wind 
speed (m/s)
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It seems difficult, with the weather data currently considered, to predict such a 
peak of interventions. The situation is sufficiently exceptional and has a real impact 
on the data considered. For example, the number of interventions in June may be 
significantly overestimated. For these reasons, we first choose to artificially smooth 
the intervention data on this date. On outliers, we will put the same number of inter-
ventions as the next day at the same time.

In the above, we have detected the presence of outliers by eye, at the level of 
peaks in the time series. Of course, such an approach is not possible if the algorithm 
is running in real time in an operational setting, but this can be replaced by an auto-
matic approach, replacing any value beyond 5 times the mean (or any other multi-
plicative factor deemed relevant by firefighters) with this extreme value. Other more 
advanced outlier detection techniques can of course also be considered.

3 � Data visualization

After cleaning our data and removing the outliers, it is time to analyze it in order to 
discover the tendencies correlated with the different parameters included in our dic-
tionary. At first, we calculated the degree of correlation of each parameter with the 
number of interventions. We discovered the following interesting facts: The strong-
est positive correlation concerns the hour and the strongest negative concerns the 
night (there are more interventions when it is a day, whatever the season). Moreover, 
this is something cyclic, every day at 2 a.m. there is less intervention than at 6 p.m. 
The weather data have an impact as well, although less pronounced. Temperature 
(positive) and humidity (negative: when it rains, people go out less) are first, wind 
speed and visibility comes second. The eve of public holidays has some importance. 
The beginning or end of holidays have a greater impact than being on holiday or 
not. The fact that the moon is apparent plays a little, but less its phase. The year is 
also weakly positively correlated: the number of interventions tends to increase from 
year to year.

Moreover, temperatures are highly correlated with each other and are strongly but 
inversely correlated with humidity. In a slightly more surprising way, they are corre-
lated with visibility. The relevance of keeping several variables so highly correlated 
could be considered. If necessary, data could be reduced, for example by aggregat-
ing (average, etc.) those correlated, and see if this facilitates learning and predicting 
the number of interventions.

The first thing we notice is that the number of interventions increases each year, 
which is normal due to population growth. If we accumulate the number of interven-
tions by month (Fig. 5), we notice that the summer months are most of the time the 
busiest in terms of the number of interventions. The end of the years are also busy. 
One can imagine reasonable causes for this: summer vacations conducive to outings 
and physical activities, fires. And end-of-year parties. This assumption can be fur-
ther emphasized by looking at Fig. 6, we can clearly see the trends related to sum-
mer, as well as a significant number of interventions around mid-February, and lows 
around April, August-September, and November. Let us move on to the day in the 
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Fig. 5   Number of interventions/
month

Fig. 6   Number of interventions/
day

Fig. 7   Number of interventions/
day of the week

Fig. 8   Number of interventions/
hour of the day
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week (Fig. 7). Weekends are much busier, with a peak on Saturday (including Friday 
night after 24h). Let us look at the time in the day (Fig. 8). As expected, it is during 
the hours of the day that the number of interventions is highest, with a small drop 
during midday. And there is hardly any intervention at 5:00 in the morning.

4 � The prediction of interventions

4.1 � Learning and testing stages

In this section, we present the best approach that produced the smallest prediction 
error and we compare the results of the different machine learning methods using 
the Root-Mean-Squared Error (RMSE) and Mean Absolute Error (MAE) metrics.

In order to perform the prediction, we first split our data into two components, 
the learning component (2011–2016) and the verification component (2017). The 
former is used to build a model that will predict the number of interventions for 
each 3h blocks for the next year (2017), and the latter is used to verify the accu-
racy of these predictions.

The first step is to specify which data are numeric (year, humidity, day, month, 
etc.) and which are qualitative (night, holiday, day if the week, etc.), since the 
latter will be processed by full disjunctive coding when they are normalized (to 
avoid large data being mixed with small data). An encoder is introduced for quali-
tative data, for example, if we consider qualitative data at three levels (0, 1, 2), it 
will be encoded as a three-bit vector, as follows: [1, 0, 0], [0, 1, 0] and [0, 0, 1]. 
We also create two python pipelines, the first is on the numerical data, allowing 
them to be normalized (mean 0, standard deviation 1), and the second is on the 
qualitative data to perform a full disjunctive coding. Finally, the complete pre-
processing pipelines for the explanatory variables are formed.

Before testing the different machine learning methods, we start by discovering 
some reference values concerning the mean square error. Having this informa-
tion will allow us to have a better estimate of the results produced thereafter. The 
mean square error, or MSE, reinforces the importance of large errors over small 
ones and is, therefore, a better score than the mean of absolute errors. We take the 
square root, leading to the RMSE, to have similar units.

First, we only consider the average number of the interventions for each year, 
in order to predict the number of interventions for 2017. We obtain the following 
errors: MAE : 2.39, Root-Mean-Square Error (RMSE) : 2.94. If we try to do bet-
ter by taking the average per hour, the following results are obtained: MAE: 1.75, 
RMSE: 2.28, which is better than the previous results. Let these numbers be our 
references numbers to test the efficiency of the different prediction models that 
we will use.
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4.2 � Prediction

We train the prediction models using the previously described pre-processing 
pipelines. Afterward, we use the trained model to predict the number of interven-
tions for the year of 2017. We used in this work the Scikit-learn Python module 
[17] that integrates a wide range of state-of-the-art machine learning algorithms 
(including the models that we are interested in) for medium-scale supervised and 
unsupervised problems. Table 3 summarizes the comparison between the differ-
ent ML methods, and reveals the best estimator.

Random Forest The principle is to drive many decision trees on random subsets 
of variables and then average their predictions. The comparison between the real 
number of interventions and the predicted ones is shown in Fig. 9. The results look 
promising since after a random search of best hyper-parameters, the obtained RMSE 
and MAE are the lowest until now: 2.19 and 1.68, respectively.

The random forest method achieved the lowest RMSE and MAE. SVM per-
formed good as well, it has the same MAE as the random forest and a slightly bigger 
RMSE. Surprisingly LASSO achieved the worse results with very high errors. In 
terms of learning time, the ranking is somewhat reversed. Random forests had the 

Table 3   Error comparison RMSE MAE

Average 2.94 2.39
Average per hour 2.28 1.75
Linear regression 2.59 1.76
Decision tree 2.86 2.15
Random forest 2.19 1.68
SVM 2.21 1.68
LASSO 4.53 3.48

Fig. 9   Prediction error using Random Forest
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longest learning time, followed closely by SVM. This is not surprising, given the 
complexity of these methods. LASSO comes next, as an intermediate method. As 
for the decision tree, its learning time is very low in comparison, which is explained 
by the fact that random forests are ultimately only a set of decision trees. The last 
methods, finally, are immediate. Let us finally remark that a study had been recently 
conducted for deep learning approaches [18, 19]. The conclusion is that deep MLPs 
or LSTMs do not really improve the prediction quality, but have a much longer 
learning time. This can be explained by the fact that the information to be extracted 
from these time series is not huge, and that random forests are a complex enough 
model to be able to capture all this information.

Fig. 10   Number of interven-
tions/month

Fig. 11   Number of interven-
tions/day

Fig. 12   Number of interven-
tions/day of the week
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5 � Discussion and conclusion

In this work, we are predicting the number of interventions regardless of what 
is the type of it (suicide, road accident, fire, etc.). The obtained results are fairly 
acceptable, and we were capable of predicting the number of interventions for 
each 3 hours block to some extent. However, if we look at Figs. 10, 11, 12, and 
13, we notice that the number of interventions differs greatly depending on the 
type. For instance, in Fig.  10 we can see a peak in fire interventions starting 
approximately from May until the beginning of July, and a similar peak for road 
accidents starts from May until August. Drowning, childbirth, and suicide remain 
stable over the whole period. This trend is also visible in Fig. 12 where we notice 
a peak during the weekends in fire and road accident interventions. Moreover, 
Fig. 13 shows a peak between 3 p.m. and 7 p.m. for road accidents, and from 4 
p.m. and 8 p.m. for fire incidents. Therefore, if we can predict first the type of the 
incident, we will be able to predict more accurately the number of interventions. 
This indeed is a really interesting approach that we will investigate in more depth 
in future work.

To sum up this research work, given a large set of data containing information 
about 200,000 interventions that took place over a 6 years period in the region 
of Doubs (France), we aimed to determine which technique performs best at pre-
dicting the number of interventions for the next 3 hours block with an accuracy 
that is sufficient for practical purposes. Our results show that the random forest 
is the best technique for predicting the number of future incidents with respect to 
the obtained RMSE and MAE values. The predictions are within an acceptable 
error margin and could help fire departments to anticipate future incidents and 
better manage their human and mobile resources. The improved management of 
resources leads to a reduction in the total intervention time and an increase in the 
response speed. This helps reduce the number of injuries significantly, save more 
lives, and limit the consequences of an event in the shortest delay possible.

For future work, we will check whether the number of interventions follows 
a specific probability distribution law and if the associated parameters evolve in 
time if so we could predict the evolution of these parameters instead of the actual 
number of interventions. Furthermore, as new data arrive with time, aspects 
related to incremental learning in evolving domains should be investigated, in 

Fig. 13   Number of intervention/
hour of the day
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order to produce something useful in an operational context. Finally, we will be 
using Neural Networks for prediction and possibly add additional parameters to 
the models in order to increase the prediction accuracy.
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