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Abstract
The marine predators algorithm (MPA) is a metaheuristic algorithm for solving optimi-
zation problems. MPA divides the whole optimization process into three phases evenly, 
and each phase corresponds to a different search agent update strategy. Such a setup 
makes MPA inflexible when facing different optimization problems, which affects the 
optimization performance. In this paper, we propose a novel modified MPA hybridizing 
by Q-learning (QMPA), which applies reinforcement learning to the selection of update 
strategy, and selects the most appropriate position update strategy for search agents in 
different iteration stages and states. It can effectively compensate for the deficiency of 
MPA’s adaptive ability when facing different optimization problems. The performance 
of QMPA is tested on classical benchmark functions, the CEC2014 test suite, and engi-
neering problems. In the classical benchmark functions test, QMPA is compared with 
MPA in 10, 30, and 50 dimensions. QMPA performs better than MPA for seven of the 
ten functions when the dimension is 10 and 30. The results of dimension 50 show that 
QMPA outperforms MPA in 5 functions and is close to it in 4 functions. Then, compar-
ing QMPA with algorithms such as grey wolf optimizer, particle swarm optimization, 
slime mould algorithm, sine cosine algorithm, reptile search algorithm, and aquila opti-
mizer, the results show that QMPA has the best performance on 22 of the total 30 func-
tions in the CEC2014 test suite. Finally, QMPA is tested on two commonly used real-
world engineering problems and gives the most optimal results. In general, the adaptive 
update strategy proposed in this paper improves the optimization performance of the 
MPA algorithm in terms of convergence and stability.
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1  Introduction

In the 1960s, inspired by bionics, metaheuristic optimization algorithms, which take 
inspiration from random phenomena in nature and combine stochastic algorithms 
with local algorithms, emerged. Metaheuristic optimization algorithms can solve 
large-scale complex problems quickly and do not have any requirement on the objec-
tive function and are not limited to specific problems, and these make them one of the 
hot problems in the research of optimization problems. The core of the metaheuris-
tic algorithm is exploration and exploitation, where exploration means exploring the 
entire search space. And exploitation means to use the information obtained from 
exploration to approach the optimal solution step by step. In general, a metaheuristic 
algorithm with good performance will usually maintain a balance between explora-
tion and exploitation [1, 2].

The marine predators algorithm (MPA) is a nature-based metaheuristic algorithm 
proposed by Faramarzi et  al. in 2020, with the main revelation being the widely 
adopted foraging strategies Levy and Brownian motion of marine predators [3]. It is 
proven to be an optimization algorithm with good performance. However, the whole 
optimization process is divided into three fixed phases according to the iteration num-
ber, and each phase has a specific location update formula. In each iteration phase, 
a specific location update formulas of search agents are defined. In other words, the 
position of the search agents will be updated in a fixed way according to the iterative 
process. Such an update strategy is not flexible and specific. When facing different 
optimization problems, such a solidified search agent position update strategy may 
affect the balance between exploration and exploitation in the optimization process, 
and the phenomenon of premature convergence may occur, thus affecting the opti-
mization performance. According to the No Free Lunch Theorem [4], there does not 
exist any optimization algorithm that performs better than other optimization algo-
rithms on all problems. Therefore, the search agent location update formula of the 
algorithm must be adaptively adjusted to the characteristics of the problem, as well as 
to the optimization situation. Maintaining a balance between exploration and exploi-
tation during the optimization process and avoiding premature convergence will ena-
ble the algorithm to have better performance.

In this study, a novel modified Marine Predators Algorithm hybridizing by 
Q-learning (QMPA) is proposed, which adaptively adjusts the update strategies of 
different search agents at different iteration phases. This will avoid the imbalance 
between exploitation and exploration, effectively improving the ability to search glob-
ally and optimizing performance. The main contributions of this paper are as follows:

An adaptive control strategy based on reinforcement learning is proposed.
A novel MPA algorithm for search agent adaptive selection of location update 
method is proposed.
Based on 10 classical benchmark functions, QMPA and MPA are compared in 
three dimensions 10, 30, and 50.
Comparative experiments of QMPA and other algorithms are conducted on the 
CEC2014 test function set and two engineering problems.
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The remaining part of the paper is structured as follows: A review of related work is 
given in Sect. 2, and Sect. 3 provides basic information about the MPA and the funda-
mentals of Q-learning. In Sect. 4, the proposed QMPA is illustrated in detail. Section 5 
provides the experiments and the related results. Section 6 describes the threats to valid-
ity. The conclusion of the whole paper and recommendations for future related work are 
summarized in Sect. 7.

2 � Related work

Since the proposed method is based on the adaptive control of the metaheuristic algo-
rithm, this section will review both the metaheuristic algorithm and its adaptive control, 
respectively, to better highlight the existing research results and deficiencies.

Metaheuristic algorithms have developed rapidly in recent years and many algo-
rithms have emerged. Among them, there are three main categories, which are swarm 
intelligence algorithms, physics-based and evolutionary algorithms. Algorithms such 
as genetic algorithm [5] and differential evolution algorithm [6] belong to evolutionary 
algorithms. Simulated annealing [7] and gravitational search [8] belong to the phys-
ics-based algorithms. The swarm intelligence algorithms include particle swarm opti-
mization (PSO) [9], grey wolf optimizer (GWO) [10] and MPA [3], etc. Meanwhile, 
metaheuristic optimization algorithms have a wide range of applications in the fields of 
medical [11], mechanical design [12], parametric optimization [13] and image process-
ing [14], and have good performance.

Although these metaheuristic algorithms may be able to solve relatively complex 
optimization problems in different scenarios, finding the global optimal solution is still a 
challenging task. This is because these algorithms usually converge prematurely and fall 
into local optimum due to the imbalance between exploitation and exploration [15]. The 
same problem exists for MPA. When MPA faces multimodal and nonlinear problems, it 
usually encounters with stagnation and falling into local optimum [16]. Literature [17] 
points out premature convergence is a problem for MPA, which divides the optimization 
iteration phase into three phases, namely, exploration phase, exploration to exploitation 
phase, and exploitation phase. It may lead to falling into a local optimum. In the schedul-
ing optimization of charging and discharging, the problem of falling into local optimum 
of MPA is also pointed out in the literature [18]. Similarly, literatures [19–21] also illus-
trate the shortcomings of MPA such as lacking of population diversity and the tendency 
to converge prematurely in the last optimization stage.

Facing the problem that metaheuristic algorithms tend to converge too early and 
fall into local optimum, many scholars have proposed some solutions. For example, 
hybrid algorithms are constructed by hybridizing multiple methods, which can effec-
tively improve the phenomenon of premature convergence. Emperor Penguins Colony 
algorithm combined with genetic operators has shown good performance in commu-
nity detection in complex networks [22]. Integration of particle swarm algorithm with a 
genetic algorithm can solve the vehicle path optimization problem well [23]. Literature 
[24] combines ant colony algorithm with a genetic algorithm to better solve the deliv-
ery scheduling optimization problem. In the problem of determining optimal design 
parameters of model predictive control, the hybrid firefly–whale optimization algorithm 
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showed good performance [25]. In the literature [26], a hybrid algorithm combining par-
ticle swarm optimization algorithm and bat algorithm is proposed for solar PV microgrid 
capacity configuration optimization. To improve the performance of the MPA algorithm 
in the optimal design of automotive components, literature [27] hybridized the Nelder-
Mead algorithm with MPA. Although the hybrid algorithm has good performance in 
a certain area, it is designed for a specific problem, which makes the application of the 
algorithm possess some limitations.

In order to make the metaheuristic optimization algorithm have good performance 
facing different complex problems, some scholars have improved the algorithm using 
adaptive control strategies. As studied by some scholars, there are two main improve-
ment mechanisms: automatic adjustment and feedback adjustment. Automatic adjust-
ment is the search for the optimal solution along with the search for parameters. In the 
literature [28], three parameters of the inertial weight and two cognition acceleration 
coefficients of PSO are updated together with the particles, improving the performance 
of the algorithm. In the literature [29], two fixed parameters in the differential evolu-
tion algorithm are iteratively searched in the specified range, enhancing the convergence 
velocity and its performance. However, automatic adjustment is a way of implicit param-
eter adjustment, which is not conducive to understanding and analysis. Feedback adjust-
ment is used to guide parameter adjustment through the feedback on algorithm perfor-
mance changes. An adaptive parameter control model is proposed in the literature [30]. 
The parameters of the particle swarm optimization algorithm are adjusted based on a lin-
early decreasing ideal velocity profile [31]. In the literature [32], the parameters of fruit 
fly optimization algorithm are controlled by feedback based on the state of the already 
generated solution. The literature [33] redefines a nonlinear step-factor parameter con-
trol strategy in order to improve the self-adaptability of MPA. The literature [34] set a 
strategy for the selection of exploration and exploitation phases of the MPA optimiza-
tion process according to the iterative process, which has a certain improvement on the 
performance of the MPA algorithm. However, this strategy is limited by the fact that it is 
only related to the iterative process, and has some limitations on performance improve-
ment. The literature [35] improves the exploration and exploitation capability of MPA by 
an adaptive update formula, which is based on the global optimal fitness. However, this 
adaptive update formula is only related to the current search state and cannot avoid fall-
ing into local optimum. Unlike automatic adjustment, feedback adjustment is performed 
by displaying parameters, which facilitates understanding and analysis, but is not condu-
cive to controlling the direction and degree of adjustment.

As mentioned above, many metaheuristic optimization algorithms always suffer from 
premature convergence, and this is also true for MPA. Although there are many stud-
ies to improve MPA, they are mainly oriented to specific problems. In addition, there 
are limitations in studies targeting the combination of MPA and adaptive strategies. 
The performance of the MPA is limited when faced with different complex optimiza-
tion problems, while the existing adaptive control strategies have some drawbacks. For 
MPA, the key to achieving good performance is to strike a balance between exploration 
and exploitation. On the one hand, the algorithm needs to search extensively for regions 
with exploitation prospects. On the other hand, the algorithm also needs to perform fur-
ther in-depth exploitation within the regions with exploitation prospects searched in the 
earlier stage. It is known that reinforcement learning has a long-term perspective, and 
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it is widely used to guide the selection of actions based on the outcome of future trials 
[36–38]. In this study, reinforcement learning is combined with the MPA algorithm to 
adaptively adjust the update method of different search agents at different iteration stages 
by Q-learning. Specifically, the choice of update method is based on a Q-table that has 
been matured through multiple training cycles. The Q-table consists of two dimensions, 
including the action and the state. The action is the four update formulas defined in the 
standard MPA, and the state reflects the difference between the search agents and the 
optimum solution. Each search agent has a different Q-table at various iteration stages, 
and each search agent updates the Q-table by training it several times in each iteration. 
The Q-table updates are based on a reward function, which is set considering both differ-
ent iteration stages and different search agents. The whole adaptive adjustment process 
is based on the feedback of reinforcement learning for future exploration, which is real-
time, targeted and effective. At the same time, this adaptive adjustment mechanism is 
easy to understand and control. The approach proposed in this paper can enhance the 
balance between exploitation and exploration, avoid the phenomenon of premature con-
vergence, and improve the performance in the face of different complex optimization 
problems.

3 � Briefing on the MPA and Q‑learning

For more effective discussion, the ideas of the MPA and Q-learning are firstly briefed.

3.1 � MPA

The marine predators algorithm is a metaheuristic optimization algorithm proposed 
based on the foraging law of marine predators [3]. It is mainly inspired by the preda-
tory behaviors and foraging strategies of marine organisms such as sharks, sunfish, and 
swordfish, and solves the optimization problem by simulating the laws of these marine 
organisms in predation on their prey. Among them, the foraging strategies mainly 
include two categories of Levy flight and Brownian motion. In the optimization process, 
foraging strategies are selected according to the different movement speeds between 
predator and prey. The probability of encounter between predator and prey is maximized 
by weighing the choice of two foraging strategies, Levy flight, and Brownian motion, at 
different stages.

Like most other algorithms, the initial solution of MPA is uniformly distributed:

where rd is a random vector, uniformly distributed between 0 and 1, Xlb is the minimal 
boundary of the variables, and Xub is the maximal boundary of the variables.

After initialization, a matrix named Pre will be constructed and the predators’ posi-
tions update will be based on this matrix. In addition, the best search agents are selected 
in each iteration to form the Eli matrix, which has the same dimensions as the Pre matrix, 
and the search agents in the Eli matrix is called the top predator.

(1)X0 = Xlb + rd
(
Xub − Xlb

)
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where Xi,j presents the jth dimension of ith prey, Dim is the dimension of search agents, 
and n means the number of search agents.

Considering the speed between predator and prey, the search agents’ search for supe-
riority is divided into three stages. Each process corresponds to a different position 
update strategy.

Phase1: In the early phase of optimization, exploration is significant. Generally, the 
prey at this stage moves faster than the predator, and staying still is the better way for 
predators, and the position is updated in the following way.

where ����⃗MB is a vector representing the Brownian motion, C is a constant number, ⊗ is 
entry-wise multiplications, ������⃗rand is a vector that is randomly and uniformly distributed 
from 0 to 1.

Phase2: During the intermediate phase of optimization, the speed of movement of 
prey and predator is very close, and at this time exploration and exploitation are equally 
important. Dividing the search agents into two parts, one for exploration and the other 
for exploitation, the detailed position update is shown as follows:

For the first half of the search agents

where ����⃗ML is a vector representing the Levy movements.
For another half of the search agents

where CF is a parameter that is used in the optimization process to control the step size, 
and the formula of mathematics is shown as follows:

(2)Pre =

⎡
⎢⎢⎢⎣

X1,1 X1,2 ⋯ X1, Dim

X2,1 X2,2 ⋯ X2, Dim

⋮ ⋮ ⋮ ⋮

Xn,1 Xn,2 Xn,2 Xn, Dim

⎤
⎥⎥⎥⎦
n × Dim

While t ≤
1

3
tmax

(3)
���������⃗stepi =

����⃗MB ⊗
(
�������⃗Elii −

����⃗MB ⊗
������⃗Prei

)
, i = 1,… n

�������⃗Prei =
������⃗Prei + C ∗ ������⃗rand⊗ ���������⃗stepi

While
1

3
tmax < t <

2

3
tmax

(4)
���������⃗stepi =

����⃗ML ⊗
(
�������⃗Elii −

����⃗ML ⊗
������⃗Prei

)
,i = 1,… n∕2

�������⃗Prei =
������⃗Prei + C ∗ ������⃗rand⊗ ���������⃗stepi

(5)
�������⃗stepi =

����⃗MB ⊗
(
����⃗MB ⊗

�������⃗Elii −
������⃗Prei

)
, i = n∕2 + 1, ...n

�������⃗Prei =
�����⃗Elii + C ∗ CF ⊗ ���������⃗stepi
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Phase3: At the end of the optimization phase, prey is not as fast as predators. It is usu-
ally associated with high exploitation, and the position is updated in the following way.

In addition, some environmental changes may affect predator behavior. For example, 
sharks are distributed around the fish aggregating devices (FADs) most of the time [39]. 
The FADs are usually viewed as local optima and considering longer jumps can avoid 
falling into local optima. The mathematical expression for FADs is given as follows:

where r is a number, randomly distributed from 0 to 1.U⃗ is a vector containing only 0 
and 1. r1 and r2 represent random indexes.

The pseudo-code of the MPA is given as follows:

(6)CF =
(
1 − t∕tmax

)(
2t∕tmax

)

While t ≥
2

3
tMax

(7)
�������⃗stepi =

����⃗ML ⊗
(
����⃗ML ⊗

�������⃗Elii −
������⃗Prei

)
,i = 1,… n

�������⃗Prei =
�����⃗Elii + C ∗ CF⊗ ���������⃗stepi

(8)������⃗Prei =

⎧⎪⎨⎪⎩

������⃗Prei + CF
�
X⃗lb +

������⃗rand⊗
�
X⃗ub − X⃗lb

��
⊗ U⃗, if r ≤ FADs

������⃗Prei + [FADs(1 − r) + r]
�
��������⃗Prer1 −

��������⃗Prer2

�
, if r > FADs
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The original algorithm divides the entire iterative cycle into three phases equally, and 
in the second phase, the search agents is fixed into two parts. Each phase adopts a cor-
responding update strategy. This fixed division is not conducive to a more efficient and 
targeted search agent search.

3.2 � Q‑learning

Reinforcement learning is a popular machine learning technique in recent years and 
has achieved remarkable results in many fields [36–38]. Q-learning is a value-based 
algorithm in RL, proposed by Watkins in 1989. The iterative formula for Q-learning is 
shown in Eq. (9).

where � represents the discount factor, � denotes the learning rate, R(sm, am) is the 
reward obtained by the agent for performing the action am in the state sm and Q(sm, am) is 
the cumulative reward earned by the agent at time m.

A Q value table is first created in Q-learning. The agent gets feedback through con-
tinuous interaction in the hell environment and forms a reward value for the agent’s state-
action pair. Through continuous iterative modification of the Q table, the positive reward 
action will be chosen by the search agent, and the probability of the corresponding action 
will increase. After several iterations, the optimal set of Actions is formed. Figure  1 
demonstrates the model of Q-learning.

(9)Q(sm+1, am+1) = (1 − �)Q(sm, am) + �
[
R(sm, am) + � max

a
Q(sm+1, a)

]
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4 � The proposed QMPA

QMPA is a new algorithm based on the standard MPA by Q-learning proposed in 
this paper. The algorithm mainly consists of four important components: action, state, 
reward, and Q table, as Fig. 2 shows, where the Q table is the core, which guides the 
search agent in which state to take which action, and its update is in turn based on the 
reward generated by the action taken by the search agent. This section will describe the 
components of QMPA in detail.

Action
St
at
e

Q11 Q12 Q13 Q14

Q21 Q22 Q23 Q24

Q31 Q32 Q33 Q34

Q41 Q42 Q43 Q44

Environment

Q table

Reward
Update

State

Action

Fig. 1   The model of Q-learning

Fig. 2   The important elements in the QMPA
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4.1 � State and action

To distinguish the state that each search agent is in, this paper divides the whole search 
agent into four states according to the fitness, which are Largest, Larger, Smaller, and 
Smallest, as shown in Table  1, representing the relative performance concerning the 
global worst and the best, respectively. The global worst fitness and the best fitness are 
set as two extremes, and the difference between these two extremes is the average divi-
sion into four parts, which are four different states. Each search agent determines the 
state based on the fitness. In the standard MPA, four update formulas are defined accord-
ing to different stages, however, in this paper, these four update formulas are defined as 
four kinds of actions.

4.2 � Q table

The next step is the design of the Q table, a two-dimensional table with rows represent-
ing state and action. When the search agent is judged to be in the state, it can select the 
corresponding row and then select the action that generates the largest Q value in this 
row.

4.3 � Reward function

First, it is necessary to decide whether a search agent is rewarded or punished. If the fit-
ness of a search agent after taking an action has improved compared with the previous 
one, it is rewarded and its corresponding Q value is increased. Conversely, if the fitness 
has decreased, it is punished and its corresponding Q value is decreased.

Determining the level of the reward or punishment will be the next step to be taken. In 
the standard MPA, it divides the entire iteration cycle into three parts, where the search 
agent is encouraged to do exploration during the first one-third of the iteration cycle, and 
all search agents take Eq. (3) for updating. In the middle third of the iteration cycle, half 
of the search agents are encouraged to exploit and updated using Eq. (4), and the other 
half of the search agents are updated using Eq. (5) to continue the exploration. In the 
final stage of the iteration, all search agents are encouraged to exploitation and updated 
using Eq. (7). Inspired by the standard MPA, this paper will set the reward and punish-
ment intensity with the period of iteration and the different search agents, and the reward 
and punishment intensity formula are shown in Eq. (10).

Table 1   The definition of state Relative fitness State

fitness ≥ 0.75ΔF Largest
0.5ΔF ≤ fitness < 0.75ΔF Larger
0.25ΔF ≤ fitness < 0.5ΔF Smaller
fitness < 0.25ΔF Smallest
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where RAk denotes the reward value of the k th action, PAk represents the punishment 
value of the k th action, and n means the number of search agents.

As shown in Fig. 3, for rewards, actions A1 and A4 produce monotonically increasing 
and monotonically decreasing reward values, respectively, and are the same for all search 
agents. The reward values generated by actions A2 and A3 are a dashed line and are dif-
ferent for different search agents, varying in the blue shaded area. All n search agents are 
sorted sequentially, with the first search agent corresponding to the A2 action producing a 
reward value at the top of the blue area, and the A3 action producing a reward value at the 
bottom of the blue area. As the search agent number increases, the reward value created 
by the A2 action gradually moves downward, while the reward value created by the A3 
action gradually moves upward. For the n/2nd search agent, the reward values generated 

(10)

⎧
⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
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by actions A2 and A3 are equal, and for the nth search agent, the reward value generated 
by action A2 is located at the bottom of the blue area, while the reward value generated by 
action A3 is located at the top of the blue area. For the punishment, the punishment value 
is set similarly to the reward value, by subtracting 500 from the corresponding reward 
value.

In general, at the beginning of the iteration, action A1 yields the highest reward, indicating 
that the execution of action A1 is more encouraged at the beginning of the iteration. In the mid-
dle stage of the iteration, the reward values corresponding to actions A2 and A3 are shifted, 
with half of the search agents executing action A2 with a higher reward value and the other half 
executing action A3 with a higher reward value. In the final stages of the iteration, action A4 
yields the strongest reward. The reason for setting such a reward mechanism is that in the early 
stage of optimization, the search agent needs more exploration ability to discover more poten-
tial regions. However, in the middle stage, exploration and exploitation are equally important in 
order to discover the optimal solution while jumping out of the local optimum. In the late stage 
of optimization, it needs more exploitation ability to find the optimal solution locally. Unusu-
ally, the reward mechanism set in this paper is dynamic, and it is related to the number of itera-
tions and search agents. This flexible setting allows the algorithm to better maintain a balance 
between exploration and exploitation capabilities during the optimization process.

4.4 � The flowchart of QMPA

The flowchart of the QMPA is presented in Fig. 4, where t denotes the current num-
ber of iterations, tmax denotes the maximum number of iterations, epi is the maximum 
number of steps that Q-learning can explore in the future, and q denotes the number of 
steps that Q-learning currently explores. First, initialize the search agents, tmax , n , epi , 
then calculate the fitness. Next, the search agent position is updated, and the whole itera-
tion cycle is divided into two parts. When running the first 80% of the iterative process, 
adaptive learning is performed by Q-learning to select the best position update formula 

Initialization

Calculate fitness

Update prey

1 2 3 n
…

Determine the state S

Select action in the current state S

Calculate the fitness and determine the next state S’ 

Update Q table using reward function

Initialize Q table

S=S’

q<epi N end
Y

Q learning

t<0.8*tmax

Update prey 
using Q table

Update prey based on Eq.(8)

i<n

t<tmax

N

N

Optimal solutionN

Y

Y

Y

Fig. 4   The flowchart of the QMPA



6624	 T. Chen et al.

1 3

for each search agent in each iteration. However, when the number of iterations is the 
last 20%, the position update is performed by Eq. (7). The reason for this setup is that 
later in the optimization phase, the global search needs to be stopped and a local search 
is performed when exploitation is very important. Therefore, it is very appropriate to 
use Eq. (7) to change the position of the search agent at the late stage of optimization. 
In Q-learning adaptive learning, firstly, the Q table is initialized. Then, the initial state S 
is determined according to the fitness of the search agent. Thirdly, the action is selected 
under the current state by the Q table. Fourthly, the fitness after performing the action is 
calculated and the next state S’ is determined. Fifthly, the Q table is updated according 
to the reward function, and finally the current state is S’ and the next cycle is continued. 
Until all the cycle counts are completed, a mature Q table is obtained, and then the Q 
table is used for position updating. The multiple cycles are designed to allow the search 
agent to explore epi steps forward, and a mature Q table can bring out future actions that 
maximize long-term benefits. Repeat the whole process for each search agent of each 
iteration to finish updating the position. Continue repeating the next iteration until the 
whole iteration process is completed. Algorithm 2 presents the pseudo-code of QMPA.
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5 � Numerical experiment

To evaluate the proposed QMPA with the standard MPA as well as other algorithms, 
three different experiments were set up in this study. Experiment 1 was performed on 10 
classical test functions, the second set of experiment was performed on the challenging 
CEC2014 test suite, and the third set of experiment was optimized for two engineering 
problems.

5.1 � Experiment 1

In the first experiment, the behavior of QMPA and MPA in different dimensions 
is compared by commonly used classic test functions. These classic test func-
tions include unimodal and multimodal functions and their properties are shown in 
Table 2. The unimodal functions are mainly designed to test the exploitation capabil-
ity, while the exploration performance is experimented with by the multimodal func-
tions. Figure 5 shows two-dimensional images of these functions. These functions 
will be tested in 10, 30, and 50 dimensions (Dim) using MPA respectively. Each test 
took 500 iterations, and the number of population was 25. To make the results more 
meaningful, each test function ran 31 times independently. The common parameter 
P = 0.5 and FADs = 0.2 in the algorithm, and the number of cycles(epi ) in QMPA 
was set to 10.

Table 3 presents the results of tests for Dim = 10, and the comparison results for 
Dim = 30 and Dim = 50 are in Tables 4 and 5, and the optimal value among them is 
bolded. Table 3 demonstrates that the QMPA performs better than MPA for seven of 
the ten functions when the dimension is 10. However, the performance is close for 
the remaining three functions. The Wilcoxon signed-rank test was used to express 
more clearly the advantages and disadvantages of the algorithms. The “Test” col-
umn in Table  3 presents the results. “ + ” and “-” indicate that one algorithm is 
significantly more or less good than the other, respectively, and “≈” indicates that 
one algorithm is equal to the other. The test results show significant differences in 
the performance of these two algorithms; QMPA performs significantly better than 
MPA in seven functions and equally well in the remaining three functions.

The QMPA also has excellent performance in high dimensions. The results for 
dimensions 30 and 50 are presented in Tables 4 and 5, respectively. Table 4 dem-
onstrates that the QMPA gives much better solutions compared with the MPA for 
seven functions and has similar performance to MPA for the other three functions. 
The performance of QMPA is worse than MPA in the TF3 function, better than 
MPA on five functions, and close to MPA in the remaining four functions in Table 5.

Figures  6, 7, 8 show the convergence curves of MPA and QMPA from low to 
high dimensions, respectively. The convergence curves in the figures are obtained as 
the average of 31 runs, which makes the results more credible. From the graphs, we 
can find that the QMPA has a good representation in most of the functions. Specifi-
cally, from Fig. 6, it can be found that MPA appears premature over TF1, TF2, TF3, 
TF4, and TF7. And in TF5, TF6, and TF8, the lack of exploitation capacity of MPA 
in the later stage is exposed. Similarly, in Figs. 7 and 8, MPA appears to converge 
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prematurely over TF1, TF2, TF4, and TF8. And the lack of exploitation capability is 
reflected in TF5, TF6, and TF9. In contrast, QMPA behaves differently, both in low 
and high dimensions. On the one hand, QMPA can effectively jump away from the 
local optimum, and in addition, it has a better exploitation ability in the later stage of 
optimization.

The unimodal functions provide a good assessment of the algorithm’s ability 
to exploitation because it has a single optimal solution within the globe. From the 
results, the QMPA has an overall dominance over the unimodal functions. In con-
trast, the multimodal functions are different and have lots of local optimums that 
grow exponentially with the number of dimensions. For assessing the explora-
tory ability of an algorithm, the multimodal function is very suitable. The results 
show that the QMPA outperforms MPA on some multimodal functions. That is, the 
QMPA is superior to the MPA in terms of both exploitation ability and exploration 
ability. This is due to the adaptive adjustment of the search agent update method, 
which allows the search agent in different states to take the most suitable update 
method. When faced with different problems, QMPA can effectively maintain the 
balance between exploitation and exploration in the optimization process and avoid 
the phenomenon of premature aging.

Table 2   Mathematical formulation and properties of classic test functions

Function Domain Global opt

TF1(x) =
∑d

i=1
x2
i

[ − 100,100] 0

TF2(x) =
∑d

i=1
��xi�� + Πd

i=1
��xi�� [ − 100,100] 0

TF3(x) =
∑d

i=1

�∑d

i=1
xj

�2 [ − 100,100] 0

TF4(x) = Max
{||xi||, 1 ≤ i ≤ d

}
 [ − 100,100] 0

TF5(x) =
∑d−1

i=1

�
100

�
xi+1 − x2

�2
+
�
xi − 1

�2� [ − 30,30] 0

TF6(x) =
∑d

i=1
−xi sin

����xi��
�

 

[ − 500,500]  − 418.98*Dim

TF7(x) =
∑d

i=1

�
x2
i
− 10 cos

�
2�xi

�
+ 10

�
 [ − 5.12,5.12] 0

TF8(x) = −20 exp

(
−0.2 exp

√
1

d

∑d

i=1
x2
i

)

− exp
(
1

d

∑d

i=1
cos

(
2�xi

)
+ 20 + e

)
 

[ − 32,32] 0

TF9(x) =
�

d

{
10 sin

(
�y1

)
+
∑d−1

i=1

(
yi − 1

)2[
1 − 10 sin2

(
�yi+1

)]

+
(
yd − 1

)2
+
∑d

i=1
u
(
xi, 10, 100, 4

)
 

[ − 50,50] 0

TF10(x) = 0.1
{
sin2

(
3�x1

)
+
∑d−1

i=1

(
x1 − 1

)2[
1 + sin2

(
3�xi + 1

)]

+
(
xd − 1

)2[
1 + sin2

(
2�xd

)]
+
∑d

i=1
u
(
xi, 5, 100, 4

)
 

[ − 50,50] 0
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Fig. 5   Two-dimensional view of classic test functions

Table 3   Comparison of MPA and QMPA on classic test functions ( Dim = 10)

1 QMPA-MPA Wilcoxon signed-rank test result at a significance level of 𝛼 < 0.05.

Function Best Median Worst Mean Std Test

TF1 MPA 1.83E-32 2.15E-30 1.04E-28 8.51E-30 1.93E-29  + 1

QMPA 9.70E-63 2.61E-58 4.27E-53 1.43E-54 7.80E-54
TF2 MPA 2.61E-18 3.12E-17 2.69E-16 7.49E-17 8.11E-17  + 

QMPA 5.96E-37 1.16E-35 6.11E-34 5.31E-35 1.21E-34
TF3 MPA 2.18E-17 4.12E-15 3.06E-13 4.31E-14 7.54E-14  + 

QMPA 1.81E-27 2.29E-23 2.51E-19 1.22E-20 4.84E-20
TF4 MPA 1.03E-13 1.05E-12 3.76E-12 1.47E-12 1.14E-12  + 

QMPA 2.06E-24 1.30E-22 5.71E-21 7.28E-22 1.47E-21
TF5 MPA 0.9890 2.4513 3.5689 2.4196 0.6042  + 

QMPA 0.9407 1.7051 3.9201 1.8288 0.7004
TF6 MPA  − 3952.95  − 3547.53  − 3239.29  − 3574.96 213.78  + 

QMPA  − 4071.39  − 3596.88  − 3242.32  − 3637.22 220.36
TF7 MPA 0 0 1.27E-11 4.23E-13 2.31E-12  + 

QMPA 0 0 5.97E-13 1.99E-14 1.09E-13
TF8 MPA 8.88E-16 4.44E-15 7.99E-15 4.80E-15 1.43E-15 ≈

QMPA 8.88E-16 4.44E-15 4.44E-15 2.78E-15 1.80E-15
TF9 MPA 2.03E-12 9.66E-12 2.98E-11 1.20E-11 7.69E-12 ≈

QMPA 1.45E-12 1.09E-11 5.05E-11 1.29E-11 1.23E-11
TF10 MPA 4.49E-12 5.37E-11 2.53E-10 6.46E-11 5.42E-11 ≈

QMPA 8.47E-12 4.76E-11 1.94E-10 6.47E-11 4.68E-11
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5.2 � Experiment 2

In the second experiment, the more challenging CEC2014 test suite [40] will be 
selected to assess the performance of the QMPA. The CEC2014 test suite contains a 
total of 30 test functions in four categories, including simple functions, such as uni-
modal and simple multimodal functions, and also more complex functions, such as 
hybrid and composition functions.

In this experiment, we will not only prove that the QMPA is superior to the MPA 
but also better than some commonly used optimization algorithms, such as GWO, 
PSO, Slime Mould Algorithm(SMA) [41], Sine Cosine Algorithm (SCA) [42], Rep-
tile Search Algorithm(RSA) [43], and Aquila Optimizer(AO) [44]. The parameters 
of QMPA and MPA in this experiment are the same as those in the first experi-
ment. The detailed parameter settings of GWO, PSO, SMA, SCA, RSA, and AO are 
shown in Table 6.

To make the comparative analysis meaningful, all algorithms are compared in the 
same environment. The number of population was 25, the dimension was 10, and 
the iteration time was set to 500. To avoid randomness, the mean of the results of 31 
independent runs is taken as the comparison result.

Table  7 presents the results of the comparison of QMPA with the competing 
algorithms, which includes the standard deviation (Std) and mean of the results of 

Table 4   Comparison of MPA and QMPA on classic test functions (Dim = 30)

1 QMPA-MPA Wilcoxon signed-rank test result at a significance level of 𝛼 < 0.05

Function Best Median Worst Mean Std Test

TF1 MPA 6.31E-25 2.13E-23 4.20E-22 7.41E-23 1.04E-22  + 1

QMPA 1.25E-44 2.46E-42 2.29E-41 4.98E-42 6.39E-42
TF2 MPA 4.53E-15 1.49E-13 8.62E-13 2.06E-13 2.13E-13  + 

QMPA 3.41E-27 3.20E-26 5.53E-25 7.56E-26 1.26E-25
TF3 MPA 2.49E-08 5.15E-05 2.29E-03 2.27E-04 4.92E-04 ≈

QMPA 1.01E-07 3.59E-05 5.03E-03 4.05E-04 1.12E-03
TF4 MPA 1.05E-09 3.22E-09 1.40E-08 3.45E-09 2.36E-09  + 

QMPA 4.35E-16 7.54E-15 6.66E-14 1.63E-14 1.97E-14
TF5 MPA 24.3928 25.5313 26.8944 25.5850 0.5023  + 

QMPA 23.7037 24.8658 26.0461 24.8691 0.5832
TF6 MPA -9782.23 − 8636.68 − 7747.74 − 8655.26 538.10  + 

QMPA -9679.58 − 8752.98 − 7660.91 -8690.10 508.45
TF7 MPA 0 0 0 0 0 ≈

QMPA 0 0 0 0 0
TF8 MPA 2.99E-13 1.33E-12 2.68E-12 1.32E-12 5.95E-13  + 

QMPA 8.88E-16 4.44E-15 4.64E-15 4.44E-15 6.49E-16
TF9 MPA 2.70E-09 1.39E-07 3.57E-03 2.14E-07 7.68E-04  + 

QMPA 4.64E-10 3.40E-07 3.69E-04 5.57E-09 7.42E-04
TF10 MPA 1.09E-07 1.10E-02 1.21E-01 9.78E-02 3.47E-02 ≈

QMPA 8.18E-08 2.97E-02 4.39E-01 1.21E-02 1.09E-01
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Table 5   Comparison of MPA and QMPA on classic test functions (Dim = 50)

1 QMPA-MPA Wilcoxon signed-rank test result at a significance level of 𝛼 < 0.05.

Function Best Median Worst Mean Std Test

TF1 MPA 2.14E-22 2.59E-21 1.49E-20 3.65E-21 3.84E-21  + 1

QMPA 3.93E-41 1.41E-39 1.81E-37 1.02E-38 3.29E-38
TF2 MPA 2.33E-14 1.05E-12 6.97E-12 1.74E-12 1.63E-12  + 

QMPA 3.01E-25 2.56E-24 3.45E-23 4.50E-24 6.54E-24
TF3 MPA 1.37E-04 1.67E-02 3.12E-01 4.51E-02 6.30E-02 -

QMPA 6.88E-03 3.89E-01 4.98E + 00 7.46E-01 1.14E + 00
TF4 MPA 8.86E-09 2.37E-08 7.04E-08 2.69E-08 1.44E-08  + 

QMPA 8.31E-14 3.04E-13 2.41E-11 1.30E-12 4.35E-12
TF5 MPA 45.0027 46.5590 48.5399 46.6735 0.8834 ≈

QMPA 44.2538 45.8795 48.5540 46.0664 1.3086
TF6 MPA  − 14,883.39  − 13,569.68  − 12,263.02  − 13,550.38 689.12  + 

QMPA  − 15,632.46  − 13,705.70  − 12,314.58  − 13,739.91 797.36
TF7 MPA 0 0 0 0 0 ≈

QMPA 0 0 0 0 0
TF8 MPA 6.58E-13 5.88E-12 1.62E-11 6.95E-12 4.28E-12  + 

QMPA 4.44E-15 4.44E-15 4.44E-15 4.44E-15 0
TF9 MPA 1.15E-03 8.59E-03 1.81E-02 8.94E-03 4.87E-03 ≈

QMPA 1.90E-03 8.28E-03 1.81E-02 8.63E-03 4.62E-03
TF10 MPA 0.0501 0.5586 1.4554 0.5812 0.2471 ≈

QMPA 0.2158 0.6644 3.1691 0.8240 0.6017

Fig. 6   Convergence Graphics (Dim = 10) 
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31 runs. Furthermore, to clearly demonstrate the excellent performance of QMPA, 
pairwise statistical tests are performed for QMPA with MPA, GWO, PSO, SMA, 
SCA, RSA, and AO. The results of 31 runs of each algorithm were subjected to the 
Wilcoxon signed-rank test with statistical significance � = 0.05 , and are shown in 
Table 8.

Table 7 shows the test results, and the last row counts the performance of each 
algorithm in achieving the optimal value on the CEC2014 test suite. For unimodal 
functions (F1-F3), have only one optimal solution, making them the best candidates 
for assessing algorithm exploitation capabilities. The mean of the QMPA received 

Fig. 7   Convergence Graphics (Dim = 30) 

Fig. 8   Convergence Graphics (Dim = 50) 
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1st place over the F1 and F2 functions, and for F3, QMPA tied with MPA for 1st 
place. The QMPA also achieved two 1st places and one 2nd place in the compari-
son of standard deviations. It reflects that QMPA has good exploitation ability and 
robustness.

The second class is simple multimodal functions (F4-F16) with two or more local 
optimal solutions. Therefore, it is very appropriate to use such functions to evalu-
ate the ability of QMPA and other algorithms to move away from local optima and 
exploration. From the results, QMPA is an excellent algorithm and achieves the 1st 
place in the mean for 12 of the 13 tested functions.

For the last two categories, hybrid functions (F17-F22) have a lot of local optima, 
as do the composition functions (F23-F30), and test functions with such character-
istics are useful for assessing the ability of an algorithm to escape from local min-
ima. Among the hybrid functions, QMPA obtains the best average values of F17, 
F18, F19, F20, and F21, and only performs worse than MPA in F22. In the compos-
ite function, the QMPA has an ordinary performance, with the best average value 
obtained only on F26 and F30.

Based on these results, the QMPA proposed in this paper obtained the best 
mean value on 22 functions and the best standard deviation value on 16 functions 
in the CEC2014 test suite. In contrast, the original algorithm MPA obtained only 
7 best values on the mean performance. In other words, QMPA obtained the best 
overall performance and outperformed the other algorithms, even standard MPA, 
in balancing exploration and exploitation capabilities and getting rid of local 
optimizations.

Furthermore, this chapter presents the convergence analysis of QMPA with MPA, 
GWO, PSO, SMA, SCA, RSA, and AO for some of the tested functions based on the 
average of 31 independent runs, and the results are demonstrated in Fig. 9. QMPA 
achieves stable behavior for all functions, indicating that the algorithms are conver-
gent. QMPA exhibits two advantages over other algorithms. One of them is that it 
does not converge prematurely. From Fig.  9, it can be found that RSA has obvi-
ous premature phenomenon, which appears in most test functions, while QMPA has 
a completely different performance. The second is the ability to ensure a balance 
between exploration and exploitation throughout the optimization process. For the 
whole optimization process, a strong exploration capability is required in the early 
stage, while the later stage of optimization requires a higher algorithm exploitation 
capability. Obviously, the fitness of QMPA decreases faster in the early stage, and 

Table 6   Parameter settings of 
GWO, PSO, SMA, SCA, RSA, 
and AO

Algorithm Parameter settings

GWO a = [0, 2][0, 2]

PSO c1 = 2;c2 = 2;vmax = 6

SMA z = 0.03

SCA A = 2

RSA � = 0.1, � = 0.1

AO � = 0.1, � = 0.1
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the convergence value is better in the later stage on F3, F5, F6, F8, F10, F12, F13, 
and F16. In other words, QMPA is able to control the balance between exploration 
and exploitation at different stages of optimization, and also this is the guarantee of 
having good optimization performance.

For further analysis of the test results, some boxplots are given in Fig. 10. The 
boxplot is drawn using the results of each independent run of each algorithm and 
shows the distribution of the results of 31 independent runs well. Compared with 
MPA and other competing algorithms, QMPA is narrower and more to the left in 
the distribution of boxplot for most functions. This also reflects that the QMPA pos-
sesses stronger robustness and better optimization performance. It is further proved 
that the adaptive control strategy of search agent position updating method proposed 
in this paper helps QMPA to have stable and excellent performance when facing dif-
ferent complex optimization problems.

In addition, for further comparative analysis, paired statistical tests were per-
formed for QMPA and MPA, GWO, PSO, SMA, SCA, RSA, and AO, respectively. 
The results of 31 runs of each algorithm were subjected to the Wilcoxon sign-rank 
test for statistical significance �= 0.05 . The null hypothesis of this test is that "No 
differences are found between QMPA and the other algorithms in terms of the 
median number of optimal solutions obtained with the same test function."

The statistical test results are illustrated in Table  8. Where " + " indicates that 
QMPA outperforms the comparison algorithm at the 95% significance level, while 
"-" is the opposite, indicating that QMPA is worse than the comparison algorithm. 
" = " means the results of QMPA are not significantly different from those of the 
comparison algorithm. The last row summarizes the performance of QMPA and 
other algorithms in the " + ", " = ", and "-" cases. It is obvious that QMPA performs 
much well than other optimization algorithms. Compared with the standard MPA, 
the QMPA performs better on 19 functions, and they are comparable on 8 functions.

5.3 � Experiment 3

In this section, two commonly used real-world engineering problems are chosen to 
perform performance tests of the QMPA. There are some equations or inequality con-
straints in their optimization models, and in this experiment, the constrained problem 
will be transformed into an unconstrained one using a simple penalty function method. 
The constraints and optimization model can be found in [45]. The maximum number 
of iterations was set as 500, with a total of 25 populations and 31 independent runs.

5.3.1 � Tension/compression spring design

Finding the minimum weight is the optimization objective of this engineering prob-
lem. The three-dimensional physical drawing is shown in Fig. 11, and the optimiza-
tion variables involved are mean coil diameter (D), the number of active coils(N), 
and wire diameter(d).

This problem has been studied in many literatures using some optimization algo-
rithms, such as CA [46], GSA [8], BFOA [47], and PFA [48]. Table 9 presents the 
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Fig. 9   Convergence curves of QMPA and other algorithms over CEC2014 functions



6639

1 3

A novel marine predators algorithm with adaptive update…

optimization results using different algorithms. The optimal results of the PFA, 
MPA, and QMPA are very close, but the QMPA results are slightly better.

5.3.2 � Welded beam design

The target of the optimization of this optimization problem is to obtain the lowest 
manufacturing cost of the welded beam. As it is shown in Fig. 12, this optimization 
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model has four optimization variables, that are the thickness of weld (h), length of 
the attached part of the bar (l), the height of the bar (m), and thickness of the bar (b).

The optimization results of this issue were compared and analyzed by selecting 
the results of other literature, including SA [49], HS [50], HAS-GA [51], and GSA 
[8], as shown in Table 10. It is clear that the QMPA gives the most optimal results, 
which has clearly validated the excellent performance of the QMPA again.

6 � Threats to validity

Threats to validity are generally classified as threats to internal validity and threats 
to external validity. In this paper, the threats to internal validity mainly come from 
the implementation of the QMPA and the comparison algorithm used in the compar-
ison tests. For the implementation of the QMPA, programming based on the source 
code of MPA, along with testing and analysis in a variety of simple problems to 
ensure the correctness of the algorithm code; For the implementation of the com-
parison algorithms, the open source code provided by the original author of the cor-
responding algorithm is used, and the best parameters proposed in the original arti-
cle are followed for experiments. Throughout the process, all the codes are carefully 
checked to ensure error-free. The threats to external validity mainly come from the 
test functions and engineering optimization problems used in this paper. To reduce 

Fig. 11   Description of the ten-
sion/compression spring design 
example

Table 9   The best results were 
obtained

Algorithm d D N f

CA [46] 0.050000 0.317395 14.031795 0.012721
GSA [8] 0.050276 0.323680 13.525410 0.012702
BFOA [47] 0.051825 0.359935 11.107103 0.012671
PFA [48] 0.051726 0.357629 11.235724 0.012665
MPA 0.051570 0.353881 11.457236 0.0126655
QMPA 0.051769 0.358659 11.176065 0.0126653
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the threats to external validity, the test functions and engineering optimization prob-
lems selected in this paper are widely used in many papers and competitions, and 
their correctness and reasonableness have a certain degree of confidence. Also, the 
corresponding scripts are carefully checked for correctness.

7 � Conclusion

A novel modified marine predators algorithm hybridizing by Q-learning (QMPA) 
is proposed to improve the ability of MPA to find the global optimal solution by 
adaptively adjusting the search agent position update strategy in different itera-
tion stages and states. The adaptive update strategy selection of the MPA is finally 
achieved with the help of Q-learning by processes of determining states and actions, 
designing Q tables, and choosing reward functions. The statistical results of different 
experiments demonstrate that the QMPA has a better optimization capability com-
pared with the standard MPA and other optimization algorithms.

In this paper, only two engineering problems are studied to test the proposed 
algorithm, which can be employed in different fields to solve complex engineering 
real-world problems in future work. Also, it is anticipated the proposed adaptive 
control strategy can be applied to other metaheuristic optimization problems.

Fig. 12   Description of the 
welded beam design example

b

m

Table 10   The best results were obtained

Algorithm h l m b f

SA [49] 0.2471 6.1451 8.2399 0.2497 2.4426
HS [50] 0.2442 6.2231 8.2915 0.2400 2.3807
HSA-GA [51] 0.2231 1.5815 12.8468 0.2245 2.2500
GSA [8] 0.182129 3.856979 10.000 0.202376 1.87995
MPA 0.244384 2.862740 8.291469 0.244369 1.832607
QMPA 0.244356 2.862617 8.291472 0.244368 1.832581
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