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Abstract
At present, the cloud computing environment (CCE) has emerged as one of the sig-
nificant technologies in communication, computing, and the Internet. It facilitates 
on-demand services of different types based on pay-per-use access such as plat-
forms, applications and infrastructure. Because of its growing reputation, the mas-
sive requests need to be served in an efficient way which gives the researcher a chal-
lenging problem known as task scheduling. These requests are handled by method of 
efficient allocation of resources. In the process of resource allocation, task schedul-
ing is accomplished where there is a dependency between tasks, which is a Directed 
Acyclic Graph (DAG) scheduling. DAG is one of the most important scheduling 
due to wide range of its applicable in different areas such as environmental technol-
ogy, resources, and energy optimization. NP-complete is a renowned concern, so 
various models deals with NP-complete that have been suggested in the literature. 
However, as the Quality of Service (QoS)-aware services in the CCEplatform have 
turned into an attractive and prevalent way to provide computing resources emerges 
as a novel critical issue. Therefore, the key aim of this manuscript is to develop a 
novel DAG scheduling model for optimizing the QoS parameters in the CCEplat-
form and validation of this can be done with the help of extensive simulation tech-
nique. Each simulated result is compared with the existing results, and it is found 
that newly developed algorithm performs better in comparison to the state-of-the-art 
algorithms.
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1 Introduction

A cloud computing environment (CCE) can be utilized as a prominent model 
for business and high-performance computing which got additional attention 
from academia and industry [1, 2]. Due to the focus on a very high number of 
shared resources [2] into a resource group to achieve large-scale, robust, and 
efficient utilization of resources via the Internet with negligible managing and 
maintenance costs. Further, it provides different services to the users via cloud 
virtualization methods and it also provides customers to focus on business activ-
ities without expenses on various resources. Alternatively, for infrastructure-as-
a-service (IaaS) facilitators viz. Amazon EC2, Google Drive, Microsoft Azure 
[3, 4] provide pooled resources by using virtual machines (VMs) to users on-
demand(UOD). It can accuse the user’s charges which not only surgerate of 
resource utilization (RU) but also carry their significant benefit. There are three 
key groups of cloud service providers, such that public, private, and hybrid mod-
els [5]. The public model [6, 7] is most commonly used to organize the CCE 
platform, in which resources are possessed and functioned by the third-party ser-
vice providers. The public cloud models send and impose services via Internet to 
end-users which are made for the service market adapted for organizations. On 
the other hand, private cloud models (such that IBM, Sun, and Cisco) are built for 
particular organizations. Precisely, reserved cloud models are accomplished and 
sustained by organizations and only organization members can access these mod-
els. However, to enhance the computing and storage capabilities, these private 
organizations strive to attain the public cloud resources also. Furthermore, hybrid 
cloud models [8–10] are evolved as encouraging computing prototypes that asso-
ciate both cloud resources for better competence and scalability, also for attain-
ing more plasticity and more disposition possibilities in hybrid cloud applica-
tions. Further, DAG scheduling [11] is frequently used in the scientific workflow 
model. A DAG scheduling contains numerous tasks/jobs and many dependencies 
between these tasks/jobs. In the CCE platform, users may buy various services 
facilitated by the CCE service provider to perform their acquiesced DAGs. Each 
DAG is typically linked with a deadline of execution to guarantee the quality of 
service (QoS) and low QoS typically enforces penalties; however, the provider of 
service may charge users based on makespan and QoS Parameters obtained dur-
ing DAG Scheduling [12, 13]. Thus, to maximize profits along with guarantee 
QoS. Further, the applications of DAG scheduling in real-life problems [14, 15] 
are such as environmental technology; loop boundaries are identified during com-
pile-time, data-flow computing problems, and various numerical methods, e.g. 
Gaussian elimination, Fourier transform, and its variants. In this paper, a novel 
heuristic-guided model with the QoS parameter optimization model is proposed 
to solve scheduling problems in DAGs in the CCE platform to get a near-optimal 
solution. So that the QoS parameters should be optimized to give better services 
to the user with optimal resource utilization.

After the introduction, the remaining parts of this manuscript are prearranged 
as given below. Section  2 contains a literature review and associated work. In 
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Sect.  3, the proposed model and its formulation are given. Section  4 explains 
our concern to reducing scheduling length and cost. QoS Parameters in the DAG 
scheduling model with an algorithm are illustrated in Sect. 5. Section 6 describes 
the proposed algorithm (NHGCPM) with experiments simulation setup with the 
experimental results and corresponding analysis. The concluding remarks with 
future directions are mentioned in Sect. 7.

2  Literature review

Scheduling is a process that is used to allocate resources such that processor, band-
width, frequency, memory, etc. to perform many jobs/tasks. The main role of task 
scheduling in cloud platforms is to optimize the total execution time [16]. This guar-
antees that a system is capable of serving each request to attain the desired QoS 
parameters. Suppose there is a list having n jobs /tasks to be scheduled on a system. 
Each task takes a certain amount of time and gives when stated in this way, the 
Scheduling problem is NP-hard [17–20], and we do not know about of any efficient, 
that is, polynomial-time algorithm for it. Generally, scheduling is of two types first 
is static, and the second is dynamic. Static scheduling identifies the properties of a 
parallel program like processing-time, communication-cost, dependencies on data, 
and many synchronizations before executing the program. In the parallel program, 
node and edge’s weighted DAG are indicated in which task/job processing times 
are represented by node’s weights and data dependencies; moreover, the commu-
nication-time between jobs/tasks is represented by edge, respectively. A DAG is a 
directed graph with no cycles and has particular importance nowadays. The key con-
cepts are captured and analyzed using task scheduling models. The DAG scheduling 
is a very difficult problem since it has been proved that it is NP-complete [13, 21, 
22]. Its major objective is to optimize the QoS parameters such as the makespan 
of a different application by appropriately assigning the tasks/jobs to the systems. 
There is two scheduling problems such as dynamic and static but this entire paper is 
based on the static scheduling problem. There are various good approximation algo-
rithms [23, 24] for NP-hard/complete optimization problems like DAG scheduling 
[25]. The scheduling problem is NP-hard [8, 14, 18], and not know any polynomial-
time(P) algorithm which is effective and efficient for the same. As a significance, the 
general preemptive scheduling problem is also falling in NP-complete [22, 25, 26].

In static scheduling algorithms, every piece of information is required for sched-
uling, such as the parallel application structure, execution time associated with each 
task/job, and transmission time between tasks/jobs must be recognized in advance. 
There are many methods to provide an approximate solution for DAG Scheduling. 
Furthermore, a few examples of existing DAG scheduling algorithms available in 
the literature are as follows: Heterogeneous Earliest Execution Time (HEFT), Criti-
cal Path on a Processor (CPOP), Critical Path on a Cluster (CPOC), Modified Criti-
cal Path (MCP), and Mapping Heuristic (MH) [27]. Topcuoglu et al.[28] considered 
a comparative and critical analysis among the HEFT, CPOP, and MH algorithms for 
different values of different DAG inputs. The results obtained in this study reveal 
that the performance of the HEFT algorithm is better than the CPOP, and MH 
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algorithms. In the HEFT Algorithm, the idle time slot is high, and utilization of the 
resource is small due to the data’s excessive transmission delay between the jobs/
tasks and the imbalanced structure of the DAG. Task scheduling performance may 
more improved by using prioritizing method and backfilling processes as suggested 
by Li et al.  [29]. Some more task scheduling techniques [30–32] have been devel-
oped to optimize the scheduling length and other parameters of scheduling algo-
rithms. To address the research gap a heuristic guided algorithm, i.e. a novel heuris-
tic guided CPM (NHGCPM) is proposed to improve the performance.

The HEFT algorithm is typically used to obtain a scheduling length and also can 
be paralleled with different scheduling algorithms demonstrating a minimum time 
complexity. Moreover, it can be enhanced in two ways, firstly adding a new mecha-
nism that can calculate the task priority, and secondly adding a novel mechanism 
that can improve the processor selection [33].Though this algorithm preschedules 
the residual task afore selected the scheduling tasks[34] and later calculated the rel-
ative duration of each DAG, moreover execution has become the most important 
part of the DAG. Therefore, each DAG can rearrange hybrid scheduling before the 
timeline, thus improving resource utilization. Nevertheless, various DAGs would be 
rejected when there is a resource shortage.

3  The Problem and the Proposed Model

The main objective of proposed model is to optimize the makespan-through appro-
priate allocation of the tasks to the nodes and arrangement of the execution sequence 
of the jobs/tasks. The performance of scheduling antecedence limits between jobs/
tasks is conserved. The problem describes three key points related to jobs/task 
scheduling in CCE which can be applied in the DAG scheduling model, resource 
model, and the objective of scheduling [21, 25, 34].

3.1  DAG scheduling model

DAG model is the depiction of the application program using a directed graph (V, E) 
which is recognized as a DAG. It is denoted by Fw which is mathematically defined 
as Fw = {Xt, E, DT} where Xt = {x1, x2,…,xn} is the finite set of jobs/tasks of a given 
DAG, Fw,, E = {eij},eij is xi → xj edges between the tasks xi and xj. This is also known 
as dependency between the jobs/tasks. And DT is data transmission time which is 
linked with E and this time is taken between the jobs/tasks xi and xj.

A simple Fw is depicted in Fig. 1 which contains seven tasks. Here, x1 is an entry 
or starting job/task which does not have any parent jobs/tasks. Also, x7 is an end job/
task or exit job/task and it also has not any children jobs/tasks.

The precedence constraint [21, 25, 33] should be kept between the jobs/tasks 
during the assignment of the jobs/tasks onto virtual machines (VMs) in the CCE 
platform.
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3.2  Resource Allocation Model for CCE platform

This section is related with the jobs/tasks allocation model with VMs which can be 
categorized into two different types such as homogenous and heterogeneous resource 
allocation models for the CCE platform. The homogeneous model comprises multi-
ple VMs which are interconnected in the half-duplex mode, whereas the heterogeneous 
model contains multiple VMs which are interconnected in the full-duplex mode. For-
mally, this model consists of cloud server S = {si| i = 1 to pth servers} and each si having 
one or more VMs (M) [35].

The mapping of tasks of given Fw onto cloud server S is shown in Fig. 2 [20, 24, 
34, 36–38]. If two jobs/tasks belong to the same cloud server, then their data trans-
mission time should be null. i.e.

where Time depicts the transmission delay between the jobs/tasks xi and xj.

3.3  Objective function for the DAG scheduling

The objective function of the proposed model is to optimize the overall execution 
time of the tasks onto VM, i.e. to minimize the makespan of the DAG scheduling 
job/task [11, 12, 32].
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Fig. 1  Fw Simple Model with 7 jobs/tasks
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where EFT is the earliest finished time of exit task xexit of given DAG Fw onto M.

3.3.1  Scheduling Attributes

Task scheduling attributes are very essential for allocation of the jobs/tasks onto 
machines as well as for finding the performance metrics of scheduling algorithms. 
The brief details of the attributes are as follows [32]:

a. Estimated Computation Time(ECT) [38–41] is given as follows

  where ECTij is time of job/task xion machine  Mj.
b. Average ECT (AVG) [38, 42]of a job/task xi can be computed as the ratio of 

summation of ECT of all M and the total number of M. i.e.

c. Critical Path(CP) [38, 43, 44] of Fw is given by equation

(3)ECTij =

⎡⎢⎢⎣

ECT11 ECT12 ⋯ ECT1n

ECT21 ECT22 … .. ECT2n

ECTm1 ECTm2 ECTmn

⎤⎥⎥⎦

(4)AVGi =

∑TotalM

j=1
ECTi,j

TotalM

(5)CP = max
���h���

{length(path)}

(6)length(path) =
∑
xi�X

AVG
(
xi
)
+
∑
e�E

DT

(
xi, xj

)

s1={M1,M2, M3,…, Mp}

s2={M1,M2, M3,…, Mp}

sp={M1,M2, M3,…, Mp}

Schedulerx1,x2,x3,…xn

Task Queue

Fig. 2  Mapping of Tasks onto VMs [38]
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d. Earliest Start Time (EST). [38, 45] is given as follows:

e. Minimum Execution Time (MET) . [38, 46] is given as follows:

f. Earliest Finished Time (EFT) . [38, 46] is given as follows:

4  QoS Parameters used in Performance Analysis

In order to differentiate between the proposed model and heuristic models, per-
formance metrics play a very important role. It helps to analyze the performance 
of models in various Fw models. There are several scheduling metrics but here 
it has been taken only six metrics such as Makespan, Scheduling-Length-Ratio 
(SLR), Speedup, Efficiency, Resource Utilization, and Cost. The details of the 
metrics are as follows:

a. Makespan [35, 38, 42]: It is also called scheduling length and is defined as fol-
lows:

b. Scheduling Length Ratio (SLR) [38, 47, 48]:SLR can be computed as the ratio 
of Makespan and Critical Path tasks which takes minimum ECT value.

c. Speedup [42, 43, 47] It is defined as follows:

 where is the total number of M.

d. Efficiency [42, 43, 47]: It can be computed as the ratio of Speedup and the total 
number of virtual machines. i.e.
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e. Resource Utilization [36, 49]: It is measured by Average Resource 
Utilization(ARU) and the main goal of this metric is to increase the resource 
utilization.

f. Cost [35, 38, 49]: The cost metric is very essential and it identifies the real cost of 
cloud resources used by end users. The general table for the cost metric is given 
in Table 1 [40]. It is defined as follows:

where Eij is the execution time of the task xi on Mj and C(VMj) is the cost of Mj per 
unit time.

The existing scheduling algorithm considers specific characteristics in the CCE 
Platform for the proper allocation of resources. The complexity of the application, user 
need, and heterogeneity of the CCE platform prevent any DAG scheduling algorithm to 
achieve its optimal value of the QoS parameters to measure the relative performance.

5  Proposed algorithm Design and Analysis

The most widely used combinatorial optimization issues is the DAG scheduling 
issue, i.e. NP-Complete since it uses simple algorithms [13, 21, 22]. This can create 
problems that involves optimizing the QoS Parameters such as makespan and cost. 
To overcome this complex issue, there is an accurate method that indicates exponen-
tial time-complexity. Furthermore, such types of methods can only be used for small 
size issues. But for generalizion of these issues require an effective solution to opti-
mize QoS parameters e.g. makespan, cost, throughput, etc. In the literature [27], many 
exact algorithms such as the HEFT and CPOP are designed to solve limited size DAG 
scheduling problems. The popular heuristic algorithms such as BFS and DFS methods 
[50] are the graph traversal methods. DFS is also known as an edge-oriented method 
that uses the stack technique for traversal in a graph whereas BFS is also known as a 
vertex-oriented method that uses the queue technique for traversal in a graph. These 
heuristics are easy to apply to simple search space problems but solving combinato-
rial issues is now become a major concern [50] such as DAG Scheduling using BFS 
and DFS. It motivates the authors to develop a novel algorithm referred to as a novel 
heuristic guided CPM (NHGCPM) to increase the performance of the existing system. 

(14)ARU =

∑m

i=1
x
�
Mi

�
Makespan × m

× 100

(15)Cost =
∑

Eij × C(VMj)

Table 1  Cost Rate for Virtual 
Machines (VM)

Virtual machine(M) M1 M2 M3 … Mm

Cost/unit time Rate1 Rate2 Rate3 … Rater



1964 R. Rajak et al.

1 3

The NHGCPM combines the advantages of both DFS [44], HEFT, and CPM to find a 
higher extent of convergence to improve the application flexibility. Further, on the basis 
of jobs/tasks, priority of given  Fw and the priority is computed using DFS [50]. Fig-
ure 3 represents the process of the proposed model. There are two key steps are used in 
the novel method of the DAG scheduling which are given as follows:

Step 1: This step is consisting of Task Stack (TS) and initially, it has only entry 
tasks of the given Fw model. The addition and deletion of the tasks/jobs as per the 
DFS method are performed. When the entry deletes for TS, it will be added to Ready 
Queue (RQ). This queue mostly comprises the priority of the tasks. All successors’ 
tasks of the entry tasks will be inserted into TS. Similarly, all non-entry tasks are 
deleted from TS and added into RQ but here, the successor tasks of non-entry tasks 
whether it will be included in TS or not depending on the successor’s tasks’ present 
condition. The present condition means the successor task should be included in TS 
if and only if this task will not either TS or RQ. Otherwise, these tasks would be 
simple leave it, and not included as duplicates either in TS or RQ.

Step 2: This is the resource allocation step to the available virtual machine 
(VMs). In this step, the allocation of the tasks as per RQ, precedence constraint, 
Earliest start time first (EST), and Earliest finish time first (EFT). The priority of the 
task/job is in RQ but it should satisfy the precedence constraint before allocation to 
machines, if it is satisfied then allocation to VM as per EST and EFT of the task and 
machine. These attributes should be minimum. If any task/job does not satisfy the 
precedence constraint, in that case, the removed task will be added at the rear end of 
RQ. The complete description of the proposed model is described in Table 2.

6  Simulation environment and results discussion

The Simulation study has been conducted to test the performance of a novel devel-
oped model NHGCPM by simulating the benchmark the Cloud-Sim [6] which is 
used to generate based services for graph such as AWS Neptune., as a simulation 
platform using JAVA as a programming language. The components of the Cloud 
like data centers, brokers, hosts, and VM policies can be modeled by the Cloud-Sim 
toolkit. The analysis of the results is an essential and integral part of any research 
to find a good solution that helps to differentiate between the proposed model and 
the state of the art. This section presents the simulation result of the proposed 
model using three DAG Models as Fw Model1 [38] with 10 tasks {x1,…, x10}, Fw 
Model2[46] with 15 tasks {x1,…,x15} and Fw Model3 [38] with 26 tasks {x1,…,x26} 
as shown in Figures 4,7, and 10. Also, three models Expected time compute (ECT) 
value and cost value tables are shown in Tables 3, 4, 5, 6, 7, 8. The performance 
metrics such as makespan, speedup, efficiency, SLR, Average Resource Utiliza-
tion (ARU), and Cost are used for comparison between the proposed model and the 
state-of-the-art models (Figs. 5, 6).

As per the proposed model, finding the TS and RQ of the given Fw Model1 and 
also computing the priority of the tasks/jobs are shown in Fig. 4.

The assignment of the tasks/jobs onto VM as PQ and Precedence Constraint is 
given in the algorithm. The tasks/jobs are removed from the front end of the PQ, 
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Fig. 3  Flowchart of NHGCPM Model
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Table 2  Proposed algorithm: a novel heuristic guided CPM(NHGCPM)

Table 3  ECT [38] Matrix for  Fw 
 model1

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10

s1 M1 14 13 11 13 12 13 7 5 18 21
s1 M2 16 19 13 8 13 16 15 11 12 7
s2 M3 9 18 19 17 10 9 11 14 20 16

Table 4  VM rate for  Fw  model1 
[38]

Virtual machine(M) M1 M2 M3

Cost/unit time 1.71 1.63 1.21

Table 5  ECT [36] Matrix for  Fw  Model2

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15

S1 M1 17 14 19 13 19 13 15 19 13 19 13 15 18 20 11
M2 14 17 17 20 20 18 15 20 17 15 22 21 17 18 18

S2 M3 13 14 16 13 21 13 13 13 13 16 14 22 16 13 21
M4 22 16 12 14 15 18 14 18 19 13 12 14 14 16 17

Table 6  VM rate for  Fw  model2 
[30]

Virtual machine s(M) M1 M2 M3 M4

Cost/unit time 1.72 1.52 1.69 1.65
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check its precedence constraint, if it is satisfied then assign to virtual machine 
otherwise insert at the rear end of PQ.

Consider a cloud server S = {s1,s2} having two servers s1 = {M1,M2} consists 
of two virtual machines and s2 = {M3} contains of only one virtual machine. The 
assignment of the tasks/jobs as per the proposed algorithm, NHGCPM and com-
putes makespan 65 units.

Case 1:  Fw  Model1 with 10 Tasks
Case 2: Fw Model2 with 15 Tasks.
Similarly, for  FwModel2 finding the TS and RQ of the given  Fw  Model2 and 

also computing the priority of the tasks in PQ as given in the proposed algorithm, 
NHGCPM, and process shown in Fig. 8.

The allocation of the tasks onto the virtual machine as PQ and Precedence 
Constraint is given in the algorithm. The tasks are removed from the front end of 
the PQ, check its precedence constraint, if it is satisfied then allocate to the vir-
tual machine otherwise insert at the rear end of the PQ. Consider a cloud server 
S = {s1,s2} having two servers s1 = {M1,M2}and s2 = {M3,M4}, both servers consists 
of two virtual machines. The allocation of the tasks as per the proposed algo-
rithm, NHGCPM and gives makespan 136 units as shown in Fig. 9.

Case 3:Fw  Model3 with 26 Tasks
The allocation of the tasks onto the virtual machine as PQ and precedence 

constraint is given in the algorithm. The tasks are removed from the front end 
of the PQ, check its precedence constraint, if it is satisfied then allocate to vir-
tual machine otherwise insert at the rear end of PQ (Figs.  10, 11). Consider a 
cloud server S = {CS1, CS2} having two servers CS1 = {V1,V2}and CS2 = {V3,V4}, 
both servers consists of two virtual machines. In Fig.  12, Gantt chart depicted 
the allocation of the tasks as per the proposed algorithm (NHGCPM) and it gives 
makespan 181 units.

The details of the comparison between the proposed model and heuristic mod-
els using three DAG models are given in Table  9. Makespan is minimized in 
proposed model as compared to heuristic algorithms [38]. Other metrics results 
of heuristic algorithms are taken from [38]. The graphical representation of the 
scheduling algorithms is shown in Fig. 13, 14, 15, 16, 17, 18.

Firstly, we consider the effect of QoS Parameters in the input DAG over the 
makespan considering different parameters is shown in Table 9. Table 9 clearly 
specifies that NHGCPM performs better compared to the state of the art for all 
different scenarios.

Figure 13 represents the effect of makespan in the input DAG over the makes-
pan considering different parameters like HEFT, CPOP, ALAP, PETS. It specifies 
that NHGCPM performs better compared to the state-of-the-art algorithms con-
sidered for three different scenarios.

Table 8  VM rate for  Fw  Model3 Virtual machine(VM) M1 M2 M3 M4

Cost/unit time 1.82 1.67 1.79 1.77
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We consider the effect of Speedup in the input DAG over the makespan consider-
ing different parameters as shown in Fig. 14. It specifies that NHGCPM has highest 
values as compared to other parameters.

x1
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Fig. 4  Fw  Model1 with 10 tasks

Fig. 5  Tasks Transformation to Priority Queue

Fig. 6  Gantt. Chart for  Fw Model.1
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Comparative study of Efficiency has been done in which the input DAG has 
been compared over the makespan considering different parameters in Fig.  15. 
It specifies that NHGCPM performs better compared to the state-of-the-art algo-
rithms considered for three different scenarios.

We consider the effect of SLR in the input DAG over the makespan considering 
different parameters is shown in Fig. 16. NHGCPM performs best as compared to 
other algorithms.

Figure 17 represents the effect of utilization in the input DAG over the makes-
pan considering different parameters. It specifies that NHGCPM performs best 
with respect to the state-of-the-art algorithms is considered for three scenarios.

We consider the effect of cost in the input DAG over the makespan considering 
different parameters is shown in Fig. 18 and it specifies that NHGCPM performs 
best with respect to other algorithms the state-of-the-art algorithms is considered 
for three scenarios.

Fig. 7  Fw  Model2 with 15 tasks
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7  Conclusion and future scope

The proposed model tried to analyze the cost optimization problem for DAG sched-
uling in a cloud environment. Several types of VM instances can be assigned, when 
diverse services are requested by users. From the experimental evaluation and com-
prehensive analysis of the proposed model demonstrate that the proposed algorithm, 
“A Novel heuristic guided CPM (NHGCPM)”, outperforms the state-of-the-art algo-
rithms with trade-offs between the several QoS Parameters.

However, it has been known that the most reliable and current platform is the 
QoS-driven public cloud services, and the QoS Parameters optimization emerges 
as a novel serious concern. Hence, we aimed to put forward a novel DAG sched-
uling model for this purpose to optimize the QoS parameters in a cloud environ-
ment, where task/job scheduling requires adopting resource provisioning to attain 
the near-optimal solution. This algorithm is widely replicated using a different 
benchmark, scientific and original DAGs used in environmental technology. All 

Fig. 8  Tasks Transformation to Priority Queue

Fig. 9  Gantt. Chart  Fw Model.2
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the implemented results are paralleled with other state-of-the-art DAG schedul-
ing algorithms, and it has been suggested that the given method facilitates users 
in the cloud computing environment. Outcomes are correspondingly endorsed 

Fig. 10  Fw  Model3 with 26 tasks
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through the analysis of variance statistical tests. In future scope, we will focus on 
further optimizations of the proposed algorithm, NHGCPM, and extensions for 
the scientific workflow applications with various QoS parameters; moreover, it 
will be used in different real-time applications. Furthermore, future work is prob-
able by learning the performance of current demand after making them security-
guided and by incorporating different constraints.

Fig. 11  Tasks Transformation to Priority Queue (PQ)

Fig. 12  Gantt. Chart for  Fw Model.3
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Fig. 13  Comparative Study of Scheduling Length

Fig. 14  Comparative Study of Speedup

Fig. 15  Comparative Study of Efficiency
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Fig. 16  Comparative Study of SLR

Fig. 17  Comparative Study of Resource Utilization

Fig. 18  Comparative Study of Cost
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