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Abstract
This study proposes a pleasure–arousal–outlier (PAO) model to quantify the experi-
ences derived from games. The proposed technique identifies pleasure, arousal, and 
outlier levels based on the facial expression of a user, keyboard input information, 
and mouse movement information received from a multimodal interface and then 
projects the received information in three-dimensional space to quantify the game 
experience state of the user. Facial expression recognition and distribution, eye 
blink, and eye glance concentration graphs were introduced to determine the immer-
sion levels of games. A convolutional neural network-based facial expression recog-
nition algorithm and dynamic time warp-based outlier behavior detection algorithm 
were adopted to obtain numerical values required for the PAO model evaluation. We 
applied the proposed PAO model for first-person shooter games and consequently 
acquired evaluation result values that were clearly distinguishable for different play-
ers. Such information allows player experiences to be quantitatively evaluated when 
designing game levels.

Keywords  Game play evaluations · Game experiences · Affective gamming · Facial 
expression

1  Introduction

Recently, the digital content service market, which includes games, cartoons, mov-
ies, and television, shows has been growing rapidly on various platforms. This grow-
ing market has increasingly attracted investments in content creation; however, it has 
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also increased loss triggered by the failure of the content to gain popularity after 
development.

These risks can be minimized by accurately identifying the satisfaction derived 
from content. Various attempts have been made in the affective computing field to 
quantify content satisfaction. However, the evaluation of content satisfaction entirely 
depends on the voluntary feedback of individuals. The challenges posed by such 
subjective and personalized evaluation elements in the content industry limit the 
introduction of automated quantitative evaluation techniques. Particularly, in the 
game industry where long development periods are required, the demand for quanti-
tative satisfaction evaluation is significantly high; however, such an evaluation is yet 
to be practically introduced in the game industry, owing to the absence of reliable 
evaluation models and the inaccuracy of evaluation results.

This study proposes a satisfaction or fun quantification model that is practically 
beneficial in developing games and verifies its effectiveness by actually using game 
play feedback. The objective of this study is to identify pleasure, arousal, and outlier 
levels that appear to be meaningful in the game feedback during the game develop-
ment stage, as well as evaluate the game play based on the identified levels. The 
proposed model was obtained by expanding a pleasure–arousal–dominance (PAD) 
model [31] that was used in conventional affective evaluation models and suit-
able for games. The ”dominance” in the PAD model could be suitable for affective 
evaluation in daily life. However, it is not significantly meaningful and is a difficult 
parameter to measure. Therefore, we excluded this parameter and instead introduced 
an outlier parameter that can be measured and viewed as information required for 
actual game development. To evaluate the experience of a game player in an ordi-
nary PC gaming environment, we used three ordinary gaming interfaces (keyboard, 
webcam, and mouse); we did not employ any other equipment, because professional 
biometric signal equipment (for example, galvanic skin response and brainwave 
monitors) can elucidate the inherent reaction of a user but cannot be practically 
introduced in the industry owing to the inconvenience of wearing the equipment and 
difficulty in analysis of the generated data. The proposed methodology can collect 
data required for evaluation while the user naturally plays the game in an ordinary 
gaming environment, which has the advantage of increasing the evaluation accuracy 
by preventing the user from recognizing the situation as that for measurement and 
thus responding differently. In addition, continuous machine learning training is pos-
sible because data can be easily collected. Consequently, the accuracy of evaluation 
results will be improved in the long term.

The proposed approach differs from conventional game emotion evaluation meth-
ods because the numerical measurement accuracy of evaluation of each game com-
ponent is increased by introducing a previously verified machine learning algorithm 
in each component. Compared to previous works, the features of our approach are 
presented as follows.

–	 PAO model: We proposed a novel evaluation model specialized in game play 
evaluation. The model can easily measure data better than the conventional PAD 
model and extract various additional derivative indices. A more beneficial insight 
can be provided in the game development stage.
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–	 Machine learning-based multimodal evaluation system: To integrate the eval-
uation parameters, we proposed a framework that stably extracts the parameters 
required to evaluate the satisfaction derived from games from three interfaces 
(webcam, keyboard, and mouse) that are essential in the ordinary gaming envi-
ronment.

2 � Previous works

The methods for analyzing and incorporating game user data into games have been 
improving steadily. The games available in the game market and currently enjoyed 
by users have been developed through such game user data analyses. Game user data 
can be collected in two ways. The first is the survey-based opinion data, and the 
second is the user play log data obtained during game play. Particularly, the survey-
based methodology, which indicates the state of a user by the responses of the user, 
is mostly adopted in fields where subjective decisions are required.

Hudlicka [1] used the term "affective gaming," to demonstrate the importance 
of the adaptation of the game to the emotion of a player, the ability of the game 
to detect the emotion of the game player, and adjust the game reaction to the emo-
tion. Lee [2] introduced a method for predicting whether and when a player will stop 
playing a commercial game during its free play period using a log-based analysis 
scheme in the game and subsequently applied the method to measure user departure 
[3]. In addition, the game behavior of the player is observed and behavior similari-
ties are grouped using game play behavior analysis via game bot detection [4].

The game behavior analysis of a player is also connected with emotion recogni-
tion, which is a very important element and subject in the affective computing field. 
Research on emotions in the laboratory has various problems triggered by technical 
issues. Banziger et  al. [5] suggested several ways to motivate the creation of the 
Geneva multimodal emotion portrayal, described the overall advantages and limita-
tions of emotion research, and defined the emotional behavior of a user in multi-
ple modes. Petrantonakis et al. [6] addressed emotion measurement problems posed 
by quantitatively estimating the emotion-inducing level of a subject under a proper 
stimulus and by introducing new feature vectors to improve the performance of an 
electroencephalography-based emotion recognition system. Wang et al. [7] analyzed 
the cardiovascular reaction measured using electrocardiogram (ECG) equipment to 
recognize emotions, classified the elements that were extracted from the ECG and 
reflected emotions, and recognized two types of emotions, pleasure and sadness [7]. 
Wagner et al. [8] used a k-NN, linear discriminant function, and multilayer percep-
trons to identify anger, sadness, happiness, and pleasure, which are physiological 
data, to achieve a recognition rate of 80%. Leon et  al. [9] measured and adopted 
heart rate, skin resistance, and blood pressure to recognize neutral, negative, and 
positive emotions, which can be considered as three types emotions. McDuff et al. 
[10] adopted remote detection of cognitive load used in stress measurement to meas-
ure heart rate and heartbeat alterations; using this detection scheme, they meas-
ured the stress recognition level of a user. Their system could predict stress more 
accurately than conventional systems using physiological parameters (heart rate, 



19462	 S. Kang, S. Kim 

1 3

respiratory organ, and heart rate variability). Google Glass is a wearable computer 
equipped with an accelerometer, camera, Bluetooth, and transparent display. This 
device is similar in appearance to eyeglasses, which enables a person to wear it like 
eyeglasses; it collects the personal information of the person wearing it. Hernandez 
et  al. [11] used Google Glass to introduce a technique for evaluating the current 
state of the wearer unassisted by other devices. The wearer can check and control 
their state based on data using their proposed device. Facial expressions are a typical 
research subject in anthropology, sociology, neuroscience, psychology, and human-
computer interface (HCI); in addition, they are studied with considerable interest, 
particularly in the emotion research field. Ekman et  al. [12] objectively and com-
prehensively described the relationship between what people display on their faces 
and what they feel using a facial action coding system (FACS). Kapoor et al. [13] 
analyzed head movements, postures, facial expressions, skin conductivity, and com-
puter mouse pressure to propose a system that senses frustration in a learning envi-
ronment. Kaliouby et al. used a wearable camera and various sensors combined with 
a machine recognition algorithm [14] to record and analyze the facial expressions 
and head movements of a person interacting with another person wearing the cam-
era. Littlewort et  al. introduced pain to an expression detection system [15]. Yea-
sin et al. [16] suggested a spatiotemporal approach to recognize six common facial 
expressions and calculate interest levels of the subject. In this study, we analyzed 
multimodal interface-based affective computing in the game industry to suggest a 
method for quantifying the pleasure derived from games. Nosu et al. [17] proposed 
a real-time emotion diagnosis system capable of determining emotions from the 
expressions of a video game player and voice feedback messages. Vachirapanang 
et  al. [18] introduced a system to detect game addiction, whereas Yun [19] intro-
duced stress detection in games. Tan et  al. [20] used a first-person shooter game 
to evaluate player experiences. Hazelett [21] introduced a method that adopts facial 
electromyography to measure the emotional state of a user. Tan et al. [22] proposed 
Bro-cam, which provides empathetic feedback based on the physical posture of a 
player. Zoeller [23] introduced an information collecting system for developers and 
testers to interact regarding unfinished games, as well as improving their interaction. 
Martinez [24] used a deep learning algorithm to recognize four types of emotions. 
Recently, Wang et al. [25] automatically extracted the components of game experi-
ences from online reviews by analyzing texts. Maman et  al. [26] examined group 
cohesion and presented GAME-ON (Group Analysis of Multimodal Expression of 
cohesiON). Song et al. [27] used a multimodal game frustration database (MGFD) 
and a long short-term memory recurrent neural network for frustration classifica-
tion, to analyze facial and vocal expressions and propose automatic frustration rec-
ognition. Ringer et al. [28] introduced a method that adopts tensor decomposition 
for the high-order fusion of multimodal expressions; their system provides a dataset 
of League of Legends livestreams annotated for streamer influence and game con-
text. Sekhavat el al. [29] investigated the degrees to which the expression of emo-
tions by an opponent could affect the emotions of players and consequently their 
gameplay behavior. Their findings suggest that expressing the emotional state of an 
opponent through an emoji in real time affected the emotional state and behavior of 
players and consequently their playing experience. Kar et al. [30] proposed a hybrid 
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brain computer interface designed to detect failures in player’s gameplay actions. 
They introduced a simple indoor game, in which a player must pass a ball through a 
ring fixed on a variable pan-tilt platform.

In this study, we propose various indices capable of stable measurement in the 
ordinary gaming environment and proposed a novel PAO evaluation model based 
on the indices. Our approach differs from that of previous studies because it expands 
the biometric signal and face detection techniques [14–16] to incorporate mouse 
input into user reaction evaluation and thus improves the accuracy of immersion 
level measurements in games.

2.1 � Evaluation Model

In this study, emotional quantification is achieved via the machine learning of facial 
expression and game-related interface data measured by a multi-modal device. 
Existing emotion evaluation processes usually involve surveys and external obser-
vation. Despite the participation of experts and inclusion of sophisticated analysis 
that incurs high costs, the results might be subjective. To address the problems of 
these emotion evaluation processes, computational cognitive psychology techniques 
need to be applied to quantify numerical values. Accordingly, we adopted a PAD 
model [31], which has been tested in the field of cognitive psychology. The PAD 
model classifies the emotion-individual-content interaction into pleasure, arousal, 
and dominance, and measures the emotional reactions sensed by the individual. This 
model proves to be a highly suitable model that may express emotions responding to 
the content; it exhibits a relatively high level of discrimination when applied to the 
targets of this study, which include the game, web, and smartphone environments. In 
addition, the PAD model is suitable for identifying general emotional states related 
to content feedback; however, to apply machine learning to special content such 
as games, it is necessary to make an adjustment in the level of measurement. The 
pleasure axis is an important element especially useful in determining the satisfac-
tion felt in a virtual world. The arousal axis represents the amount of emotion felt in 
the virtual world. These two axes are slightly more important than the dominance 
axis. In this study, the dominance axis in the PAD model is excluded, and the pleas-
ure–arousal axis is solely adopted to quantify emotional states within a game. Our 
goal was to determine the levels of pleasure and arousal from facial expression data 
and detect outliers from the interaction levels of a mouse and a keyboard, to prevent 
redundant cases when determining arousal and outliers (e.g., very surprised or sad 
expressions can always be mistaken as outliers). The outlier index in this study is 
focused on detecting outlier behavior in the interaction.

3 � System

This study proposes a multi-modal interface-based emotion analysis system. The 
proposed system comprises three modules: (1) a convolutional neural network 
(CNN)-based facial expression detection module, (2) an outlier behavior detector 
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based on a dynamic time warp (DTW) algorithm, and (3) a PAO modeling system 
(see Fig. 1). This system synchronizes data gathered from three devices (camera, 
keyboard, and mouse) on the same time axis and records the data in CSV and face 
image files. Subsequently, the CSV files are imported to detect facial expressions 
and outliers. The proposed system is obtained by extending the facial expression 
analyzer and outlier detectors of previous studies [32]. Although previous studies 
focused on detecting individual parameters stably, we gathered information on 
multiple parameters and modeled data to be used in the industry. Figure 2 pre-
sents the process of our proposed system.

We acquired the numerical values required for the final PAO model in two stages. 
Data collected in each terminal were sent to the facial expression and outlier detec-
tion modules and were converted into values on the three axes of the PAO model. 
The pleasure and arousal levels were determined by recognizing the facial expres-
sions from the webcam, whereas the outlier level in the game interaction was deter-
mined from the keyboard and mouse via time-series data analysis. The facial expres-
sion detection and PAO evaluation modules are described in this section. Figure 3 
illustrates the relationship between each module and the parameters.

Fig. 1   Proposed PAO model

Fig. 2   Process of the proposed system
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3.1 � Facial expression detection

The webcam captures face images of a user in high definition. Facial expressions are 
input via the webcam device, which enables non-obtrusive contact. The input image 
is transferred to the CNN-based facial expression detection module first, which clas-
sifies the facial expression as one of eight expressions. The proposed CNN-based 
facial expression classifier is an extension of the facial expression classifier used in 
Ho’s study (2016) [33]. The dataset used for training the model is from a past Kag-
gle Facial Expression Recognition Challenge (FER2013). It comprises a total of 
35887, 48 × 48-pixel grayscale images of faces, each labeled with one of the seven 
emotion classes (anger, disgust, fear, happiness, sadness, surprise, and neutral). The 
model comprises three sequential convolution layers (32, 64, and 128 feature maps). 
Softmax activation function is adopted at the output layer. The model performs well 
in classifying positive emotions resulting in relatively high precision scores for the 
“happy” emotion (76.7%) and low precision for the “sad” emotion (39.7%). Our 
goal is to map the main facial expressions detected while playing a game onto the 
one-dimensional pleasure axis. This requires seven detected expression results to 
be mapped onto the pleasure axis. We assigned +0.1 (maximum of 1) to two emo-
tions (happy and surprise) and –0.1 (minimum of –1) to the remaining four emotions 
(anger, disgust, fear, and sadness). The purpose of this assignment was to obtain the 
overall similar data distributions. No value was incorporated in the neutral case. We 
set the unit time of emotion evaluation to 1 min. Because images are sampled at 6-s 
intervals within 1 min, 10 evaluations take place in 1 min. The total evaluation value 
was finally determined as the pleasure value of the corresponding period. This pro-
cess generates a pleasure graph where the facial expressions of the user are assigned 
values between 0 and 1. The tension graph is in arbitrary time intervals (e.g., 1 
min) and can be discretized with the average of the data collected during the corre-
sponding time. This reflects the requirement of the industry that feedback should be 
received in main game play interval units. Equation 1 presents the equation used in 

Fig. 3   Relationship between the parameters used in each step and the final PAO model
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the pleasure-axis calculation. Six emotion evaluation values ( S_happy , S_surprise , 
S_sad + S_disgust + S_fear + S_angry ) were summed, and positive and negative 
weights ( W_1 and W_2 ) can be assigned as required.

Although a CNN-based algorithm was adopted for the facial expression recognition, 
a facial feature-based algorithm was used for the arousal detection. We adopted dlib 
[34] to extract a total of 68 feature points from a face and separately selected the 
angles between main feature points that are considered to be required for the outlier 
behavior analysis. We used angles, instead of lengths, to eliminate the effect of the 
distance between the camera and face. Various feature angle definitions are avail-
able; however, we extracted the corresponding angles of only two portions (mouth 
and eyes) from an experimental perspective. Observing the face of a player while 
the player plays a game shows that the player’s mouth shape changes drastically. 
Because the mouth is the largest among the main components of the face, it makes 
up the largest part of the overall face change. The results of the pre-experiment 
confirmed that this input dimensionality reduction process slightly improved clas-
sification accuracy. We defined two vertices (left and right vertices) on the mouth 
and used the angles at the vertices to detect mouth changes. The unit of the angles 
is radians. We evaluated the difference between the measured amount of change in 
the eyes and mouth ( Angle_eye , Angle_mouse ) and the average amount of change 
( Angle_avgeye , Angle_avgmouse as the difference in arousal.

Another objective of this study was to detect eye alterations. Our experience indi-
cated that while playing a game, the eyes blink rapidly or become wider before and 
after encountering new interesting events. The pupils hardly change when playing 
the game in a monotonous manner. We interpreted intervals during which the pupils 
change as situations where the player pays attention owing to stimulations from the 
game. The shape changes of the eyes and mouth vary significantly depending on the 
physical features of each person. Consequently, we decided to determine the change 
information of the user using differences from the overall average values of the two 
parameters by calculating the corresponding averages after each experiment ends. 
The level of arousal may vary depending on individuals and game genres. It is dif-
ficult to evaluate a player who plays a multi-player game and actively communicates 
with other users based on the same reference value of arousal that is used to evalu-
ate players who play single-player games. We recognized that such change rates are 
difficult to evaluate absolutely; therefore, we decided to perform relative evaluations 
and compare the change rates between experiment participants.

We included the concentration graph to additionally evaluate increased aware-
ness. This is based on our experience that the user blinks less and that the facial 
expression changes less when the user concentrates on specific tasks. We defined 
any period during which facial expression changes less than a prescribed level and 
when eye glance is maintained as immersion intervals. This immersion graph is 
available as an analysis aid in the content analysis stage.

(1)PleasureValue = W1(Shappy + Ssurprise) +W2(Ssad + Sdisgust + Sfear + Sangry)

(2)ArousalValue = ||Angleeye − Angleavgeye|| + ||Anglemouse − Angleavgmouse||
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3.2 � Game interaction detection module

The webcam captures face images of a user in high definition. Facial expressions are 
input via the webcam device, which enables non-obtrusive contact. The input image 
is transferred to the CNN-based facial expression detection module first, which clas-
sifies the facial expression as one of eight expressions.

Log data relating to the movement and usage of the user’s keyboard and mouse 
were significantly beneficial in determining the user’s current state. In this study, 
during system operation, the user’s keyboard input and mouse trajectory, as well 
as input quantity, were tracked. The keyboard input data include all input key 
information of the user and are stored in the ASCII format. The key input rate and 
zero interaction time intervals during which no key input takes place can also be 
identified. The position values within the screen when the left and right mouse 
buttons are clicked are recorded as the mouse input data. The mouse trajectory 
information is generated with the mouse input data and indicates whether concen-
trated interactions of the user have occurred in a certain area. A mouse click heat-
map is also available on the screen as mouse movement information. A mouse 
trajectory heatmap helps identify main click areas on the screen. We can detect 
a variety of keyboard and mouse input information in detail and harness the 
information obtained from our analysis. However, in this study, we mostly used 
the keyboard and mouse data to detect outlier behavior intervals. We calculated 
the average number of keyboard inputs and average mouse movement distance 
in 1-min units to separate maximum input value and movement distance values 
per minute to generate time-series interaction strength graphs. The time-series 
interaction strength graph is likely to exhibit similar patterns at a certain game 
level in a single-player game because a corresponding stage can be cleared only 
if inputs of a certain level or higher take place in the single-player game where 
scenarios that cannot be modified must be experienced. Any deviation from the 
input strength or input pattern can be interpreted as a situation where the cor-
responding player is not performing ordinary actions. Although outlier behavior 
can be easily determined by examining the mouse and keyboard input strength, 
we added the shape similarity between interaction graphs as a decision element 
by applying the DTW algorithm [35]. The DTW algorithm we employed follows 
the methodology of our previous behavior detection study [32]. The Euclidean 
distance algorithm, which is often used as a measure of the distance between two 
time series data, has very low similarity calculation accuracy when the time axis 
is twisted. In contrast, DTW uses a method of deriving an optimal path by search-
ing the minimum distance between time series data. Through this, it is possible to 
compensate for the disadvantage of very poor performance due to a different time 
reference point or a different time axis scale when measuring the similarity of 
time series data. Because the DTW algorithm can calculate the similarity based 
on the shapes of graphs, regardless of the length of the time axis, it can com-
pare the differences between the graph shapes. In our previous study, an inter-
val in which similarities between graphs are compared was based on the entire 
play interval in which the corresponding experiment was conducted. However, 
in this paper, the time-series intervals in which similarities between graphs are 
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compared are narrowed to 10 min before and after the corresponding time. The 
intervals of the graph pattern comparison were narrowed to compare local pattern 
similarities and improve accuracy. Equation 3 presents the outlier value equation 
we adopted. The Outlier Value is calculated by adding the difference between the 
average value ( G_i ) and the interaction intensity value ( G_i_Avg ) of the keyboard 
and mouse, and the difference from the average interaction graph calculated by 
DTW ( G_DTW , G_DTW_Avg).

3.3 � Pleasure–arousal–outlier evaluation module

The pleasure, arousal, and outlier values calculated from the two modules are gath-
ered and projected onto the three-dimensional axes between 0 and 1. The state of 
the user at a specific play time can be comprehensively determined from each value. 
We applied the parameters extracted in the PAO model evaluation process to further 
visualize a total of six indices for intuitive game play interpretation. The six indices 
include (1) the radial graph of facial expressions, (2) triangular PAO graph, (3) aver-
age keyboard/mouse input strength, (4) facial expression change graph, (5) eye blink 
change graph, and (6) eye glance concentration graph.

(1) The radial graph of facial expressions presents the distributions of the entire 
seven facial expressions detected while playing the game. The most derived emotion 
while playing the game can be identified from this radial graph. (2) The PAO graph 
shows values between 0 and 1 for the pleasure, arousal, and outliers axes. The higher 
the pleasure value, the more is the positive emotional expression of the user while 
playing the game. The higher the arousal value, the stronger the emotional change of 
the user. The higher the outlier value, the more the player differs from the input pat-
terns of other players. This can be interpreted as the corresponding player’s failure 
to adapt to the corresponding game or a different approach used by the player while 
playing the game. Here, P, A and O value are processed with the sigmoid function 
and then rescaled to the unit interval with the min-max function. (3) The average 
interaction strength graph presents the input strength of the corresponding player in 
comparison to the average interaction strength of 1. A value lower than 1 means that 
the input strength declined. (4) The facial expression graph shows the facial expres-
sion change adopted in arousal analysis on the time axis, and it can identify the time 
at which the largest emotional change occurs. We also present the facial expression 
detected by the facial expression analyzer to illustrate the shape of the facial expres-
sion at the time. (5) The eye blink graph shows when the eyes of the user blinks, and 
provides an indicator of the cognitively unusual time spent by the game player on a 
certain content. (6) The eye concentration graph shows when the user concentrates 
and gazes at the monitor. The higher the value, the less change of the eyes observed, 
which can be interpreted as the time when the player is immersed in the game con-
tent. Figure 4 presents the visualization results generated from the proposed system. 
Our visualization scheme facilitates the intuitive analysis of the game player’s state.

(3)OutlierValue = W1|G_i − G_i_Avg| +W2|G_DTW− G_DTW_Avg|
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4 � Experiment result

To validate the proposed system, we selected Bioshock: Infinite, a first-person 
shooter game, as a game for the experiments. The level within the game we used 
is the first part of the game level stages; it is the initial stage where a novice player 
receives dramatic tension via the introduction, development, turn of events, and con-
clusion events. If the corresponding level was played in the same way intended by 
the designers, the arousal level is expected to increase toward the end. In addition, 
the game interaction is expected to increase proportionally as the battle with the 
enemy intensifies. The pleasure part is likely to involve negative facial expressions 
owing to the frightening events and fierce battles toward the end, although the beau-
tiful background and world introduced in the first part of the level will likely invoke 
pleasure emotions. We selected this level because the storytelling within the single 
level is clear, and user reactions were expected to be linearly evident. Figure 5 pre-
sents main event screenshots in the Bioshock game used in the experiments.

The experiments were performed with a total of 30 subjects (15 men, 15 women, 
age group: 23–31, average time: 26.8 min). Most of the experiment participants had 
more than one year of game experience and spent an average of 5 hours of gameplay 
a week. For the experiment, the 30 subjects were divided into three groups. Each 
group was designated different data collection time points of 20, 40, and 60 min. 
Each subject in the group played the Bioshock infinite for 30 min each.

We obtained various experiment analysis results for different individuals. Among 
these results, we describe four meaningful results. Figure 6 presents the results of 
player 1 who exhibited the most similar pattern to the feedback expected for the 

Fig. 4   Player experience evaluation report generated by the proposed system
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game. The radial graph of the facial expressions indicates that the facial expressions 
of player 1 while playing the game include more fear (F) and disgust (D), and the 
most frequent expression was neutral (blue: average of participants, red: player result 
values). The PAO graph exhibits slightly lower values of P than the average PAO 

Fig. 5   Main scenes within the Bioshock game level used in the experiments

Fig. 6   Player 1: Average game play and emotional expression
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reaction, and the O part deviates from the average. The average keyboard/mouse 
input strength values demonstrate more inputs than the average. The facial expres-
sion change graph indicates that the most dramatic facial expression change occurs 
in the scene 4 part where the most dramatic event takes place, as a cruel scene is 
described in the corresponding event. The overall facial expression change reaches 
its peak at the third-quarter level, similar to the introduction, development, turn of 
events, and conclusion order. The eye blink change and eye concentration graphs 
show that the overall blinking frequency in the first half was higher than in the sec-
ond half. This can be interpreted as more immersion in the game toward the second 
half. In general, the expression of player 1 at the climax of the game was negative. 
Nonetheless, player 1 appears to have been immersed in the game while playing the 
game. The O value is high because player 1 actively participated in the interaction. 
From an interview after playing the game, we found that player 1 did not experience 
substantial difficulty in the game playing process and expressed satisfaction with the 
game content. Player 1 also stated willingness in continuing to play the game.

Figure 7 presents the results of player 2, which slightly differs from the average 
reaction. The radial graph of facial expressions indicates that the facial expression of 
player 2 while playing the game was anger, surprise, and happiness, which slightly 
differs from player 1. The PAO graph demonstrates that the P value is slightly higher 
than the average PAO reaction, and an average value was obtained in the A part. 
The average keyboard/mouse input strength values show that both the keyboard and 
mouse interactions did not come close to the average interaction level. The facial 
expression change graph exhibits more facial expression changes than player 1, and 
indicates that anger and happiness are mixed in the detected facial expressions. The 
overall facial expression change reaches its peak at the third-quarter level, similar to 
the introduction, development, turn of events, and conclusion order. The eye blink 
change and eye concentration graphs demonstrate that in general, player 2 did not 

Fig. 7   Player 2: Low level of game play, high level of emotional expression patterns (novice FPS player)
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concentrate on the game, and the player’s gaze was unstable. Player 2 exhibited a 
low level of interaction in the game play process, and relatively frequently expressed 
emotions. During an interview after playing the game, the corresponding player 
revealed that they were not familiar with the first-person shooter (FPS) game; hence, 
they were nervous throughout the game, which explains why the overall evaluation 
indices were unstable.

Figure 8 presents the results of player 3, which is different from the average reac-
tion. The radial graph of facial expressions exhibits fear and neutral facial expression 
while playing the game. The PAO graph shows that the value of the O part signifi-
cantly differs from the average. The average keyboard/mouse input strength values 
indicate that the keyboard interactions did not come close to the average interac-
tion level. The facial expression change graph demonstrates that the facial expres-
sion change was not significant, and the detected facial expressions were negative or 
neutral. The introduction, development, turn of events, and conclusion appear to be 
irrelevant to the overall facial expression change. The eye blink change and eye con-
centration graphs indicate that in general, player 3 concentrated on the game while 
playing. In general, player 3 exhibited a low level of interaction in the game play 
process and expressed emotions in unexpected intervals. During an interview after 
playing the game, the corresponding player revealed that they did not find the way 
between scenes 2 and 3, and thus experienced frustration. Hence, player 3 did not 
experience the game normally, and did not enjoy the game. This feedback can be 
regarded as a case where a player did not get to experience the game in the way that 
the designers intended; hence, the player stops playing the game.

Figure 9 presents the results of player 4, which is also different from the aver-
age reaction. The radial graph of facial expressions indicates that player 4 has 
almost no facial expression while playing the game. The PAO graph shows that 

Fig. 8   Player 3: Low level of game play, negative emotional expression at an unexpected point (game 
deserter)
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the P part has a much higher value than the average. The average keyboard/
mouse input strength values indicate that the mouse part did not come close to 
the average interaction level. The facial expression change graph demonstrates 
that the facial expression change was not large, and the detected facial expres-
sions were all neutral. The introduction, development, turn of events, and con-
clusion appear to be irrelevant to the general facial expression change. The eye 
blink change and eye concentration graphs demonstrate that player 4 fully con-
centrated on the game while playing. In general, player 4 stably played the game 
in an expressionless condition. During an interview after playing the game, 
player 4 revealed that they had been playing FPS games for several years, and 
played such games well. Player 4 really enjoyed the experimental game, and they 
expressed their willingness to continue playing the game. Such a play pattern 
corresponds to the pattern of an experienced person who is familiar with a spe-
cific game. This pattern can help separate game experts from game novices.

Finally, we attempted to verify whether the experiment subjects’ intention 
to stop playing the game can be estimated. Figure 10 presents the intention to 
stop playing the game and the PAO graphs of the corresponding players. In gen-
eral, as the intention to stop playing the game increases, the value of the P axis 
decreases, and the deviation of O from the average broadens. This characteristic 
indicates that the proposed PAO graph can be adopted as a warning index for 
game deserters. Particularly, players with large PAO graph areas in the P direc-
tion and average reactions in the O and A parts were very satisfied with the cor-
responding game.

Fig. 9   Player 4: High level of game play, little emotional expression (expert FPS player)
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5 � Discussion

Our research is generally helpful in quantifying gameplay ratings. However, 
deriving quantitative evaluation results in all cases involves some difficulties. 
For example, a player who plays the game without expression in a state of high 
concentration, may be incorrectly classified as having a negative gameplay expe-
rience if only habitual negative expressions are considered. In addition, players 
may be classified as having a positive experience of gameplay based on only 
habitual positive expressions when they have in fact lost interest in the game. This 
limitation is a problem that occurs in most emotion classification methodologies 
based on facial expression recognition. To solve this problem, accurate emotion 
detection methods must perform a personalization process in advance. However, 
this issue has not been addressed in the present work. This study assumes that 
a personalization process would be applied in the quality assurance (QA) stage 
if a large number of users were tested. Therefore, we note the error caused by 
individual variations in emotional expression. We discussed the applicability 
of the proposed methodology in game development processes through an inter-
view with a game development QA professional, and found that the methodology 
implemented would need to be integrated with the screen recording function to 
enable the evaluator to verify the results of the analysis. In addition, accuracy 
may be improved if our research methods were combined with in game playing 
data (e.g., item acquisition rates or connection retention times). Our methodology 
may differ in its accuracy depending on the level of game development. In the 
game development stage, due to cost and security concerns, only a small number 
of testers attend the game test, which can lead to data imbalance. Therefore, it is 
advantageous to increase the accuracy to apply only to the partial play section 
that is expected to have problems rather than the entire game play test. In the 
game service stage, it can be a condition to receive feedback from large-scale 
users. In this case, it is possible to collect a large number of data with the user’s 
consent, so a higher level analysis becomes possible in a situation where the data 
imbalance problem is resolved. The application of the granular computing meth-
odology according to the level of collected data will expand the scalability of the 
proposed methodology. We plan to apply these complementary measures through 
collaboration with the game development industry in the future.

Fig. 10   Intention to stop playing the game and the proposed PAO model graph
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6 � Conclusion

Various satisfaction evaluation methodologies have been proposed in the affec-
tive computing field; however, the game industry is yet to actively adopted these 
methodologies. This is because the proposed methodologies require complex bio-
metric measurement devices and do not provide indices that can be referenced 
in the game development stage. To address these problems, this study proposed 
a novel PAO model that can be applied in an ordinary gaming environment; the 
study also verified its effectiveness via actual game play evaluations. By introduc-
ing a machine learning technique, the proposed methodology allows games to be 
more objectively evaluated by automating the gaming evaluation part that con-
ventionally relied on survey methods. This methodology indicates that the facial 
expression recognition technique can be considered to be significantly accurate, 
and the time-series similar pattern detection algorithm can be utilized in gaming 
evaluation. Future research would include further precise facial expression analy-
sis for more comprehensive expression interpretations.
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