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Abstract
The eFPGA IPs are made up of logic components connected by a routing network. 
The target architecture is a key feature of eFPGA development. There have been two 
main families of architecture: matrix and hierarchical topologies. The mesh archi-
tecture is distinguished by its genericity and regularity, but approximately 90% of 
the area is used by the routing network and just 10% by the logic blocks. Hierar-
chical architecture reduces this effect by on average 56% but increases the size of 
the critical path and causes the scalability problem. The architecture proposed in 
this paper will mix the benefits of the two existing architectures. This paper, there-
fore, proposes a Mesh of Tree architecture that maintains a strong balance between 
area density and layout scalability. To the best of our knowledge, this is the first 
eFPGA circuit with a mixing matrix and hierarchical architectures in a new eFPGA 
architecture. We compared the proposed eFPGA by Tree-based and Mesh of Cluster 
eFPGA in terms of area, power dissipation, performance and frequency. Mesh of 
Tree eFPGA imposes an area overhead but has a straightforward advantage in terms 
of performance for architectures with a size greater than 64 LUTs. The results of 
the experiments demonstrate that the proposed Mesh of Tree architecture has strong 
physical scalability: Once the layout of the nodes is generated, it can be used to cre-
ate matrix layouts of the target size and shape factor.
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1  Introduction

Nowadays, designers may include an increasing amount of functionalities due 
to the excessive growth of silicon technology. Thus, the growth in nonrecur-
ring engineering (NRE) cost related to complexity becomes a significant factor 
in system-on-a-chip (SoC) design, potentially limiting scaling prospects [14, 15]. 
As a result, adopting design solutions capable of reducing such expenses while 
maintaining high performance causes an issue. IP-reuse methods are a prevalent 
method of reducing design and verification costs by reusing predesigned and pre-
verified synthesizable IPs. This enables designers to improve the implementation 
process of the IP for the particular goal in terms of area, speed, and power, while 
also providing good time-to-market and risk reduction.

The integration of embedded configurable modules has the potential to enlarge 
the SoC market by broadening its application scenario and extending its lifetime. 
In all situations, the flexibility enables the spreading of NRE expenses among an 
increasing number of products.

In this context, the use of field-programmable devices in the form of embed-
ded field-programmable gate arrays (eFPGA) cores is an interesting alternative 
approach that can offer bit-level optimization for applications that benefit from 
synthesis [4, 12]. eFPGA cores must be a modest but effective portion of the 
larger system that adds actual value to a specific area of the system.

eFPGA cores are often delivered as fixed-size hard macros optimized by cus-
tomized designs for types of applications, as reported in the majority of studies 
[1, 22]. The common downside of the studied eFPGA is that the circuit specifi-
cations cannot be changed after fabricating in terms of architecture, number of 
wires, number of input and output pads, and in particular the number of LUTs, 
since the proposed eFPGAs are hardcore devices or fixed soft IPs. In addition, 
almost all of these eFPGAs are mesh-based architectures, which means that the 
occupation of Logic Networks is very small relatively to the total size of the core. 
As a result, this affects power, performance, and the area. Our previous recent 
works presented in [26, 28] propose a hierarchy re-configurable co-processor, 
with fine-grained architecture and which can implement several algorithms in 
specific times. This co-processor accelerates the execution time with an accept-
able trade-off between several constraints, especially, flexibility, time-to-market, 
power, area, and performance. The number of look-up-tables (LUTs), registers, 
and the number of I/O ports can be controlled when designing an eFPGA to make 
trade-offs between power and performance [9, 20]. Tree architecture has better 
area density than the traditional VPR-Style clustered Mesh. Tree-based architec-
ture efficiency in terms of area, performance, and static power can be managed 
by Interconnect Rent parameters, cluster arity, and LUT size. In this context, this 
architecture can be modified and adapted to specific applications to accommodate 
different trade-offs. However, this tree-based topology may be penalized in terms 
of the generation of physical layouts and does not allow scalability since it does 
not have a flat chip structure, particularly for large circuits [22].
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In summary, each one of the various embedded FPGA architectures introduced 
in the state of the art has its advantages and drawbacks. The matrix architecture is 
characterized by its genericity that enables the use of eFPGA generators, but 90% of 
the area is used by the interconnection network [8] and only 10% for logic network. 
The tree design reduces this effect by 56% but increases the size of the critical path 
and penalizes the scalability of the circuit [30]. The architecture proposed in this 
paper will have to combine the advantages of the two previous architectures in order 
to obtain the best performance (i.e., the genericity of a matrix architecture by reduc-
ing the interconnection utilization rate compared to logic thanks to a tree structure).

The Mesh of Tree architecture was chosen to incorporate both the theoretical 
aspect of the state-of-the-art analysis especially for mesh architecture and the func-
tional respect of architectural exploration of Tree-based topology obtained through 
the implementation of software tool. Trying to combine the advantages offered by 
all of the mentioned topologies, the architectural choice considered in this analysis 
will be discussed in the following sections. Usually, the efficiency of the topology 
is determined by both the architecture and the routing algorithm. However, in this 
study, we concentrate on architecture performance.

The main contributions of this paper are the following: 

1.	 Propose a clustering method for the novel Mesh of Trees eFPGA. Besides, a 
decoder model that loads the bitstream description file to SRAM cells is also 
proposed. With these two contributions the development of softcore Mesh of Tree 
eFPGA is ensured.

2.	 An exploration and evaluation of the proposed architecture (Mesh of Tree eFPGA) 
is performed.

3.	 First, a full comparison between Mesh of Tree, Mesh of Cluster, and Tree-based 
architectures in terms of hardware utilization, regularity, power, performance, 
and latency is provided. Then, existing eFPGAs in both industrial and literature 
have been compared to the proposed eFPGAs in this research.

The remainder of the paper is organized as follows: Section2 presents an overview 
of embedded FPGA architecture and describes the related works. Section 3 details 
the proposed embedded FPGA and the configuration decoder. Section  4 presents 
firstly the hardware implementation of 32 LUTs Tree-based embedded FPGA, as 
well as the 32 LUTs of Mesh of Tree eFPGA architecture and an alternate architec-
ture based on Mesh of Cluster topology. A wide comparison between the mentioned 
architectures is made. Then, the implementations and experimental results are pre-
sented. Finally, Section 5 concludes the paper.
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2 � Related works and background

Several works are interested to the eFPGA development and integration. They aim 
to design the programmable devices with the best characteristics in order to inte-
grate the IP into system which makes the ASIC more flexible. In this section, we 
outline the different existing solution’s of eFPGA development.

2.1 � Classic mesh architecture

Mesh-based FPGA are also called island-style FPGA. As shown in Figure  1, logic 
blocks are typically arranged in a grid and are surrounded by horizontal and verti-
cal routing channels [16]. Mesh architecture is most common among academic and 
commercial FPGAs. FPGA is defined as an integrated circuit including a network of 
programmable cells. Each cell can perform a function. The interconnections are also 
re-configurable. Most FPGA components are mainly based on SRAM technology. 
The logic blocks in FPGAs are based on LUTs to implement any Boolean function 
with 4, 5, 6 inputs with one or two outputs.

Configurable logic block (CLB): It is a logical configurable part in the 
FPGA; the logical component of a user circuit is implemented in these blocks 
[19]. The output of a logic block depends on the logic function implemented into 
the block, but also on the inputs of this block. Since FPGAs must be flexible 
enough to implement any user design, FPGA logic blocks must be able to imple-
ment a wide range of logical functions. Switch block (SB): A switch box, it is a 
set of switches used to connect the routing channels. It is located at each inter-
section between horizontal and vertical routing channels and defines all possible 

Fig. 1   Mesh-based architecture



17693

1 3

Development and Analysis of Novel Mesh of Tree‑based embedded…

connections between these channels. Three different typologies for Switch Box 
can be distinguished, but the most used is the Disjoint Switch Box [19]. In the 
Disjoint Switch Box case, each path can be connected to all paths of the same 
index. This limits routing channel where they can follow only specific paths. 
Connection block (CB): A connection block is a set of switches used to con-
nect a logic block to an adjacent routing channel. These blocks surround CLBs to 
ensure the connection between its inputs/outputs with routing paths [19]. Unlike 
the switch boxes, a connection block gives less flexibility to routing channels but 
also can connect near CLBs with fewer wires and switches.

2.2 � Tree‑based architecture

As outlined in our previous works [24, 26], the Tree-based eFPGA architecture 
[20], Logic Blocks (LBs) are organized into clusters and each cluster includes 
a switch block for connecting local LBs. The switch block is divided into Mini-
Switch Blocks (MSBs). The Tree-based FPGA architecture incorporates two uni-
directional upstream and downstream interconnection networks by using the BFT 
(Butterfly fat-tree Topology) topology to link Downward Mini Switch Box 
(DMSBs) and Upward Mini Switch Box (UMSBs) to LB inputs and outputs.

As shown in Figure  2, UMSBs are used to allow LB outputs to reach a large 
number of DMSBs and to decrease the fanout on feedback lines. UMSBs are 
arranged in such a way as to allow LBs belonging to the same owner cluster to 
reach precisely the same group of DMSBs at each level. Thus, positions within 
the same cluster are identical, and LBs can coordinate with their siblings for the 
use of a greater number of DMSBs based on their fanout sizes. As seen in Fig-
ure   2, the programmable interconnect of the Tree-based FPGA architecture is 
structured in a multi-level network with switch blocks located at various tree lev-
els using the BFT network topology.

Fig. 2   Two-level tree-based architecture
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2.3 � Mesh of cluster architecture

The Mesh of Clusters architecture is composed of a 2D matrix of tiles, and each tile 
is composed of a cluster containing the logical elements and multi-level intercon-
nection blocks (switch boxes) [3, 6, 27], as illustrated in Figure  3.

This architecture allows firstly to take advantage of the regularity of modern 
mesh architecture to connect the clusters to the interconnection blocks and then to 
gain the area in the interconnection of the logical elements of the clusters to switch 
boxes interconnection using a multi-level topology. Contrary to mesh architecture, 
this architecture does not use connection blocks. Each switch box is directly con-
nected to the clusters and the neighboring switch boxes in a specific order.

2.4 � Research trends and proposed approach

The interconnecting arrangement of the Mesh-based FPGA typically aimed to 
improve the use of logic. Hierarchical architectures belong to the family of FPGA 
designs that are built to maximize interconnect usage at the expense of logical 
utilization.

The theory behind hierarchical architectures is to maximize the use of silicon by 
effective use of the interconnected structure (which can account for 80% to 90% of 
the total area of Mesh-based FPGAs). The Tree-based FPGA architecture uses two 
unidirectional interconnecting networks to connect LB inputs and outputs to SBs. 
Research shows that using the Tree-based FPGA architecture reduces the number of 
switches used by 56% when compared to Mesh-based FPGA architectures. The key 
problems with the Tree-based interconnect structure are that the path delay increases 
exponentially as the Tree grows to higher levels. In addition, the concept behind the 
Mesh of Clusters architecture, the architecture presented in [27], has been strength-
ened in terms of power consumption and area relative to the reference VPR FPGA 
cluster-based mesh. Based on our previous experimentations [27], a gain of 30% 
and 32%, respectively, in terms of power consumption and area is noticed. Most of 
the reductions in power and area were attained by a reduction of 24% of the neces-
sary buffer switches to efficiently route various circuit benchmarks [7]. Nonetheless, 

Fig. 3   Mesh of cluster architecture



17695

1 3

Development and Analysis of Novel Mesh of Tree‑based embedded…

Mesh of Cluster architecture had an average performance degradation of 12% com-
pared to the VPR [3].

However, in this paper, we proposed a different embedded FPGA architecture 
with updated interconnect architecture and matrix node based on trees. The solu-
tions to improve eFPGA scalability are addressed with a view to maintain better 
logic utilization and better layout generation using the new topology mentioned in 
the following sections.

3 � Mesh of tree topology

The interconnect arrangement on typical eFPGA architectures is commonly 
designed to optimize the use of logic. A completely filled routing interconnect is 
easy and offers high flexibility at the expense of power and area overhead. In fact, 
the consumption rate of interconnecting switches is remarkably low. Therefore, 
in order to make embedded FPGAs more effective, we wish to investigate a new 
eFPGA architecture based on the matrix of Trees. Inspired by [3, 10, 21], we suggest 
the use of a multi-stage switch box for inter- and intra-cluster connections, based on 
the use of the Butter-Fat-Tree (BFT) geometry inspired by the Tree-Based structure 
itself [7]. The proposed Mesh of Tree architecture is a clustered matrix positioned 
in a standard 2D grid connected to a unidirectional routing network. Each cluster is 
often a tree that can be constructed from one level to several levels.

The Mesh of Tree architecture consists of a 2D tile matrix. Every tile consists of 
a tree containing the logical elements and the interconnection network (DMSBs + 
UMSBs) (illustrated in Figure  4).

This architecture allows, on the one hand, to take advantage of the regularity of 
the mesh to connect the trees and interconnection blocks to each other (each Tree 
is uniformly connected to 4 Switch Boxes, which are themselves linked to each 
other by the Channel Width (CW) in the form of rows and columns) and, on the 
other hand, to gain in the area at the level of the interconnection of the Trees and in 
the interconnection of the Multi-Level Switch Boxes, by using a tree architecture. 

Fig. 4   Mesh of tree architecture
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Unlike the Mesh architecture, we do not use Connection Blocks. Each Switch Box 
is directly connected to clusters and neighboring Switch boxes in a specific order. 
As shown in Figure  4, the inputs/outputs of a Switch Box come from the 4 adjacent 
Switch Boxes as well as from the 4 adjacent Trees. Thanks to this configuration, 
each Tree can be connected to the 8 adjacent Trees using its adjacent Switch boxes.

3.1 � Tree local interconnect

Mesh of Trees are formed of Logic Blocks (LBs) that communicate within a pro-
grammable local interconnect. The intra-cluster interconnect is arranged as a Tree 
and based on the topology previously described in Section 2. The Logic Blocks are 
clustered into clusters located at the lowest level in a tree-based FPGA architec-
ture [21]. Each cluster includes a switch block for linking local LBs. Switch blocks 
are composed of Mini Switch Blocks (MSBs). As shown in Figures  5 and  6, the 
Tree-based FPGA architecture unifies two unidirectional down and up interconnect-
ing networks that use the Butterfly Fat-Tree topology to relate Downward MSBs 
(DMSBs) and Upward MSBs (UMSBs) to LB inputs/outputs and upwards MSBs 
(UMSBs).

1.	 Downward interconnect network: The downward network is influenced by SPIN 
[11]. It is built on the Buttery Fat-Tree (BFT) style of interconnecting [18] with 
linearly populated and unidirectional switch boxes. Tree leaves are consistent with 

Fig. 5   Tree architecture: an example
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logic blocks. Every DMSB joins every LB in one input, and thus, the number 
of DMSBs is represented by Equation 4.1 and the number of DMSB outputs is 
calculated by Equation 4.2. 

 where

–	 l : Level number
–	 Nslaves: Number of slaves
–	 nbDMSB: DMSB number
–	 nboutDMSB: Output number of DMSB

2.	 Upward interconnect network: The upward network links the outputs of the 
logic blocks and the input Pads to the various levels of the tree structure. As a 
result, LBs within the same cluster are identical and their arranging does not 
affect the routing efficiency. The number of UMSB and inputs of UMSB is given 
by Equations 4.3 and 4.4 . 

 where

–	 l : Level number
–	 Nslaves: Number of slaves
–	 nbUMSB: UMSB number
–	 InUMSB: Number of UMSB’s input

3.2 � Routing strategy: mesh interconnection

This section is dedicated to detail the routing network of the proposed Mesh of Tree 
(MoT) architecture.

(1)nbDMSB(l) = Nin(l − 1).

(2)nboutDMSB(l) = Nslaves(l).

(3)nbUMSB(l) = Nin(l − 1).

(4)InUMSB(l) = Nslaves(l).

Fig. 6   MSB Architecture
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Multi-level switch boxes architecture: The most essential element of the routing 
network of the proposed embedded FPGA is the Switch Box (Figures  7,  8, and  9). 
A Switch Box is composed of 2 specific blocks: an Up Mini Switch Box (UMSB) 
and 2 levels of Down Mini Switch Box (DMSB). These interconnection blocks are 

Fig. 7   eFPGA switch box core interconnection

Fig. 8   eFPGA switch box exterior interconnection
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composed of multiplexers. The DMSBs are used to connect a Switch Box to (a) its 
four neighbors, (b) to DMSBOUT which is connected to outside in the case of SB-
Core and SB-Exterior and to (c) a DMSB within the same structure. The number 
of DMSBs at each level is independent but depends on the architecture parameters. 
To allow the connection between 2 clusters using the same Switch Box, a UMSB is 
used. The interconnection blocks (DMSBs) are linked together in a specific order. 
The first (leftmost) block of the 1st level is connected to the input of the first DMSB 
of the 2nd level, the next block to the input of the second DMSB of the 2nd level, 
etc. Finally, the interconnection network follows a BFT topology, which allows to 
connect all the inputs to all the outputs of the switch box as shown in the following 
equations. The number of each DMSB/UMSB or inputs/outputs is calculated from 
the architecture parameters :

(5)NB_DMSB1 = CW∕2

(6)Nb_DMSB2 = Nin∕4

(7)Nb_DMSB1_inputs = Nb_adj_SBs

(8)Nb_DMSB2_inputs = Nb_DMSB1∕Nb_DMSB2

(9)Nb_UMSB = Nout∕4

Fig. 9   eFPGA switch box medium interconnection
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where

–	 Nb_DMSBi is the number of DMSBs at level i.
–	 Nb_DMSBi_inputs is the number of inputs for a DMSB at level i.
–	 CW (Channel Width) is the size of the routing channel.
–	 Nb_adj_SBs is the number of adjacent switch boxes.
–	 Nin is the number of inputs per cluster.
–	 Nout is the number of outputs per cluster.
–	 Nb_adj_clusters is the number of adjacent clusters.
–	 Nb_UMSB is the number of UMSBs per switch box.

Figures  7,  8, and  9 provide a detailed view of the Multi-Level SB Topology link-
age where neighboring SBs are duplicated in order to clearly present the hierarchi-
cal topology and the interconnection of the multiple SB interconnection measures. 
Compared to the SB in the existing FPGA architecture, we incorporate a multi-stage 
SB that links each DMSB1 to a separate tree node in order to increase flexibility and 
to break the dependency between the channel width and the tree input parameters.

Figure  7 provides a clear view of the SB interconnect located in one of the four 
corners of the eFPGA. Figure  7 shows the two neighboring SBs (Right SB Exterior 
and down SB Exterior), two DMSBOUTs that ensure contact with the outside of 
the eFPGA, and one adjacent Tree0 (outlined in Figure  5). Interconnections within 
the SB are ensured by two stages of a downward network and one stage of upward 
interconnection. Figure  8 provides a view of the Multi-Level SB Exterior intercon-
nection topology, which is surrounded by 2 SBs, 2 Trees, SB Medium, and 2 DMS-
BOUTs. The input and output pads are located perimetrically. In fact, the input pads 
are attached to the UMSBs in each of the SB Exterior and SB located in the corner. 
The output pads of the DMSBOUTs are connected to the adjacent switch boxes. 
Thus, both input and output pads will reach any LB of the Tree cluster. Figure  9 
details the multi-stage SB Medium, which requires a big number of interconnec-
tors since it is located between all of the eFPGA components. Despite this, there is 
no outside connection involved. SB Medium lanked by 4 SBs of the exterior and 4 
Trees.

3.3 � Loader configuration

This part describes a configuration loader. This model aims to configure SRAM 
cells of the Mesh of Trees eFPGA components. The configuration model receives 
the “address + data” from external (can be a processor or external flash memory). It 
selects firstly the component address, and then, it transfers data to the targeted com-
ponent. The component can be a DMSB, an UMSB, or an LB of the tree architec-
ture. Threading technology and parallelism processes are used to apply the address 
selection to accomplish the configuration word transfer.

(10)Nb_UMSBinputs = Nb_adj_clusters
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The proposed architecture has a matrix which is the highest level in RTL design. 
The main role of the decoder is to attend an element by firstly selecting the top com-
ponent where it is located. In fact, the configuration begins by component selection 
for example: Tree “000,” SB-exterior “010,” SB-core “001,” SB-Medium “011,” or 
DMSBOUT “100,” as presented in Figure  10. The address passes through the top-
level loader and the strobes are emitted to the boxes or Tree. The address is divided 
into two parts MSB (Most Significant Bit) which indicates the element index and the 
LSB (Less Significant Bit) which indicates the number ID of the targeted element. If 
the selector of the loader is equal to 1, the address components are decoded and it is 
determined to which component it corresponds.

An example is presented in Figure  10 to show the configuration of DMSB-Level 
0 in node 1 (Tree has 3 levels, each level has 4 slaves). This DMSB will be config-
ured with the data word “01000111.” The configuration word contains two parts: the 
address that specifies the target element and the configuration data.

–	 Address: “0000100001000” can be explained as follows (Beginning from left to 
right):

–	 000: suggests the selection of the trees.
–	 01: identifies the number of the selected node (second tree).
–	 00: defines the first slave at level=1.
–	 00: specifies the first slave at level=0.
–	 10: identifies the DMSB components of slave.
–	 00: means that the first DMSB in Slave 0 at level 0 in a tree with 3 levels of 

interconnections in the second stage of the matrix nodes.

Fig. 10   Mesh of tree decoder addressing
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–	 Data: “01000111,” these bits are used to configure the SRAMs of the addressed 
DMSB.

For this function, this section first provides a topological definition of the selected 
Mesh of Tree architecture and then describes the established soft-core examples 
of the proposed eFPGA.

4 � Experiments and results

This section is basically divided into two parts. First, we explore the effect of 
both matrix and tree sizes on Mesh of Trees eFPGA. For each exploration, the 
proposed eFPGA is implemented and developed for the same number of LUTs. 
Details of these eFPGA circuits are shown in Tables 1 and 2. Results of Mesh of 
Trees eFPGA architecture are given in the two following subsections.

Secondly, a wide comparison of the proposed Mesh of Tree topology with the 
tree-based FPGA and Mesh of Clusters eFPGA is presented. The experiments are 
performed to determine the effect of combining both Mesh and Tree-based typol-
ogies on a new eFPGA architecture. It is very important to determine the best bal-
ance topology to reduce the gap between regularity and layout scalability. Finally, 
a comparison between proposed eFPGAs with the existing eFPGA in both aca-
demia and industry is illustrated.

4.1 � Mesh of tree architectural analysis

To explore the interconnect topology of the proposed Mesh of Tree embedded 
FPGA architecture, we aim to vary, on the one hand, the matrix size and, on the 
second hand, the number of level of Tree node. For all experimentation, results 
of the interconnect area and the average power consumption and frequency of the 
developed eFPGAs are provided by Xilinx Vivado tools.

Table 1   eFPGA Description for Mesh Exploration

Circuit number Topology parameters

Matrix CW Tree

Level number Cluster arity LUTs number

C0 4*4 16 2 Level 0–2 4
Level 1–2

C1 2*2 16 3 Level 0–2 16
Level 1–4
Level 2–2



17703

1 3

Development and Analysis of Novel Mesh of Tree‑based embedded…

4.1.1 � Mesh of tree: mesh analysis

The purpose of this section is to explore and examine how the structure and archi-
tecture parameters of the Matrix topology affect the eFPGA performance and how 
it can be wired to meet various specific application requirements and qualitative 
factors such as static power consumption, area and performance.

Table 1 presents two separate eFPGA architectures used here. These eFPGAs 
have both 64 LUTs. In the first case (circuit 0 : C0) in the 4 * 4 matrix contains 
16 nodes. Each node contains 4 LBs connected using 2 levels of intra-connection 
wiring based on BFT topology. The second eFPGA (C1) contains 4 nodes (2*2), 
and each one includes 16 LBs that communicate through a 3-level intra-connec-
tion network. The used LUT has 4 inputs. Interconnection is based on multi-level 
switch boxes that communicate with the node using a channel width equal to 16.

Figure  11 shows the variation of the static power, the total area, and frequency 
as well as the configuration time. Each color corresponds to a size matrix design 
parameter. We notice that for C1, which has the smallest matrix size, the eFPGA 
has the lowest power which is correlated with the area. Nevertheless, C0 has less 
configuration time than C1, which offers the best performance to C0 and conse-
quently the highest frequency. This is explained by the fact that the tree node in 
the C0 circuit has less levels (2) compared to C1 (3 levels). So, the loader has to 
spend less time to configure and to address the components of the tree node. For 
the area results, the C1 has a reduced chip size compared to C0. Indeed, the tree 
architecture is characterized by the area overhead, and the C0 circuit has more 
tree nodes (16) compared to C1 (4).

For the hardware utilization, the main exploration is provided in Figure   12. 
We note that the configuration component (Loader) has a large area in the differ-
ent cases which is explained by the big switch number of the logic and the rout-
ing network. From Figure  13, we note that C1 has a lower routing network size 
compared to C0, which can be explained by a smaller matrix size despite having a 
higher local interconnection size.

Fig. 11   Matrix exploration in mesh of tree architecture
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Fig. 12   Hardware utilization comparison in mesh exploration:C0 (a), C1 (b)

Fig. 13   Area comparison
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4.1.2 � Mesh of tree: tree analysis

In this section, we present and discuss the node size effect on power, area, and per-
formance. Table 2 illustrates the variation of the eFPGA tree size with the different 
level numbers. The interconnection is based on multi-level switch boxes that com-
municate with the node using a channel width equal to 16. Based on Equations pre-
sented in Section 2, each node has 32 inputs and 8 outputs. The aim of this section 
is to explore the effect of cluster arity and the level number in the eFPGA perfor-
mances. Two cases are described in Table 2. Each eFPGA has 64 LUTs collected in 
2*2 matrix (4 nodes). Each node has 16 LBs connected using 3 levels of intra-con-
nection wiring based on BFT topology. C0 has cluster arity equal to 4 in the fewer 
level, and C1 has cluster arity equal to 2 in the fewer level. The results of the Vivado 
tool are presented in Figures  14,  15, and  16.

Figure   14 illustrates the variations of the static power, the total area, and fre-
quency but also the configuration time. Each color correlates to the design param-
eter of the cluster size. We note that for C1, which has the smallest cluster size at 
the lower level, the eFPGA has the lowest area and power. However, C0 has less 
configuration time than C1, which is explained by the fact that C0 has the best fre-
quency compared to C1. Indeed, in the case of C0, more LUTs are grouped together 
in the same cluster, so the routing delay is less and the communication between 
these LUTs is faster. On the other side, for C1, each of 2 LUTs is grouped together 

Table 2   eFPGA Description for Tree Exploration

Circuit number Topology parameters

Matrix CW Tree

Level number Cluster arity LUTs number

C0 2*2 16 3 Level 0 - 4 16
Level 1 - 2
Level 2 - 2

C1 2*2 16 3 Level 0 - 2 16
Level 1 - 4
Level 2 - 2

Fig. 14   Tree exploration in mesh of tree architecture
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Fig. 15   Tree exploration: hardware utilization comparison C0 (a), C1 (b)

Fig. 16   Tree exploration
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in the same cluster, and if these LUTs need to communicate with other 2 LUTs in a 
different cluster, the signal has to cross the higher interconnect level which penalizes 
the design frequency.

For the hardware utilization exploration given in Figure  15, we noted that the 
logic component in both C0 and C1 circuits occupies 18 % of the total area. How-
ever, the configuration model in C1 is 4 % larger than the one in C0. As shown in 
Figure  16, C1 has only 45 % for routing connections compared to C0. In fact, the 
biggest challenge in the design of eFPGA is to reduce the size of the interconnection 
network area; based on this strategy, we note that eFPGA in C1 is better than C0.

4.1.3 � Data width effect

This section reveals that the Mesh of Tree eFPGA can be optimized for different 
metrics: performance, power, and area by adjusting the configuration data width. 
The data width is the size of the data to be implemented in the addressed compo-
nent. We considered a test case including 16 LUTs. This test case was carried out by 
varying the target data width from 4 to 17 according to the same methodology: the 
area, the static power, and the configuration time results were evaluated in each case 
which are presented in Table 3.

Curves presented in Figure  17 demonstrate that, when the size of the configura-
tion word is greater than or equal to the overall size of the SRAM, the configuration 
time decreases. On the other hand, we notice that the data width equal to 8 has the 
best area, correlated with the power consumption, that decreases by reducing the 
configuration time and preserving the usage of all data bits. Therefore, we find that 
data width 8 has the best balance of silicon exchange.

4.2 � Mesh of tree VS mesh of cluster VS tree‑based eFPGA

To evaluate the proposed embedded FPGA based on Mesh of Tree architecture, we 
chose a recent embedded FPGA [26] that is based on multilevel structure. For our 
experiments, three eFPGAs presented in Table 3 are evaluated. All mentioned archi-
tectures include 32 LUTs.Table 4

The general description of these eFPGA is as follows: 

1.	 Tree-Based embedded FPGA has 3 levels and uses 4-inputs LUTs.

Table 3   Data width effect for 16-LUTs mesh of tree eFPGA

Data width power (W) Configuration 
words number

Area (LUTs) Frequency Configura-
tion time 
(us)

4 0,135 498 1470 11,95 41,67
8 0,123 338 1129 10,58 31,94
12 0,131 274 1246 10,58 25,89
17 0,131 266 1228 12,04 22,09
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2.	 Mesh of Clusters eFPGA is implemented with a matrix 2*2 nodes. Each node 
includes a single tree level with 8 clusters of LBs. The channel width of matrix 
topology is equal to 16.

3.	 Embedded FPGA hardware implementation based on a mesh of Tree topology 
contains 4 nodes organized with 2*2 matrix. Each node is a tree-based with 8 
LBs connected via 3 levels. The channel width is equal to 16.

The experimental results for the described embedded FPGA are summarized in 
Figures  19,  18, and  20.

Fig. 17   Data width exploration

Table 4   eFPGA description for different topologies

Architecture Circuit characteristics

CW LUTs number Level number LUTs num-
ber / CLB

Matrix Cluster arity

Mesh of clusters 16 32 - 8 2*2 -
Tree - 32 3 4 - Level 0 - 4

Level 1 - 4
Level 2 - 2

Mesh of trees 16 32 3 8 2*2 Level 0 - 2
Level 1 - 2
Level 2 - 2
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Figures  18 and  19 show the area results of the implementation of the tree-
based and mesh of cluster eFPGAs as well as the proposed eFPGA. First, the con-
figuration model (loader) of the mesh of cluster eFPGA occupies 1% of the total 
area of eFPGA IP. The most amount is dedicated to the routing network which 
occupies 88%. Finally, the logic blocks occupy 11% of the total area of the mesh 
of cluster architecture. On the other side, the tree-based architecture presents the 
following results: The configuration model, the logic blocks, and the routing net-
work occupy 29%, 20%, 59%, respectively, of the total area. We notice that the 
configuration model of the tree-based eFPGA is bigger than the one of the mesh 
of cluster architecture. Indeed, in the first architecture, a sub-loader is dedicated 
to each level, and each sub-loader is dedicated to only one level. Each sub-loader 
ensures the configuration of the components of this level. In the mesh of cluster 
eFPGA, only one loader is used since the cluster contains only one level. Moreo-
ver, the tree-based eFPGA is 2 times smaller than the mesh of cluster architec-
ture. The results corresponding to the Mesh of trees show that configuration part 
occupies 17 % of the total area. This result is considered as acceptable relatively 
to the compared architectures. The configuration component occupies 33% from 
the total area that can be explained by the big number of loaders and sub_loaders 
existing in the synthesized eFPGA. At the end, the routing networks of the pre-
sent eFPGA occupy only 50% from the total area. Indeed, we can consider Mesh 
of Tree eFPGA as the best eFPGA in terms of area since it has the lowest area for 
routing network.

In Figure   20, we analyze the energy efficiency, performance, and frequency 
of the proposed eFPGA compared to the recent Tree-based and mesh of clusters 
eFPGAs [26]. Tree-based eFPGA has the best results in terms of performance 
since it has the highest frequency compared to Mesh of cluster and Mesh of Tree 
eFPGA. Even if the proposed eFPGA is not optimized in terms of performance, 
area, and power consumption, but it is considered as an intermediate solution 
between classical island-style architecture that has good physical scalability and 
hierarchical architecture that is very disadvantaged in terms of physical layout 

Fig. 18   Hardware Utilization Comparison: Mesh VS mesh of tree VS tree eFPGA



17710	 H. Saidi et al.

1 3

generation (it does not support scalability and does not suit the planar chip struc-
ture, particularly for large circuits).

The Mesh of Tree has strong physical scalability: Once the cluster layout is 
created, it can be used to generate Mesh layouts with the required size. The sug-
gested Mesh of Tree architecture has an acceptable trade-off between area density 
and layout scalability.

Fig. 19   Hardware Utilization 
Comparison: Tree-based Archi-
tecture (a), Mesh of Cluster 
Architecture (b), Mesh of Tree 
Architecture (c)
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4.3 � Analysis of eFPGA size progress

This section provides a comparison between the proposed eFPGA and the previous 
proposed Tree-based eFPGA in terms of size growth from 16 LUTs to 128 LUTs. 
We have selected the only Tree based on the comparison, as the Mesh of Cluster 
eFPGA can be viewed as a particularly special case of the proposed Mesh of Tree 
eFPGA.

The various implementations are detailed in Table 5; we have selected the same 
cluster size equal to 2 in both topologies: Tree and Mesh of Tree are shown in Fig-
ure  21. We also set the size of the data width to 8. The only parameter that has been 
modified is the number of levels and the matrix size in the evaluated topology.

To evaluate the impact of the multiple sizes of tiles having the same number of 
LUTs in each Mesh of Tree and Tree-based eFPGA, we run several experiments. The 
results are reported in Figure  22 and Table 6. From the curves of Figure  22, we notice 
the same results as the previous section. Indeed, the Tree-based eFPGA has the best 
results in terms of frequency and power consumption which is correlated with the 

Fig. 20   Mesh VS mesh of tree VS tree eFPGA

Fig. 21   Mesh of tree vs tree eFPGA
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area and in particular to the number of switches. However, when the number of LUTs 
increases (up to 128), the Mesh of Tree configuration time becomes better compared to 
the tree-based eFPGA. Indeed, for big eFPGA, the tree topology used a big number of 
levels which makes the configuration process more complex and needs many instruc-
tion cycles.

Fig. 22   Tree VS mesh of tree eFPGA in Terms of Progress size Comparison: Performance Comparisona 
, Area Comparison b 
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5 � eFPGA comparison

To compare the evaluated eFPGA architectures (Tree-based eFPGA; Mesh of 
Cluster eFPGA; and Mesh of Tree eFPGA) to previous works in the state of the 
art, Table 7 provides full research addressing the different emerging trends pre-
sented in the literature for reconfigurable hardware. The main downside of the 
work presented in [13] is that, after manufacturing, the target eFPGA parameter’s 
cannot be modified in terms of architecture, number of wires, number of input 
and output pads, and especially the number of Look-Up-Tables (LUTs) because 
the presented eFPGA is a hardcore device or a fixed softcore. In most previous 
works, the topology of the eFPGA is the island-style architecture with limit LB 
number in cluster node. Thus, the Versatile Place and Route (VPR) [23], an aca-
demic open-source tool for FPGA, is used to ensure the placement and routing 
tasks. The main drawback of the mesh architecture is that the occupancy of Logic 
Networks is smaller compared to the total size of the core, which affects the 
power, performance, and the total area of the embedded FPGA.

The major challenge of the eFPGA architecture is to have full flexibility and at 
the same time ensuring minimum area costs. Mesh-based eFPGAs are composed 
of logic blocks usually arranged in a grid and surrounded by horizontal and ver-
tical routing networks. Mesh architecture is the most popular of all academic and 
commercial FPGAs. Besides, the Mesh eFPGA area is dominated by the intercon-
nection network, with routing resources accounting for 80-90 % of the total eFPGA 
area, while logic blocks occupy only 10-20% of the total area. Reducing the number 
of programmable switches on the routing path could increase the speed of the cir-
cuit and reduce the eFPGA area. The mesh architecture has a higher routing delay 
because the number of Switch Boxes depends linearly on the Manhattan distance d 
[29]. However, Tree-based architectures have primarily been proposed for this pur-
pose. Centered on the Manhattan distance rule, logical blocks are gathered in clus-
ters in the hierarchical architecture. These clusters are then recursively clustered to 
form higher-level hierarchical clusters (one cluster and its slaves).

Based on the results of the experiments presented in this study, we prove that 
the architecture suggested combines the advantages of the special features of both 
Mesh and Tree (Figure   23). Unifying all architectures by building clusters with 
Tree-based local connections and linking these clusters to Mesh-based multi-stage 
switch boxes, we have shown that the resulting architecture represents a good bal-
ance between layout scalability and area density. The proposed architecture has the 
best result in terms of total hardware utilization compared to Tree-Based eFPGA.

6 � Conclusions

In this paper, we have implemented the first Mesh of Tree embedded FPGA. We 
have evaluated the area utilization, frequency, and static power. We have devel-
oped the interface to load the configuration file. The proposed eFPGA is fully 



17716	 H. Saidi et al.

1 3

Ta
bl

e 
7  

E
m

be
dd

ed
 F

PG
A

 C
om

pa
ris

on

eF
PG

A
D

at
e

Re
fe

re
nc

e
A

rc
hi

te
c-

tu
re

 M
es

h 
/ 

H
ie

ra
rc

hi
-

ca
l

In
pu

t- 
LU

T
So

ft/
 H

ar
d 

C
or

e
C

oa
rs

e/
Fi

ne
 G

ra
in

Re
se

ar
ch

 
Te

am
H

ar
dw

ar
e 

Fl
ow

So
ftw

ar
e 

Fl
ow

G
en

er
at

io
n 

La
yo

ut
 

Sc
al

ab
ili

ty

Re
gu

la
rit

y
Lo

gi
c 

H
ar

dw
ar

e 
U

til
iz

at
io

n

FA
SE

20
07

[5
]

M
es

h
4-

in
pu

t -
1

So
ft

Fi
ne

G
ET

 
Te

le
co

m
 

Pa
ris

, 
C

N
R

S 
- L

TC
I 

Fr
an

ce

−
V

PR
+

+
−

ES
L

20
09

 - 
20

11
[1

, 2
]

M
es

h
4-

in
pu

t-1
So

ft
Fi

ne
U

M
/C

R
N

S 
Fr

an
ce

 
M

en
ta

 
C

om
-

pa
ny

−
O

rig
am

i
+

+
−

A
C

LB
s

20
19

[2
2]

M
es

h
-

So
ft

C
oa

rs
e 

Fi
ne

Va
lb

on
ne

 - 
So

ph
ia

−
O

w
n 

To
ol

+
+

−

Fl
ex

 ti
le

s
20

15
[1

3]
M

es
h

-
H

ar
d

Fi
ne

Em
be

dd
ed

 
Sy

ste
m

s 
Ru

hr
-

U
ni

-
ve

rs
ity

 
B

oc
hu

m
, 

G
er

m
an

y

−
V

PR
+

-
−

O
ve

rla
y

20
18

[1
7]

M
es

h
-

So
ft 

- H
ar

d
Fi

ne
EN

ST
A

 
B

re
ta

gn
e 

La
b-

ST
IC

C
 

U
M

R

-
V

PR
+

+
−



17717

1 3

Development and Analysis of Novel Mesh of Tree‑based embedded…

Ta
bl

e 
7  

(c
on

tin
ue

d)

eF
PG

A
D

at
e

Re
fe

re
nc

e
A

rc
hi

te
c-

tu
re

 M
es

h 
/ 

H
ie

ra
rc

hi
-

ca
l

In
pu

t- 
LU

T
So

ft/
 H

ar
d 

C
or

e
C

oa
rs

e/
Fi

ne
 G

ra
in

Re
se

ar
ch

 
Te

am
H

ar
dw

ar
e 

Fl
ow

So
ftw

ar
e 

Fl
ow

G
en

er
at

io
n 

La
yo

ut
 

Sc
al

ab
ili

ty

Re
gu

la
rit

y
Lo

gi
c 

H
ar

dw
ar

e 
U

til
iz

at
io

n

Pr
op

os
ed

 
eF

PG
A

: 
Tr

ee
-

ba
se

d 
eF

PG
A

20
19

 -2
02

0
[2

5,
 2

6,
 

28
]

H
ie

ra
rc

hi
-

ca
l

4-
in

pu
t-1

So
ft

Fi
ne

LI
P6

, 
Fr

an
ce

 
C

ES
 

La
b,

 
EN

IS
, 

Tu
ni

si
a

V
H

D
L 

- 
Ve

ril
og

 
G

en
er

a-
to

r

LI
P6

 T
oo

l
-

-
+

Pr
op

os
ed

 
eF

PG
A

: 
M

es
h 

of
 

C
us

te
r 

eF
PG

A

20
20

[7
, 2

7]
M

es
h

4-
in

pu
t-1

So
ft

Fi
ne

C
ES

La
b,

 
EN

I 
Tu

ni
si

a 
LI

P6
, 

Fr
an

ce

−
LI

P6
To

ol
+

+
-

Pr
op

os
ed

 
eF

PG
A

: 
M

es
h 

of
 T

re
e 

eF
PG

A

20
20

-2
02

1
-

M
es

h 
Tr

ee
4-

in
pu

t-1
So

ft
Fi

ne
C

ES
 L

ab
, 

EN
IS

 
Tu

ni
si

a 
M

en
to

r 
G

ra
ph

-
ic

s, 
Tu

ni
si

a

−
C

ES
 T

oo
l

+
+

+



17718	 H. Saidi et al.

1 3

synthesizable. To the best of our knowledge, the proposed eFPGA topology and 
the addressing decoder are the first complete IP dedicated to be integrated into 
ASIC. We compared the proposed core to 32 LUTs tree-based embedded FPGA 
in terms of area, power dissipation, performance, and frequency. We have dem-
onstrated that Mesh of Tree eFPGA is a good trade-off between area density and 
layout scalability.

This paper discussed and contributed to a range of aspects to the investigation of 
the potentials and difficulties of eFPGAs. There may be some future outlines based 
on the information acquired and the experiments performed in this study. The Mesh 
of Tree has good structure scalability but is punishing in terms of the area relative to 
a stand-alone Tree structure. These points deserve to be more explored the Channel 
Width has an impact on hardware utilization. Channel Width variation affects the 
interaction between Mesh and Tree interconnectors. Also, as perspective, we will 
develop a VHDL generator can automate the generation of useful eFPGAs, facilitate 
and speed up the development process, and finally provide a ready-to-use eFPGA 
that can be incorporated into the SoC design.
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