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Abstract
Nowadays, voice over IP (VoIP) is a cost-effective and efficient technology in the 
communications industry. Free applications for transferring multimedia on the Inter-
net are becoming more attractive and pervasive day by day. Nevertheless, the tradi-
tional, close, and hardware-defined nature of the VoIP networks’ structure makes the 
management of these networks more complicated and costly. Besides, its elementary 
and straightforward mechanisms for routing call requests have lost their efficiency, 
causing some problems, such as SIP servers’ overload. In order to tackle these prob-
lems, we introduce VoIP network softwarization and virtualization and propose two 
novel frameworks in this article. In this regard, we take advantage of the SDN and 
NFV concepts such that we separate data and control planes and provide the pos-
sibility for centralized and softwarized control of this network. This matter leads to 
effective routing. The NFV also makes this network’s dynamic resource manage-
ment possible by functions virtualization of the VoIP network. The proposed frame-
works are implemented in a real testbed, including Open vSwitch and Floodlight, 
examined by various scenarios. The results demonstrate an improvement in signal-
ing and media quality in the VoIP network. As an example, the average through-
put and resource efficiency increased by at least 28% and the average response time 
decreased by 34%. The overall latency has also been reduced by almost 39%.

Keywords  Softwarized VoIP networks · Software-defined networking (SDN) · 
Network function virtualization (NFV) · OpenFlow

1  Introduction

Nowadays, the VoIP network [1, 2] is highly expanding. Broadness and variety of 
IP services have led various networks to the VoIP network. This network consists of 
two main phases: signaling and media.
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The SIP protocol [3, 4] is for the VoIP calls signaling. Besides, by the expan-
sion of the wireless 5G technologies [5] by the carriers, the SIP protocol has been 
employed significantly. The information required for holding a session is exchanged 
through SIP signaling. The SIP signaling is carried out by forwarding the request 
and response messages through SIP proxy servers between the caller (or UAC) 
and callee (or UAS). In order to reach the destination (callee), the messages need 
routing.

After the signaling phase, the media phase is for media exchange. The route of 
signaling messages is independent of the media route. The media is transferred 
through the network switches and the RTP protocol [6]. The signaling messages 
pass the network switches and also the SIP proxies. The SIP proxies are responsible 
for routing the seventh layer of messages, and the network’s switches are responsi-
ble for routing the third layer of messages [7]. Improper routing of messages leads 
to the wrong usage of SIP proxies’ resources and also network switches [8]. Since 
the two mentioned phases operate independently, the routing and resource manage-
ment are also carried out independently in two levels of “SIP proxies" and “network 
switches". In addition, this kind of routing is distributed among all switches and 
proxies. The lack of a global view over the entire network leads to the overload phe-
nomenon, directly affecting the network’s throughput [9]. The network’s throughput 
drops to zero in this case. Therefore, centralized routing and resource management 
is highly required.

This article proposes two softwarized centralized management frameworks for 
the VoIP network by employing the SDN [10, 11] and NFV [12, 13] concepts. These 
frameworks integrally manage all resources of proxies and switches.

By employing the SDN, the entire network and its components are considered as 
a virtual unit network, which becomes controllable using software and special APIs, 
such as OpenFlow protocols [14]. The SDN architecture consists of a control plane 
and a data plane [15, 16]. The data plane consists of the network devices, including 
routing devices, switches, etc., such that they lack the controlling or softwarized sec-
tions for automated decision-making. The intelligent part of the network is located 
in the SDN’s softwarized controllers keeping the general structure of the network 
(the control plane) [17]. The controller consists of a set of applications, including 
routing, firewall, load balance, supervision, etc. The connection protocol between 
planes is a kind of standard Open APIs, including OpenFlow protocols. In case there 
are such interfaces, the controller is capable of dynamic programming of the net-
work’s non-identical devices [18]. A method called LBBSRT (Load Balancing by 
Server Response Time) [19] is used for the load balancing between the servers in 
SDN. LBBSRT using the SDN controller to obtain the response time of each proxy 
server to select a proxy server with a minimum response time. We use this method 
to compare performance.

The NFV technology is strongly complementary to the SDN. The NFV aims 
to employ virtualization technologies to virtually implement various devices and 
network functions, called Virtualized Network Functions or VNF [20]. A VNF 
can consist of one or several Virtual Machines (VMs) implementing special soft-
ware on Physical Machines (PMs) in order to provide a network function (instead 
of considering separate hardware for each function) [21]. Thereby, the NFV 
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separates the network functions from the single-purpose hardware, enabling these 
functions to operate in a softwarized way and under the virtual machines’ con-
trol. Consequently, the resource management of the network’s proxies can be car-
ried out proactively by employing this technology [22]. The instances of VNF can 
be dynamically defined and employed where needed, or dynamically migrated, 
copied in several duplicates, or eliminated according to the existing condition in 
the network [23]. So, the frameworks proposed for the VoIP network will have 
some features, including efficiency improvement, effective routing, and intelligent 
load balance, integrated resource management, traffic management, programming 
capability, reducing costs.

At the end of this section, let us mention that we did a re-extensive search on 
the existing work on new papers about VoIP networks. We have categorized these 
articles as follows:

–	 Encrypted VoIP classification [24],
–	 Security functions for VoIP [25],
–	 Priority queueing for VoIP [26],
–	 QoE monitoring for VoIP [27],
–	 Multimedia applications on 5G systems [28],
–	 Multi-domain case for VoIP [29].

SDN and NFV technologies have been used in all the above articles. But because 
they are outside the scope of this article, no further explanation is given to main-
tain the integrity of the paper. The current paper is especially about the design of 
a novel framework for managing VoIP network resources.

1.1 � Contribution

We are looking for the following objectives:

–	 Increasing the VoIP network’s throughput,
–	 Reducing the delay in making a call,
–	 Enhancing the quality and evaluating multimedia quality parameters, includ-

ing Mean Opinion Score (MOS) [30] and R factor [31],
–	 The integrated resources management of the VoIP network,
–	 The centralized routing of signaling and media messages of the VoIP network.

In this regard, the major contributions of this article are indicated as follows:

–	 Designing two centralized frameworks based on SDN and NFV for VoIP 
resource and network traffic management at each two signaling and media 
phases, 

1.	 First approach: designing SDN and NFV controller for the VoIP network,
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2.	 Second approach: designing SDN controller+ for the VoIP network,

–	 Implementing the proposed frameworks on a real testbed and evaluating their 
performances under various scenarios.

The use of SDN and NFV technologies due to having a centralized control and 
global view of all segments and resources of the VoIP network can help achieve the 
above goals, including increasing throughput, reducing latency, and improving call 
quality.

1.2 � Organization

In Sect. 2, two approaches towards softwarized VoIP networks are proposed, and in 
Sect. 3, the function of these two approaches is evaluated under different scenarios 
and criteria. Ultimately, the conclusion and future works are presented (Sect. 4).

2 � Proposed frameworks

In this section, two frameworks for softwarized VoIP networks are designed. The 
first one consists of an SDN and NFV controller, whose SDN part manages the net-
work’s switches and the NFV part manages VNFs of VoIP. Both parts interact with 
each other. In the second framework, an SDN controller, named SDN controller+, is 
proposed for the VoIP network that carries out the whole routing (SIP and IP) pro-
cess softwarized and at the control plane. The details of these two frameworks are 
presented in the following.

2.1 � The first proposed framework: SDN and NFV controller for VoIP

This section aims designing a novel framework for the VoIP networks by taking 
advantage of the SDN and NFV concepts. The schematic of this design is presented 
in Fig. 1. As can be seen in this figure, VoIP network includes various domains. A 
server (PM), several OpenFlow switches, and a controller are responsible for han-
dling signaling and media at each domain. Instead of single-purpose hardware SIP 
proxies, the virtual SIP proxies, named SIP VNFs, are provided on the server.

Similar to the SIP proxies, these SIP VNFs are responsible for routing the sev-
enth layer of signaling traffic. The number of these SIP VNFs depends on the 
network’s input signaling traffic, meaning that the number of these SIP VNFs 
declines at the low load and increases at the high load. The controller is responsi-
ble for managing these SIP VNFs. According to its comprehensive knowledge of 
the entire VoIP network, the controller properly allocates the SIP VNFs. Another 
responsibility of the controller is traffic flow management. Employing the statis-
tic the OpenFlow switches provide, the controller performs the traffic flow man-
agement and routing. It must be noted that the signaling traffic of each domain 
for routing must pass through the SIP VNF pertinent to that domain, meaning 
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that signaling traffic passes through the middle SIP VNFs hop by hop to reach 
the destination. On the contrary, media traffic does not need to pass through the 
SIP VNFs to reach the destination, and it merely passes through the OpenFlow 
switches to reach the destination. The controller is responsible for routing traffic 
media among the OpenFlow switches. The controllers’ information is synced at 
certain times. This flexible structure is employed in both dynamic resources man-
agement and centralized effective traffic routing. This matter leads to fairly load 
distribution and also calls’ quality enhancement. In the following, the proposed 
controller’s architecture in this framework will be examined.
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Fig. 1   The first proposed framework
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The architecture and the components of the proposed controller are indicated 
in Fig. 2. The proposed framework separated the control and data planes in the 
VoIP network. The data plane includes the VoIP Users, the OpenFlow switches, 
and VoIP VNFs. The control plane includes the centralized controller. The rela-
tionship between these two planes is through the RESTful APIs [32] and also 
the OpenFlow protocol. In the data plane, the signaling is handled by the SIP 
protocol; the media by the RTP protocol. The components and the modules of the 
controller are categorized into three groups: 

(1)	 routing and NFV allocation,
(2)	 collecting and keeping information,
(3)	 flow and VNFs management.

The thorough information of the network and switch topology, the server resource 
information, and the VNFs status information are collected in the controller. Using 
this information, the Routing and NFV Allocation modules make the proper deci-
sions. These decisions are provided to the Flow Manager and VNF Manager mod-
ules in the form of rules in order to be transferred to the data plane in the OpenFlow 
and RESTful API messages format. The details of the message passing are indicated 
in the proposed framework as follows. As shown in Fig. 2, such integrated and cen-
tralized architecture brings about the deliberate distribution of the input load (by the 
users) among the components of the network (switches and servers).

Figure 3 demonstrates the message passing. As indicated, the message passing is 
executed in five steps: initiate session, registration, media, tear down, and time out. 
The first step is the registration of a user in the SIP VNFs, starting with the Reg-
ister message. The controller receives the updated information of the PMs and 
VNFs, and their resources; with respect to that, adding to or subtracting from the 
VNFs is carried out if needed. A proper VNF is chosen, and the registration mes-
sage is sent to it. In this step, the exchanged RESTful API messages between the 
controller and PM are defined in red color. The second step is making a call. The 
Invite message is delivered to the controller and SIP VNF via a Packet-In 
message. The order of the other messages for making a call is 180 Ringing, 200 
Ok, and Ack. Only one duplicate of the Invite message is sent to the controller in 
the Packet-In message format for each session. The third step is the media pass-
ing. For this purpose, the duplicate of the first RTP message is sent to the controller. 
The commands are installed on the OpenFlow switches via Flow-Mod messages. 
The RTP messages reach the destination via OpenFlow switches. The fourth step is 
the tear down of the session, performed by using the Bye message. In the end, the 
fifth step is called time out, leading to the update of the server’s information and 
VNFs in the controller periodically and at the end of a session.

The order of the message passing is indicated in Fig. 4 (from No. 1 to 10, respec-
tively). As demonstrated in this figure, the signaling messages pass the VoIP VNFs, 
but the media messages only pass through the OpenFlow switches. The relationship 
between the controller and VoIP VNFs is via RESTful API (No. 3 and 4). The rela-
tionship between the controller and the switches is via OpenFlow.
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Fig. 3   Message passing in the first proposed framework
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2.2 � The second proposed framework: SDN controller+ for VoIP

In the previously proposed framework, the seventh layer routing of the SIP 
signaling messages was performed by the VoIP VNFs. The controller was also 
responsible for managing the numbers of SIP VNFs. In this section, the previous 
framework is developed such that its complexity is mitigated in the data plane. 
Also, the layer-seven routing of the signaling messages is executed similar to 
the layer-three routing of the other messages in a centralized way in the control-
ler. It leads to the centralization and integration in the routing of all messages. 
Moreover, the dependency on the hardware is lowered, and the softwarization of 
the routing operations has taken place. In this case, we are getting closer to the 
softwarized VoIP networks. Accordingly, a controller named SDN controller+ 
is designed and implemented. The general framework of this design is indicated 
in Fig. 5. As shown in this figure, the relationship between the control and data 
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planes is merely OpenFlow, and there is no need for the RESTful API messages. 
It means that the data plane has been simplified, and the relationships between 
the control and data planes have been constrained to the OpenFlow. However, the 
modules of the controller have been changed. We will introduce the SDN control-
ler+ modules as follows.

Figure 6 demonstrates SDN controller+ modules. These modules are catego-
rized into three groups: (1) the routing modules, (2) information keeping mod-
ules (3) flow management modules. Since the VoIP VNF does not exist in the 
data plane, the controller routes layer-seven signaling messages through the SIP 
Routing module. For routing layer-three media messages, the IP Routing module 
is used. These two modules are fed by the Resource info, the SIP user info, and 
Topology info modules. In the end, the SIP Flow Manager and Media Flow Man-
ager modules provide the routing decisions for the switches in the form of Open-
Flow commands and get new statistics of the network status.

The message passing through four steps (media, initiate session, registration, 
and tear down) is demonstrated in Fig. 7. The SDN controller+ plays the main 
part whether in the new users’ registration, in the call requests routing, or the 
media transfer. Of course, it is worth mentioning that the first message of each 
step is sent to the SDN controller+. The remaining messages of that flow follow 
the decisions made for the first message.

The order of the exchanged messages between UAS and UAC is demonstrated 
in Fig.  8. There is no difference between the signaling and media messages in 
the data plane, and all of them pass through the OpenFlow switches. However, 
according to the SDN controller+ decisions, it is likely that their routes are differ-
ent from each other. It should be noted that the data plane has become simpler in 
comparison with the previous method.
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Fig. 6   The architecture of the second proposed controller
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3 � Performance assessment

In this part, the testbed for implementing the proposed framework will be explained 
elaborately. Afterward, under various scenarios, the performance of both proposed 
frameworks will be assessed, and their results will be provided. Figure 9 indicates 
the topology and the testbed, including 8 PMs for the VNFs of the VoIP, 3 PCs 
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for the Open vSwitch (OVS), and one PM for the proposed controller’s execution. 
The PMs are inhomogeneous and include HP G9 servers (3 units), G8 (2 units), G7 
(3 units), and G6 (one unit). In the testbed, the Floodlightv1.2 [33], Open vSwitch 
v2.4.1 [34], and OpenSIPS [35] are used for the implementation of proposed con-
trollers, the OpenFlow switches, and VNFs of the VoIP, respectively. The Flood-
light is executed on an HP G9 DL580 server, and we changed it according to what 
is explained in the previous sections. The designed modules are added to it. This 
server is equipped with VMware ESXi hypervisor v6.0. The OVSs are executed on 3 
PCs, each of which is equipped with an Intel Xeon 4-core 3.70GHz CPU and 16 GB 
RAM. The Oprofile [36] software is also used for tracking the consumed resources 
of PMs. The SIPp [37] is used for VoIP sessions generation, and the StarTrinity [38] 
is employed to measure the network’s parameters and the quality of the sessions. 
The bandwidth of the links is 10 Mbps. The comparison method is LBBSRT [19]. 
As stated earlier, this method is used for the load balancing between the servers in 
SDN. LBBSRT using the SDN controller to obtain the response time of each server 
to select a server with a minimum response time. The procedure of this method to 
obtain the response time for load balancing includes the following three steps:

–	 Step1: Send Packet-out message to the switches.
–	 Step2: Switches handles the Packet-out message.
–	 Step3: The server sends the reply message, from which the controller obtains the 

server response time.

Details of these steps are given in the [19].
The assessment criteria include the Quality of Service (QoS) and the Quality 

of Experience (QoE) of the VoIP network, such as throughput, delay, numbers of 
VNFs and OVSs, average CPU and memory consumption, MOS, and R factor. The 
assessment results of the proposed framework are provided in two data and control 
planes and two signaling and media phases. Each experiment is conducted at least 
three times, and their average is considered the result.

3.1 � Evaluating the performance of the first framework: SDN and NFV controller 
for VoIP

In the experiments of this section, we have considered four load scenarios indicat-
ing the offered load or the input traffic of the network: low, medium, high, and very 
high. The amount and distribution of this traffic in 100 seconds are shown in Fig. 10. 
As an illustration, the maximum load in the low-load scenario is approximately 1500 
cps, while it is 13,000 cps in the very high-load scenario. These scenarios lead the 
proposed framework to be assessed in the low, medium, and high-load conditions.

The throughput of the four scenarios are indicated in Fig. 11. The results are com-
paring the “LBBSRT”, “Round Robin”, and “proposed” methods. In all scenarios, 
the throughput pattern follows the offered load pattern. However, the throughput of 
the proposed method is much closer to the offered load. This issue is much more evi-
dent in the third and fourth scenarios. As the load increases and when moving from 
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Fig. 10   Input traffic of the VoIP network (call requests)

Fig. 11   The throughput of the proposed mechanism compared to LBBSRT and RR
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the low-load scenario to the high-load scenario, the throughput drop of the LBBSRT 
and RR methods increases. Nonetheless, thanks to having a global view, the pro-
posed method could prevent the throughput drop even in the high-load scenario.

The results of the delay in making a call are indicated in Fig. 12. As the offered 
load increases, the delay increases, as well. However, its growth is different for dif-
ferent methods. The increase of the delay in the RR method is extremely high due 
to the lack of traffic management. On the other hand, the proposed method based on 
SDN has been able to prevent excessive delay increase and service quality decline 
by intelligent traffic management and keep the delay less than 1000 ms. In the worst 
case, the delay in the RR method is more than 3500 ms and approximately 2000 ms 
in the LBBSRT method. Excessive delay leads to service quality decline.

The reason behind the excessive increase in the delay of the fourth scenario and 
the RR mechanism is the saturation of servers’ resources. This issue is examined in 
Fig. 13. This figure demonstrates the average CPU usage of eight PMs. As can be 
seen, the highest resource usage belongs to the RR mechanism. On the other hand, 
the least resource usage belongs to the proposed mechanism, which is because of 
conscious resource management. In the RR mechanism and at the second 50 of the 
fourth scenario, the CPU of the servers are almost saturated. This issue is the reason 

Fig. 12   Delay in making a call in the proposed mechanism compared to the LBBSRT and RR
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behind this mechanism’s delay increase of up to 3500 ms. In the worst case, the 
maximum CPU usage of the servers in the proposed method is 88%. To put it differ-
ently, by proper resource management, the proposed controller does not allow serv-
ers’ CPUs to be saturated even in the high-load scenario.

Resources management is not only is for CPUs but also includes memory. Since 
the number of SIP VNFs and servers is managed by the controller, the servers’ aver-
age memory is also used in accordance with a logic pattern. This pattern is indicated 
in Fig. 14. However, in RR, the PMs’ average memory usage is high even in the low-
load scenario. The highest memory usage of the servers belongs to the RR method 
in the fourth scenario and at the second 50 (almost saturated). However, in this sce-
nario and at the same exact moment, the servers’ average memory usage does not 
exceed 87% in the proposed method.

Note Fig. 15 in order to accurately understand the controller’s performance in the 
management of the VNFs and switches. As can be seen, the number of VNFs and 
OVSs over time follows the offered load pattern (Fig. 10). This means that the num-
ber of VNFs and OVSs is low at the low offered load, and at the high offered load, 

Fig. 13   Average CPU usage of the PMs in the proposed mechanism compared to LBBSRT and RR
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the number of VNFs and OVSs also increases (unlike the LBBSRT and RR methods 
in which the servers and resources are constant all the time). This intelligent man-
agement in the accurate adjustment of resources with respect also to traffic leads to 
a decline in energy consumption, meaning that a high number of VNFs and OVSs 
that lead to energy waste at low-load is not required. Therefore, the constancy of the 
resources is accompanied by energy waste, and the proposed model has tried to pre-
vent it by employing NFV.

The QoS parameters pertaining to the signaling phase have been examined so far. 
In the following, the QoE parameters pertinent to the media phase will be examined. 
Figure 16 indicates the MOS of media in different conditions.

MOS is one of the quality metrics used in the area of multimedia experience qual-
ity. The lowest feasible MOS, representing complete lack of end-user satisfaction, is 
1.0, and the highest possible MOS, representing ideal multimedia quality, is 5.0.

Figure 16a–d demonstrate the MOSs at different scenarios. As can be seen, the 
highest MOS belongs to the proposed method, and in the worst case, it never drops 
to less than 3.5, and it is higher than 4 on average. This issue indicates the high 

Fig. 14   The PMs’ average memory usage in the proposed mechanism compared to LBBSRT and RR
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quality of media in the proposed method. However, in the other methods, as load 
increase, not only does MOS drops extremely, but also it has sharp fluctuation. For 
instance, in the heavy traffic scenario, the MOS of the LBBSRT method even drops 
to less than 2.5 (Fig. 16d).

In the following, the details pertinent to PMs’ used resources (CPU and mem-
ory) of the three “proposed”, “LBBSRT”, and “RR” mechanisms will be addressed. 
Fig. 17 is a snapshot from the PMs’ CPU consumption in the medium-load scenario 
(Fig. 13b). Comparing Fig. 17a–c reveals that the load among the eight PMs is well 
balanced. Nonetheless, in the two other methods, the difference in CPU usages in 
the PMs is significant and noticeable. Besides, the average CPU usages of PMs in 
the proposed framework is approximately 40%, which is equal to 50 and 60% for the 
LBBSRT and RR methods, respectively.

Figure 18 demonstrates a snapshot from the PMs’ used memory in the medium-
load scenario. At the seconds 40 and 60, when the offered load is higher, the 
used memory of the PMs is also higher, while at the seconds 10 and 100, when 
the offered load is lesser, the used memory of the PMs is also lesser, consequently. 

Fig. 15   The number of VNFs and OVSs in the proposed framework



14488	 A. Montazerolghaem 

1 3

Figure 18a indicates that in the proposed method, the load is well balanced among 
the PMs. Besides, the average memory usage is approximately 45%. Figure 18b, c 
demonstrate that the load balance among PMs by the LBBSRT and RR methods is 
not as good as the proposed model. In addition, the average memory usage in these 
two methods is more than the proposed method.

In the following, the message exchange in the real testbed is monitored by sniff-
ing tools (Wireshark). The result is demonstrated in Fig. 19. In this figure, the type 
and order of messages and also the details of the exchanged message (such as time, 
the source and destination IPs, protocols, etc.) are indicated. As can be seen, the 
exchanged messages are in accordance with Fig. 3 and the pattern of the proposed 
method. The ending bytes of IP addresses of UAC, OVS1, controller, PM, OVS2, 
and UAS are 100, 101, 102, 103, 104, and 105, respectively. Receiving the Regis-
ter message from the UAC (192.168.1.100), the OVS1 switches (192.168.1.101) 
forwards it to the controller (192.168.1.102) in the form of a Packet-In mes-
sage. The controller also starts negotiation with PM (192.168.1.103) to determine 
or allocate a suitable VNF. Afterward, it forwards the Register message to VNF 

Fig. 16   Media MOS in the proposed method compared to LBBSRT and RR
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and the confirmation response (200 Ok) to UAC. Then, it enters the initiate session 
stage and the following, as can be seen in the figure.

It is worth mentioning that the RESTful API messages exchanged between the 
controller and PM include the Put, Get, and Post methods that are indicated in 
the figure by the numbers 3 to 6. The controller sends the routs to the OpenFlow 
switches via the Flow-Mod message.

So far, we have presented the results of the data plane. Now, we want to evaluate 
the control plane. In order to do that, we examine the CPU usage by the Kernel and 
the modules designed in the controller and make a comparison between them. The 
results are presented in Table 1. The offered load increases from 1000 cps to 10,000 
cps. The highest CPU usage belongs to the Linux Kernel and not the designed mod-
ules. This issue indicates that, firstly, the proposed controller is scalable at least to 
the 10,000 cps offered load, approximately. Secondly, the designed modules are not 
bottleneck, meaning that they do not have unjustified CPU usage.

Fig. 17   CPU usage of PMs
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For instance, the VNFs Manager module has a maximum CPU usage of 11.10%. 
Among the modules, the modules that are responsible for collecting and storing the 
network information (similar to VNFs info) have more resource usage than other 
modules.

3.2 � Evaluating the performance of the second framework: SDN controller+ 
for VoIP

In this section, we evaluate the performance of the second framework. The 
first evaluation criterion is the throughput over time (Fig. 20). The offered load 
increases in four steps and during 10-second periods. At the first ten seconds, it is 
low-load (1000 cps), at the second ten seconds, it is medium-load (6000 cps), at 
the third ten seconds, it is high-load (8000 cps), and at the fourth ten seconds, it 
is very high-load (12,000 cps). SDN controller+ could keep the throughput very 
close to the offered load at every four stages. However, the throughput drop of 

Fig. 18   The PMs’ used memory
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the LBBSRT and RR mechanisms increases over time (especially as the offered 
load increases). For instance, when the offered load is 12,000 cps, the maximum 
throughput of the proposed mechanism in the period of seconds 30–40 is approxi-
mately 12,000 cps. However, the throughput of the LBBSRT is approximately 
6000 cps, and the throughput of the RR mechanism is approximately 3800 cps.

The average response time of the PMs is demonstrated in Fig. 21. The response 
time rises as the offered load increases. However, it does not exceed approxi-
mately 40 ms. This delay is pertinent to the load of 12,000 cps. The delay in such 
a load is higher for the other methods, which can be observed in the next figures.

Fig. 19   Wireshark capture of message flow on the first proposed framework

Table 1   CPU usage by the Kernel and designed modules in the first proposed controller

Offered load (cps) 1000 2000 3000 4000 5000 6000 7000 8000 9000 10,000

Kernel 8.25 9.36 10.58 11.36 12.25 13.75 15.95 18.85 20.25 21.12
NFV Allocation module 1.25 2.65 3.85 4.75 5.85 6.36 7.45 8.88 9.52 10.01
Routing module 1.05 2.85 3.45 4.78 5.65 6.35 7.78 8.75 9.95 10.04
VNFs info module 3.32 4.52 5.78 6.65 7.75 8.36 9.42 10.87 11.15 12.26
Resource info module 3.12 4.85 5.45 6.36 7.25 8.45 9.62 10.25 11.14 12.03
Topology info module 2.25 3.78 4.65 5.12 6.23 7.12 8.02 9.52 10.04 11.12
VNFs Manager module 2.04 3.74 4.52 5.36 6.41 7.23 8.66 9.14 10.75 11.10
Flow Manager module 2.21 3.20 4.23 5.02 6.77 7.85 8.15 9.23 10.52 11.05
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Figure 22 belongs to the LBBSRT method. The response time of the PMs in each 
of the four steps is greater in this method than in the proposed method. Particularly, 
as the offered load increases, such that the input load reaches its maximum amount 
from seconds 30 to 40, the response time reaches exceeds 200 ms, which is four 
times higher than the proposed method.

Figure  23 indicates the response time during the time in the RR mechanism. 
As shown, compared to the proposed and LBBSRT methods, the response time of 

Fig. 20   The throughput comparison of the second proposed mechanism with LBBSRT and RR (during 
a time)

Fig. 21   The average response time during the time in the proposed mechanism
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the PMs is much higher. Comparing Fig. 20 to Fig. 23 reveals that not only does 
the proposed method reach a higher throughput, but also it does not lead to delay 
increase, even in heavy traffic. This is due to the centralized management nature of 
the network by this method. On the contrary, not only is the throughput lower in the 
distributed RR and LBBSRT methods but also making contact encounters a great 
deal of delay. This is due to the lack of integrated resource management and deliber-
ate routing. It should be noted that SDN controller+ carried out the routing of the 
layer 3 and 7 simultaneously. This issue affects the throughput enhancement and 
delay reduction.

Fig. 22   The average response time during the time in the LBBSRT mechanism

Fig. 23   The average response time during the time in the RR mechanism
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The injected traffic to the network was merely the offered load so far, and the PMs 
did not have any background traffic. By having the background traffic, the efficiency 
evaluation of the methods will be conducted in the form of three new scenarios. In 
each of the three scenarios, the offered load is 8000 cps.

–	 The first scenario: the background traffic of each PM is 100 cps (each of the eight 
PMs is equal to 100 cps).

–	 The second scenario: the background traffic of the PM1 is equal to 100 cps. The 
background traffic of the PM2 is two times of the PM1. The background traffic of 
the PM3 is two times of the PM2, and so on (until PM8).

–	 The third scenario: the background traffic of the PM1 is equal to 100 cps. The 
background traffic of the PM2 is three times of the PM1. The background traffic 
of the PM3 is three times of the PM2, and so on (until PM8).

Figures  24, 25 and 26 demonstrate the throughput of the PMs in different mech-
anisms and three scenarios. When there is equal background traffic (the first sce-
nario), the average throughput of the proposed, the LBBSRT, and the RR mecha-
nisms are 7500, 5500, and 3500 cps, respectively. This issue indicates that even with 
equal background traffic, the proposed framework’s throughput is greater than the 
other two methods.

When the background traffic is added to the network in the form of a second sce-
nario, the throughput difference between the proposed method and the other two 
methods increases; as an illustration, the throughput difference between the pro-
posed method and the LBBSRT exceeds 3000 cps. In both first scenarios, the pro-
posed method’s throughput is approximately constant (7500 cps) and very close to 
the offered load.

Fig. 24   The throughput in the first scenario (the background traffic is equal for each PM)
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In the third scenario, the throughput reduction of the LBBSRT and RR methods 
continues, and their throughput reaches approximately 3500 and 1500 cps, respec-
tively (Fig. 26). The throughput reduction of these methods is due to the background 
traffic enhancement of the PMs and their inability to (1) handling the traffic and 

Fig. 25   The throughput in the second scenario (the background traffic of the PM is two times of the pre-
ceding PM)

Fig. 26   The throughput in the third scenario (the background traffic of the PM is three times of the pre-
ceding PM)
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(2) smart resource management. Due to the lack of a global view over the whole 
network, they cannot distinguish the offered load traffic from the background traf-
fic. However, thanks to the SDN controller+, the proposed framework is completely 
aware of the details of the network and traffic and manages the VoIP network con-
cerning this fact.

Figures 27, 28 and 29 demonstrate the methods’ delay in three scenarios. The 
proposed mechanism does not face extra delay due to the deliberate management 

Fig. 27   The delay in the first scenario (the background traffic is equal for all PMs)

Fig. 28   The delay in the second scenario (the background traffic of the PM is two times of the preceding 
PM)
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of the traffic. In this case, its delay in every three scenarios is approximately con-
stant and less than 60 ms. Nevertheless, subject to the background traffic, the 
delay of the two other mechanisms increases. It means that as the background 
traffic increases, the delay rises, as well. For instance, the delay in the LBBSRT 
of the three scenarios is 100, 160, and 200 ms, respectively, which is much higher 
than that of the proposed method. Also, Fig. 30 illustrate overall latency.

Fig. 29   The delay in the third scenario (the background traffic of the PM is three times of the preceding 
PM)

Fig. 30   The overall latency
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In the next experiment, the R factor of the media will be examined. The R fac-
tor score, which is found in conjunction with multimedia assessment processes, can 
range between 1 (worst) to 100 (ideal) and is dependent on the number of users that 
are satisfied with the quality of a test multimedia signal after it has passed through a 
network from a source to a destination.

Figure  31 indicates the R factor in various methods. The maximum R factor 
belongs to the proposed framework, and in the worst case, it would not be less than 
92, indicating a great deal of satisfaction among VoIP users. On the contrary, in the 
other methods, the R factor is lower, having fluctuation.

Figure 32 demonstrates the exchanged messages in the second proposed frame-
work. Examining this figure that is captured by the Wireshark software indicates 
that the contact between UAC and UAS is according to Fig. 7. It means that without 
the hardware SIP proxy, only using the SDN controller+ and OpenFlow switches. 
The last number of IP addresses of the UAC, OVS1, SDN controller+, OVS2, and 
UAS are 100, 101,102, 103, and 104, respectively. In each one of the four steps 
registration, initiate session, media, and tear down only one message (green color 
underlines in the figure) is sent to the SDN controller+ (102). The decision is made 
only for that one message, and the remaining flow follows that decision. This issue 
indicates that the exchanged messages between the control and data planes are not 
overhead and bottlenecking in the proposed framework. This is an important issue 
that the SDN controller+ can achieve high throughput and low delay with the lowest 
messages received from the data plane.

Table 2 indicates the CPU usage by the Kernel and the SDN controller+ mod-
ules. The used CPU of the designed modules is lower than that of the Linux Kernel. 
In terms of CPU usage, none of the modules does lead to the controller’s resource 
saturation. Also, the CPU usage by the modules is linear, not exponential. Therefore, 

Fig. 31   The R factor of the media in the second proposed framework, compared to the LBBSRT and RR
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we can conclude that the designed modules do not lead to the bottlenecking of the 
SDN controller+. According to the numbers of this table, the SDN controller+ is 
scalable at least to the 10000 cps load. It should be noted that the modules collecting 
and keeping the information have greater CPU usage compared to the others.

CPU usage is almost 28% better than the traditional method (without SDN). Note 
that on average more than 18% of the processor is consumed by the Kernel. In con-
trast, designed modules consume less than 7% of CPU power (almost one-third).

At the end of this section, we point out that the improvement in the results dis-
cussed above is due to a fully centralized framework with an intelligent controller 
that is aware of the state of the entire network, which we designed and analyzed in 
this article. It would not have been possible without the use of up-to-date and com-
prehensive technologies such as SDN and NFV as well as the OpenFlow protocol.

4 � Conclusion and further works

A proper design of the network and load distribution among the SIP proxies is one 
of the factors to prevent the breakdown of the VoIP services. For each of the load 
control methods of the SIP, there is an overload limit, and if the input traffic exceeds 
that limit, the method encounters failure. This failure leads to throughput instabil-
ity. In this paper, employing the SDN and NFV technologies, we have designed and 
implemented two frameworks for the centralized control of the VoIP network traf-
fic in two signaling and media phases. In the first framework, the SIP proxies are 
provided in the form of VoIP VNFs and based on the demand and the input load 
of the network. When the load is low, the numbers of the VoIP VNFs are low, and 
when the load is high, the VoIP VNFs numbers are greater. The signaling traffic is 
routed by using the allocated VoIP VNFs. The media traffic is also routed by the 
controller. The second framework provides the whole process of making a call and 
also the media exchange in the centralized controller. In other words, we will be 

Fig. 32   Wireshark capture of message flow on the second proposed framework
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in no need of the hardware proxies of the SIP in the data plane. It means that the 
routing of signaling and media traffic (layers 3 and 7 routing) is executed in an inte-
grated way in the controller. Both frameworks are implemented in the real testbed, 
and the evaluation performance and the results of both were provided in detail. The 
results indicate that productivity has been improved dramatically compared to the 
conventional structure of the VoIP networks. For example, the average throughput 
and resource efficiency increased by at least 28% and the average response time 
decreased by 34%. The overall latency has also been reduced by almost 39%. All 
this is due to the centralized and integrated control of the entire VoIP network by the 
proposed SDN-based controllers. For further works, we will generalize and develop 
the proposed controller for the IP Multimedia Subsystem (IMS) [39]. Also, we will 
implement it by using the Open IMS. The development of proposed frameworks for 
non-VoIP networks is also on our agenda. In this regard, it is possible to improve 
networks such as the Internet of Things or 5G networks by using softwarization and 
virtualization of networks concepts.
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