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Abstract
Wireless sensor networks are most used to monitor remote environments. Multitudi-
nous sensor nodes gather data in a self-governing manner, operating on an exhaus-
tive source of energy or battery. Clustering process structures the network into a 
hierarchy wherein sensor nodes gather data passed to selected cluster head nodes 
which perform data processing, aggregation, and transfer it to a base station. Pro-
longing network lifetime and enhancing total data transmission to base station are 
major challenges in wireless sensor network and same is addressed in this work. 
A distributed energy-based epoch is used in this paper to determine node eligibil-
ity to become cluster head and a multi-parameter-weighted scalarization function 
is proposed to determine best cluster head candidates in order to manage dynamic 
and multi-characteristic node heterogeneity. The parameters used are distance to 
base station, expected cluster head lifetime, average cluster member node lifetime 
and maximum power consumed by a cluster member node. A novel weight compu-
tation strategy using analytical hierarchy process is introduced in this paper which 
enhances the optimality of scalarization function value. The proposed algorithm is 
distributed over two phases as network setup phase and clustering phase. The net-
work setup phase computes the energy model and optimal number of cluster heads. 
The second phase proposes the cluster head selection process using weight-based 
scalarization and introduces the novel weight selection method. Finally, network 
operation enters the data transmission phase. The results show an enhancement in 
throughput at base station, with an increase of close to 30% along with an increase 
in the network lifetime of up to 20% as measured by last node death. The simulation 
results are produced in comparison with the considered base protocol of DEEC as 
well as other protocols using similar concepts for implementation. However, utiliza-
tion of a two-step cluster heads selection process including unique node epochs for 
shortlisting and scalarization function-based node fitness, along with optimal weight 
selection procedure, has led the proposed model to give better results on simulation 
and analyzation than preexisting algorithms.
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1  Introduction

Smart sensors have been widely manufactured since the onset of micro-electro-
mechanical systems (MEMS) technology. These are tiny devices with extremely 
low power for processing and minimal computing resources. A sensor node consists 
of a memory, processor, a power supply, an actuator, etc. Wireless sensor networks 
(WSN) represent an infrastructure-less deployment of nodes spatially distributed 
in an ad hoc manner. These WSNs sense the environment, collect and process the 
data [1]. In order to send information across to a base station (BS), a radio mod-
ule fulfills the wireless implementation. The principal source of energy in a sensor 
node is an exhaustive battery. This makes conservation of energy one of the central 
issues of wireless sensor networks. In the literature, certain techniques have been 
introduced to deal with this issue. Duty cycling has been mentioned as a method 
that uses topology control to select a minimum subset of nodes that ensure network 
connectivity to remain active and the rest go to sleep and save energy. Data-driven 
approaches minimize unneeded data collection and power consumption. The authors 
in [2, 3] have discussed more recent developments in battery alternatives based on 
energy harvesting including solar power, mechanical vibrations, temperature varia-
tions, electromagnetic fields, wind or water flow, etc.

Since WSNs are deployed in a wide variety of environments, each environment 
presents challenges in the network performance and the quality of services. MAC 
and routing protocols, security algorithms, scheduling mechanisms, CPU and oper-
ating systems together are used to construct solutions for these network issues [4]. 
Apart from the energy conservation, node failure in harsh environments [5], mini-
mizing traffic load [6], determination of node positions [7], their programmability 
and reconfigurability and system security are also issues [8, 9]. The issue of efficient 
energy utilization has been addressed extensively in existing research.

Several “power-aware” routing protocols choose optimal routes for data trans-
mission based on node energies along a route and show that “multi-hop” trans-
mission over shorter links is more efficient than communication over longer 
ranges in wireless networks spread over a significantly large area [10]. Routing 
for data transmission can be in flat or in hierarchical WSN based on the topol-
ogy. In a hierarchical network topology, it can be ensured that there is consist-
ent energy dissipation, fairness of channel allocation, lower latency in multiple 
hops, designated data aggregation and data collision avoidance [11]. A hierarchy 
defines the network in a structured arrangement. Layers can be defined within 
the network- low energy layer for sensing the environment and high energy layer 
for data aggregation, processing, forwarding, etc. [12]. This translates to a two-
tier approach of grouping nodes into clusters with a leader or cluster head (CH). 
The CH is responsible for data aggregation and forwarding to the BS while the 
remaining nodes sense the physical surroundings. CHs form the upper layer 
and member nodes occupy the lower layer, periodically sending data to their 
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respective CH. This points to the ensuing issue of selecting most suitable cluster 
heads from various available sensor nodes [13].

WSNs have sensor nodes with varying capabilities including different energy 
levels, computing and processing powers, sensing ranges, etc., which give rise 
to heterogeneity within the network. Compared with homogeneous implementa-
tions, the deployment, control of topology and managing energy efficiency are 
more complex in heterogeneous networks [14]. However, it is found that het-
erogeneity can be utilized constructively in various WSN clustering-based rout-
ing protocols. This is because giving it due consideration and adopting the right 
measures to evaluate nodes’ characteristic values empowers the protocol to make 
highly informed decisions in assigning sensing and/or computing duties such as 
CH selection. This eventually leads to a higher efficiency and network lifetime. 
This is validated from the results of various clustering protocols which give evi-
dence that accounting for heterogeneity plays a pivotal role in overall network 
performance. Such protocols prove more efficient and have a longer lifetime [15].

In this paper, it is proposed to utilize heterogeneity into cluster-based algo-
rithms by combining heterogeneous characteristics of a node to formulate a single 
value. This gives an overall objective information about that node. This value will 
then be used by the protocol to assign roles to the node within the two-tier net-
work hierarchy, i.e., either a member or CH node. In [16], it is depicted how node 
characteristics are often conflicting, meaning that for ideal results values may be 
minimum or maximum simultaneously (e.g., spent energy- minimum, and pro-
cessing capacity- maximum). In [17], a mathematical method to form such com-
binations is given called the weighted sum or weighted scalarization technique. In 
this case, it is the sum of characteristic values pre-multiplied by weights.

Existing clustering algorithms have a prevalent issue of maximizing net-
work lifetime as well as managing node characteristic heterogeneity. These 
issues are related as heterogeneity that eventually affects the network lifetime. 
This is because nodes with multiple highly varying characteristic values are not 
accounted for by the algorithm which is not tailored according to the node’s 
characteristics. To manage node heterogeneity, it needs to be determined which 
parameters have a higher preference in order to select the best fit nodes such that 
they can perform high energy tasks within the network. After determination of 
the preference, optimal weight calculations for each parameter are required for 
the introduced weight-based clustering. To this end of achieving higher energy 
efficiency and network lifetime, an algorithm based on distributed energy and 
weighted scalarization has been proposed in this paper. Node characteristics 
contributing to heterogeneity like node degree, lifetime, distance from base sta-
tion and maximum power consumed have been considered which would be pre-
multiplied by calculated weights to give a single sum value. The weighted sum 
represents a fitness value which is used to select appropriate cluster head nodes. 
Further, weights are determined for each node characteristic by a weight deter-
mination technique that has been introduced in the following work and has been 
used to promote enhancement of the network lifetime.

The rest of the paper is organized as: Sect. 2 describes literature review on exist-
ing research, Sect.  3 presents proposed work and Sect.  4 explains the simulation 
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results. Finally, Sect.  5 concludes the work presented in this paper and discusses 
future scope.

2 � Literature review

The heterogeneity of a network depends on various differing sensor node attributes. 
However, the early cluster-based low energy adaptive clustering hierarchy (LEACH) 
-like protocols [18–21], assumed complete network homogeneity and CH selection 
procedure, did not accommodate the different node energy levels. It depended on a 
fixed probability. In stable election protocol (SEP) [22], however, the focus shifted 
toward heterogeneity which was solely based on two distinct energy levels- advanced 
nodes with higher and normal nodes with lower energies. Using two parameters, 
(i) higher energy nodes fraction (m) and (ii) extra energy factor (�) , SEP optimized 
the network stability region, the clustering hierarchy process and CH selection. This 
protocol attempted to constraint the energy consumption in a balanced and equita-
ble manner. Effectively, cluster head positions are held more often by the advanced 
nodes rather than by normal nodes. This ensured a better energy consumption distri-
bution. More improvements in the connection methodology between normal nodes 
and BS were suggested by the authors in [23, 24]. However, multi-parameter node 
heterogeneity was not accounted for in these protocols and thus network lifetime 
was limited.

In an ideal case, nodes would have equal energy at each new round, and the prob-
ability of each node becoming CH in each round would be fixed, which was assumed 
by the above protocols. In terms of heterogeneity, the above protocols dealt with 
fixed energy levels. However, node energies vary continuously and cannot be con-
fined into fixed slots and values; thus, it is important to handle individual node ener-
gies. This issue was handled in distributed energy-efficient clustering (DEEC) [25], 
which calculated a theoretical value of lifetime for the WSN. This gave a unique 
spending energy value to every node according to its current energy state in subse-
quent rounds. The value of remaining energy for a node was utilized by this proto-
col based on which a different value of epoch was assigned for each node’s selec-
tion as CH in each round. Thus, DEEC selected a unique probability for each node. 
This solved the problem of nodes dying at variable times and extended the stability 
region. For every high energy value node, its probability to be CH was defined to be 
more than an ideal and fixed probability value.

In a shift toward addressing multiple differing node attributes contributing toward 
heterogeneity in addition to varying energy levels, lifetime sensitive weighted 
clustering algorithm (LTS-WCA) [26] was introduced. Moving a step further, the 
authors adapted weight-based clustering that utilized the weighted sum function 
method, in WSN. [27–29] show that this weighted clustering technique had been 
previously applied mainly on mobile ad hoc networks (MANET) [30], in algorithms 
which focused on selecting cluster heads in clustering protocols for MANET. LTS-
WCA made modifications and enhancements to this method and introduced the 
extension of weight-based clustering to wireless sensor networks. In [31–33], the 
authors suggested similar weight-based approaches taken for the CH selection issue 
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with clustering protocols, by considering a variety of parameters and characteristics 
of heterogeneous nodes like node degree difference, distances between nodes and 
neighbors, device power, signal length, remaining energy, mobility, etc. They further 
highlighted how the scalarization method allowed incorporation of multiple hetero-
geneity parameters into the clustering process. However, the process of scalarization 
does not account for optimization of the function value calculated or suggests meth-
ods to compute weights used for each node characteristic.

In OWCA [34], an optimized weight-based clustering algorithm was proposed 
for mobile wireless sensor networks which incorporated parameters of sensors such 
as: transmission radius, degree difference, sum of all the distances between a sin-
gle node and its neighbor nodes, speed of node, its individual cumulative time and 
energy to form the fitness function. This paper showed a step forward in the family 
of weight-based clustering algorithms, however the mechanism to select assigned 
weights was not explored, which had been allocated based on a general preference 
order.

In distributed weight-based energy-efficient hierarchical clustering (DWEHC) 
[35], the authors considered characteristics such as cluster range, distance between 
neighboring nodes and residual energy for fitness calculation. The hierarchy was 
established in multiple levels rather than two. The node self-evaluated its fitness and 
took its position in an appropriate hierarchy level. This paper showed a better per-
formance than primary protocols such as hybrid energy-efficient distributed (HEED) 
[36]. Energy-based heterogeneity in WSN and multi-level hierarchical clustering 
with the introduction of weights was an important advancement and takeaway which 
were not taken up in preexisting protocols.

In [37], the authors reviewed and analyzed recent clustering algorithms. They 
highlighted the importance of using clustering which allows significant reduction of 
overhead, retaining small networks features in large and dense ones. Weight-based 
metric was recognized as a key performance heuristic to determine cluster heads 
in this paper. Control overhead was specified as a major parameter which greatly 
affects energy expenditure and greater control overhead was shown to result in 
higher loss of energy. An attempt has been made to minimize such an overhead in 
the following work, based on this conclusion.

The above literature showed that weight coefficients used in weighted calcula-
tions generally remain fixed and do not follow a selection methodology. In [38], 
authors tried to improve upon this issue and increase the optimality of the scalariza-
tion function value in a multi-parameter-based scenario to select CH nodes. They 
dealt with the problem of subjective assignment of coefficients by selecting these 
values through an iterative weight selection strategy based on comparisons of delay 
and maximum throughput given by the varying parameters. The weight selection 
process proposed in the following work presented by us extends this method to wire-
less sensor networks.

A detailed mathematical study linking scalarization in multi-parameter func-
tions and their applications in WSN was shown in [39]. It highlighted the use of 
these functions in clustering protocols and the calculation of weights. The authors 
presented three main techniques to this end- (i) equal weights, (ii) rank order cen-
troid weights and (iii) rank-sum weights. Other weights and score determination 
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techniques are highlighted in [40–43]. In [16], the authors highlighted the case of 
weight selection. It was suggested that the fitness value of the mathematical sca-
larization function formed by summing of weighted node parameter values is highly 
dependent on the process of weight selection. While few techniques exist to accom-
plish this goal, it highlighted the analytical hierarchy process (AHP) [42] as a good 
fit to be a powerful multi-criteria decision-making method for determination of rela-
tive weights. The following work incorporates this method to the proposed weight-
based clustering algorithm to determine the function weights.

In [44], a weight-based algorithm was proposed for static wireless sensor net-
works that considered characteristics like remaining energy-based delay of node, 
average sensor node lifetime, CH lifetime, and maximum power consumed by a 
node. It, however, did not include a procedure for weights assignment. The algo-
rithm proposed by us aims to further optimize this procedure by including node 
degree as an additional parameter, using distributed energy-based clustering and 
applying a weight determination scheme.

Consider a WSN for deployment that is spread in a square shaped area, where 
static sensor nodes have varying initial energy and are randomly deployed, with a 
central base station. Such a network is referred to in the subsequent context. The 
network is considered as heterogeneous based on varying node parameter values 
and energy levels. In clustering protocols based on the methodology followed by 
LEACH [18], SEP [22], etc., equitable node energy distribution is aimed for using a 
fixed and uniform CH rotation strategy. Such protocols show that equal energy nodes 
undergo dynamic, uneven drops in energies with progression in protocol rounds and 
data transmission. This occurs as some nodes that get selected as cluster heads drain 
more energy than others during data transmission due to an additional data aggrega-
tion and computation load. A node gets elected as cluster head based on a certain 
probability value on a rotation basis. It can only get elected once in a rotating epoch 
which is equal to a fixed number of rounds. Probability to become CH in such cases 
remains fixed for all nodes eligible, based on whether the node was not a CH in the 
previous epoch, the total number of nodes, the fixed number of CH in each round 
and the current round number.

This does not keep the energy distribution truly equitable due to the unequal 
energy dissipation, random deployment of nodes in a large area, a large variation 
in distances between nodes and varying cluster assignments. The network then 
seizes to remain homogenous, and heterogeneity in terms of various node param-
eters arises. Also, the length of the epoch remains predetermined and fixed. There 
is no change in the value of the epoch based on current energy or any other current 
attributes of the node. Hence, node heterogeneity is not accounted for by such pro-
tocols. On that account, robust algorithms that cater to heterogeneity among nodes 
by monitoring characteristic changes in energy, degree, delay, node lifetimes, power 
consumed, etc., can further maximize network lifetime [38].

Attributes like current node energy values, location, power, degree and prox-
imity to base station are some examples of important node characteristics that are 
often considered while implementing various clustering protocols in heterogeneous 
networks [16, 34–39, 44]. These individual characteristics of a node have a direct 
impact on network energy dissipation during the execution of a protocol. Proximity 



14272	 V. Jha, R. Sharma 

1 3

to base station as an example directly impacts lower transmission energy dissipation, 
and gradual node energy loss directly increases network lifetime. Thus, such attrib-
utes have high significance in determining the fitness of nodes, selection of cluster 
heads and in determining the optimality of network lifetime. They have been incor-
porated in this proposed paper for the scalarization method in weight-based cluster-
ing. This method accounts for current node attribute values by using a scalarization 
function [17]. The weighted sum method is used to express such a function:

here fi(x) is an attribute of a particular node x like degree, mobility, delay value, etc. 
And the weights have the following relation:

�i is a constant and represents the weight allocated to fi(x) and signifies the extent 
of effect of fi(x) on the value of v . Above-mentioned attributes may need to be maxi-
mized or minimized individually in order to achieve optimality. To determine best 
cluster head candidates, the values generated by the function (v) are measured and 
the node that has minimum value is selected as cluster head.

In [16], it has been shown that the weights selected for attributes in the scalari-
zation function primarily are pre-determined and fixed according to a generalized 
preference among the attributes, where higher weight means higher preference. The 
authors have concluded that weights have great significance in the optimality of the 
final function value. Also, typically the selector for weights is not aware of the exact 
values which would most appropriately generate a satisfactory optimal solution. 
Hence, a weight adjustment process is not known that can consistently change the 
solution and drive it toward optimality. This leads to preference order-based weight 
selection. This technique has been seen in various existing algorithms [27–35]. It 
also implies that it is difficult to formulate algorithms that are heuristic, which begin 
with a set of weights, and with iteration, generate weight vectors that give satisfac-
tory optimality.

Thus, selection of values of weights in an objective function as a linear weighted 
sum is highly associated with the optimal value of that function. Since there is no a 
priori correlation between a weight vector and a solution vector, a selector generally 
resorts to subjective weights which results in poor objectivity to the linear weighted-
sum method.

Existing scalarization function-based algorithms often rely on such a function 
alone to determine the best candidate as cluster head. Hence, data transmission 
in the protocol involves multiple rounds of calculating the function value for each 
node across the entire network. While this may be an efficient approach for small 
networks, generation of repetitive function values for all nodes with every round in 
considerably larger networks would not prove to be an efficient approach. This has 
been highlighted in [37] as one of the major issues in network control that generates 
overhead and leads to a substantial loss in energy of the network.

The work considers the issue of node heterogeneity which arises due to a dispar-
ity or differences in various node parameters such as memory, energy, bandwidth, 

(1)�1f1(x) + �2f2(x) + �3f3(x) +… + �nfn(x) = v

(2)�1 + �2 + �3 +… + �n = 1
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computing power and sensing range. It needs to be decided which node parameters 
are to be given a higher preference for the determination of nodes that are fit to 
perform high energy consumption duties within the network. After the preference 
order of parameters is decided, the assignment of weights that represent the prefer-
ence order needs to be done for each parameter and a technique to perform this task 
is to be established. The above problem is addressed in the proposed work and the 
outcome is a distributed energy-based weighted clustering algorithm that uses math-
ematical scalarization. An attempt has been made to devise a weight selection strat-
egy for the scalarization function of weighted clustering algorithm using proposed 
analytical hierarchy process (AHP). A distributed energy-efficient approach for con-
duction of protocol rounds has been suggested. The aim is to prolong the network 
lifetime and improve protocol performance in terms of throughput and efficiency in 
the following work.

3 � Proposed solution

This paper aims to improve network lifetime, efficiency and throughput, while miti-
gating persisting issues in weight-based clustering algorithms. The cluster head 
selection process in the proposed algorithm introduces a weighted fitness function 
incorporating important node characteristics as a weighted sum. The focus is also 
on limiting repeated fitness function value evaluation for the entire set of nodes by 
adopting a distributed energy-based rotation strategy which restricts the eligibil-
ity of certain nodes to become cluster heads. This weakens excessive computation 
overhead and increases energy efficiency. Additionally, an AHP-based scheme for 
calculation of weights is introduced which optimizes the value of the weighted sca-
larization function. This further enhances the CH selection process as worthy cluster 
heads are chosen, leading to balanced energy dissipation and higher efficiency.

The algorithm is presented in two phases. The first phase presents the setup of the 
network including necessary computations of the energy model and optimal parame-
ter values like node distances and number of protocol rounds required for data trans-
mission. The second phase elaborates the cluster head selection process including 
distributed energy epoch-based CH eligibility and proposal of the weighted fitness 
function along with its weight determination strategy. This is followed by the assign-
ment of remaining nodes to suitable clusters based on their transmission range and 
energy computations after data transfer. Lastly, an overall algorithm is presented that 
ties together the proposed method.

3.1 � Phase 1: network setup

In this work it is assumed that N sensor nodes are deployed randomly and uniformly 
distributed across the network area assumed to be square shaped M ×M region. The 
nodes have the ability to sense and transmit data from their surrounding which must 
reach the base station, placed at the center of the region.
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The radio energy model for this paper has been considered same as stated in the 
literature [18, 45]. For any l-bits message at distance d , the transmission energy 
ETrans(l, d) and receiving energy ERec(l) by radio model are considered as:

where EElec is energy dissipated per bit by the transmitter and 
(

efs × d2
)

 is the energy 
required for amplifying the signal. Also, EElec and efs are constant. Energy value to 
a node xi is assigned with a variable factor �i and is given by 

(

�i + 1
)

× Eo to build 
a two-level ( �i = 1 ) or multi-level heterogeneity ( 𝜇i > 1 ) that results into normal 
nodes ( �i = 0) and advanced nodes ( �i ≥ 1 ). Eo is the initial energy for all normal 
nodes. A constant fraction of � among all the nodes is termed as the advanced nodes 
that have 

(

�i + 1
)

× Eo as initial energy, where (0 < 𝜂 < 1).
In this phase, the values of optimal number of CHs and maximum rounds for 

transmission are computed in this paper as per given in the literature [25]. The value 
of optimal number of cluster heads ( kopt) in a round is given by:

where dBS is the Euclidean distance of a node from its base station, the value of N 
is the total number of nodes that are deployed and M is the dimension of deployed 
region. The neighborhood nodes are determined based on communication range and 
the sensor nodes senses as per their sensing range. In this work an assumption is 
made that the communication range is on much higher side than the sensing range.

3.2 � Phase‑2: cluster head (CH) selection and data transmission

The phase begins with determination of nodes’ eligibility to qualify as CH. This 
is done using a node’s unique probability value given by an epoch that is based on 
optimum dissipation energy assigned to that node. This section then introduces the 
devised weighted fitness function, which is the sum of weighted node parameters, 
used as the key decision criteria for selection of cluster heads. Following this, a new 
technique for selection of weights in weight-based clustering is introduced that fol-
lows the analytical hierarchy process.

Eligibility of an alive node xi to become CH can be given by a unique probability 
Pi(r) . The value of  Pi(r) has been derived as per the derivation provided in the liter-
ature [25]. Let Ei

Res(r)
 for a node xi represents its residual energy in a round r and the 

average energy of network that consists of N nodes in a single round is given by 
EN
Avg(r)

 . In an ideal scenario, nodes would have equal energy in an epoch and average 
probability of PAvg to become CH. Hence, the total number of possible CH is 
( PAvg × N) in every round and all nodes would eventually die at about the same time. 
Since the considered conditions are not ideal and node energies are highly variable, 

(3)ETrans(l, d) = l × EElec + l × efs × d2

(4)ERec(l) = l × EElec

(5)kopt =

√

N
√

2�
×

�

efs

emp

×
M

d2
BS



14275

1 3

An energy efficient weighted clustering algorithm in…

the unique probability of a node xi to become CH is given by its residual energy rel-
ative to average network energy. Hence, the probability is given as

Since a node xi belonging to a fraction � of total nodes (N) contains �i times more 
initial energy, PAvg cannot be directly considered as constant for all nodes. The value 
of �i can be either fixed for a two-level heterogeneity or belong to a range for multi-
level heterogeneity where 𝜇i > 0 . For each node, PAvg is replaced by Pi

Avg
 , which is 

given by a weighted probability based on the node’s initial energy as given below.

Hence, Pi(r) can be written as

The probability for a node to be CH is given by Eq. (8) and now it is the turn to 
fix the eligibility of CH. The eligibility is fixed here based on proposed weighted fit-
ness function. The proposed weighted scalarization sum is designed by using follow-
ing parameters like distance from base station, lifetime of CH, node degree, power 
transmission and average node lifetime. These are combined to give a parametric fit-
ness function that computes to a novel value used to determine which nodes are best 
fit to become CH. The proposed fitness function value (FValue) is given as:

where DBS is Euclidean distance between the considered node and the base station, 
CHLife is the expected life of the considered node if chosen to be CH, MAvgLife is 
average lifetime of the member nodes of the cluster and Pmax is maximum power 
consumption by a member node of the cluster. For a good candidate of cluster head, 
the FValue should be minimum as far as possible. The selected node characteristic of 
DBS which is Euclidean distance between the considered node and the base station 
should have a low value for minimum energy dissipation according to the existing 
literature and hence more optimal. Similarly,  CHLife  which is the expected life of 
the considered node if chosen to be CH should have a higher value for minimum 
dissipation of energy and thus taken as negative within the scalarization function. 
Also, MAvgLife is average lifetime of the member nodes of the cluster, also indicating 
having a higher value for optimality, and is also taken as negative within the func-
tion. Pmax is maximum power consumption by a member node of the cluster, which 
is directly proportional to energy dissipation; thus, it must be minimum to be more 
optimal. Thus overall, the construction of the scalarization function has been done 
in a manner such that a lower value indicates higher optimality.

(6)Pi(r) = PAvg ×
Ei
Res(r)

EN
Avg(r)

(7)Pi
Avg

= PAvg ×
N
�

1 + �i

�

N +
∑N

i=1
�i

(8)Pi(r) = Pi
Avg

×
Ei
Res(r)

EN
Avg(r)

= PAvg ×
N
�

1 + �i

�

N +
∑N

i=1
�i

×
Ei
Res(r)

EN
Avg(r)

(9)FValue =
(

� × DBS

)

−
(

� × CHLife

)

−
(

� ×MAvgLife

)

+
(

� × PMax

)
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Thus, the values of DBS and PMax are minimized and the values of  CHlife and 
MAvgLife are maximized in order to achieve minimum FValue . Hence, in Eq. (9) the 
term represented by CHlife and MAvgLife is kept negative intentionally.

Here,  �, �, � and � are constants and are respective weights assigned to each of 
the parameters. Also, their relation is derived as

The cluster head lifetime ( CHLife ) is calculated as the ratio of residual energy 
of probable cluster head and transmission energy required for data transfer to the 
base station:

here ERes(CH) is the residual energy of the probable cluster head and ETrans(CH−BS) 
is the energy required to transmit the unit data from probable cluster head to base 
station.

Here, for each node that is eligible to be cluster head, a set of its probable clus-
ter member nodes is found, based on the nodes’ transmission range. This gives a 
fair chance at predicting an energy expenditure value of the cluster formed by the 
eligible cluster head, using its members average life.

The average lifetime ( MAvgLife ) of member nodes within a cluster is the ratio 
of summation of individual cluster member lifetime and total number of member 
nodes. If CHMem is the total number of member nodes within any ith cluster, the 
average lifetime of member nodes for that cluster can be expressed by

where the value of lifetime of any ith member node of a cluster is derived as,

Here Ei
Res

 is the residual energy of the ith member node and ETrans(i−CH) is the trans-
mission energy required for ith member node to communicate unit data with cluster 
head.

The maximum power consumption by any ith member node within any cluster 
is represented by PMax and it is the maximum transmission energy required to 
communicate with cluster head. Hence, this value of maximum power consump-
tion is represented by

After formulation of the fitness function, a new technique is proposed 
here to compute the weights for the function, i.e., values of � , � , � and � . The 

(10)� + � + � + � = 1

(11)CHLife =
ERes(CH)

ETrans(CH−BS)

(12)MAvgLife =

∑CHMem

i=1
Ni
Life

CHMem

(13)Ni
Life

=
Ei
Res

ETrans(i−CH)

(14)PMax = Max
(

ETrans(i−CH)

)

,∀i
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computation is built on top of the analytical hierarchy process, which spans over 
various stages of the weight determination procedure.

AHP presented by the researchers in [40] outlines four well-defined stages in the 
process of determination of parametric weights. It describes the first stage as the 
creation of hierarchical levels with a top-level central goal followed by another level 
of important decision-making criteria (attributes) for that goal. These are supported 
further by distinct parameters or entities in the last level that complete the hierarchy. 
In the next two stages, priorities among multiple entities are established by compar-
ing and studying their individual effects on objective outcomes from the system on 
which this process is applied. In the last stage, weight assignment to the parametric 
entities is done.

The presented technique for weight selection in this paper considers these stages 
as a foundation and introduces a process of choosing weights for weight-based sca-
larization functions in clustering algorithms. The four stages of AHP in this paper 
include hierarchical structuring, grouping and comparing entities, priorities setting 
and weight assignment.

Beginning with the step of hierarchical structuring, the goal established is selec-
tion of cluster head. A detailed hierarchical structure that elaborates on various 
contributing criteria and node parameters that affect or cause heterogeneity within 
the network is shown in Fig. 1(a). It is a comprehensive representation for a multi-
parameter model. For the proposed work, we have considered the hierarchical struc-
ture as shown in Fig. 1(b). Consideration of all parameters would be a more complex 
implementation although it would be the ideal and more accurate model. However, 
for the clarity of our proposed work, Fig. 1(b) is considered. Proximity to base sta-
tion and the energy of clusters within network have been selected as the two major 
criteria to determine node’s eligibility to be cluster head. Four entities ( A,B,C and 
D ) which are same as the parameters selected for the fitness function, fall under 
these criteria to complete the proposed hierarchical structuring.

Next, the hierarchy is established, a priority order for entities on the last level 
needs to be set under the criteria they belong to, based on a network performance 
metric. This priority reflects which entity is potentially more likely to influence the 
selection of a desired cluster head based on its effect on the performance metric. 
The considered network performance metric is the network lifetime that is compared 
under independent effect of each entity parameter.

For priority building within the two criteria of Cluster Energy and Base Station 
Proximity, the Cluster Energy criteria with three parameters is considered first and 
a priority order is set for these three parameters. The sole parameter under Base 
Station Proximity is then considered and given a position among the priority order 
previously set under Cluster Energy.

Studying the Cluster Energy criterion, three entity parameters B,C and D give 
six distinct possible priority orders like: (B,C,D) , (B,D,C) , (C,B,D) , (C,D,B) , 
(D,B,C) and (D,C,B) . The aim is to find the best suited order influencing Opti-
mal Cluster Head Selection. In order to judge the effect of these parameters on net-
work lifetime, the study of the existing protocols like LEACH [18], SEP[22] and 
DEEC[25] has been conducted through the simulation. The obtained data for energy 
dissipation patterns in clusters by executing various number of simulation iterations 
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with varying initial energy level have been studied. The network lifetime perfor-
mances have been studied here in association with cluster energy dissipation pat-
terns and conclusions are drawn for the priorities.

The results confirm that a high power-consuming cluster member node quickly 
drains energy due to large range transmission. Within few such cluster assign-
ments, such a node’s death is imminent. This rapid energy depletion factor largely 
deems the corresponding cluster head as unfit and establishes stark correla-
tion with network lifetime and rapid energy depletion. Next, data confirm that 
nodes with higher values for residual node energy have direct influence on opti-
mal selection as cluster head, as it performs high energy-consuming aggregation 

(a)

(b)
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Fig. 1   Proposed hierarchy structure (a) comprehensive model (b) model used in this work
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and transmission to base station duties. Thus, it plays a key role in equitable 
energy dissipation and hence in increasing network lifetime. Lastly, while car-
rying out study, the values of average lifetime of member nodes for clusters have 
been tabbed. The study confirms that the simulations that have clusters having 
members with higher lifetime as an overall average generally give better network 
lifetime performance. The conclusion drawn here from the study undertaken is 
that the values of network lifetime when Maximum Power Consumed by Member 
Node (D) is considered precedes that when Cluster Head Lifetime (B) is consid-
ered which in turn precedes the network lifetime when Average Member Node 
Lifetime (C) is considered. Hence, the order established is (D,B,C), i.e., D fol-
lowed by B followed by C in order to achieve maximum lifetime by the network 
under Cluster Energy criteria.

Next, a priority order of all the entities is to be determined. Since distance from 
base station is the sole entity under Base Station Proximity criteria, there is no prior-
ity order required here.

There exists a straightforward connection between CH Distance from Base Sta-
tion (A) and network lifetime. Whenever the former is consistently lower across clus-
ter heads, nodes die out slowly and it improves the lifetime of the overall network 
performance. In order to put CH Distance from Base Station (A) in the final priority 
order this preceded all the previously computed values under Cluster Energy crite-
ria. Hence, the final priority established is (A,D,B,C).

After the determination of priority order among all entity parameters, the next 
step is assignment of weights. For this, a separate performance metric is considered 
to give relative scores to all entity parameters. As a start, all entities are placed in 
rank order table according to their set priorities which are shown in Table 1.

The rank order set in Table  1 is now used for pair-wise comparisons between 
entity parameters placed in consecutive ranks to give them relative scores. The score 
assignment to each parameter is done based on the calculated value of total data 
throughput at base station when CH selection takes place under independent effect 
of that entity parameter. These comparisons are shown in Table 2, wherein for four 
entity parameters three consecutive pair-wise comparisons are made. For each pair-
wise comparison, the score assignment under the remaining entity parameters is 

Table 1   Ranked entities Rank 1 2 3 4

Entities A D B C

Table 2   Parameter comparisons Comparisons Scores

S(A) S(D) S(B) S(C)

(AwithD) 10 9 N/A N/A
(DwithB) N/A 10 9.3 N/A
(Bwith C) N/A N/A 10 8



14280	 V. Jha, R. Sharma 

1 3

given as “N/A” for not applicable. Let the throughput given under the entity param-
eter having the higher rank is Th , which is normalized to a value of 10.

Let the throughput given under the lower ranked entity is Tl , then the score of this 
parameter is the normalized value relative to 10  as ( Tl∕Th) × 10 . The results from 
studies conducted during determination of priority order clearly indicates that while 
network lifetime increases with higher priority, greater lifetime induces consistent 
enhanced network throughput as well. This is directly attributed to longer stable 
period of the network during data transmission and efficient energy utilization which 
causes nodes to survive longer and hence participate in more rounds of transmis-
sion. Thus, the value for Th comes out to be greater than Tl.

As an example, comparison in (AwithD) , if throughput under entity A is 
Th = 150 , which is normalized to give a score as S(A) = 10 and throughput under 
entity D is Tl = 135 , then the score assigned to entity D relative to entity A is 
( 135∕150) × 10 = 9. After this, subsequent comparisons occur in a similar manner 
until the last entity. The comparisons give each entity a relative score. Next, final 
score ratios for these parameters is calculated and are shown in Table 3.

Let score of the preceding parameter relative to highest priority parameter be SH 
and score of current parameters be SC . Then, the value of score ratio is given by for-
mula 

(

SC∕10
)

× SH.
This score ratio for the highest ranked parameter A remains same as the normal-

ized throughput score value taken in previous step, i.e., 10 , whereas all parameters 
that follow it in rank get a score relative to this normalized value. The score ratio 
value for D is 9 , same as its score in the previous step, since this was already cal-
culated relative to A′s score of 10 . However, for the next two parameters B and C , 
since scores were not directly compared with A , but with preceding parameters, 
their scores are relative to A only in a cascading manner. Final score ratios for these 
parameters are calculated further. In Table  2, for B , the score S(B) is 9.3 relative 
to D and D has a score S(D) of 9 , relative to A . In Table 3 score ratio for B rela-
tive to A is given by (9.3∕10) × 9 = 8.37. Similarly, for C the value is computed as 
(8∕10) × 8.37 = 7.

Next, the considered step is to generate score-bounded values which are shown in 
Table 3. To reduce any anomalies within the process for weight calculations, a back-
ground study through basic implementations has been done to understand an opti-
mum window of difference in score ratios between the highest and lowest priority 
entity parameters. A considerably large difference would mean greater emphasis or 
excessive dependency upon a particular parameter and a low difference would mean 
disregarding the priority order and its positive impact on network performance. It 

Table 3   Weights computation Objective Parameter

A D B C

Score Ratio 10 9 8.37 7
Score-bounded Values 10 9.33 8.91 8
Weight � = 0.276 � = 0.25 � = 0.24 � = 0.22
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is concluded that the former case of excessive dependency turns up above a 20% 
difference value and protocol results show inconsistency, start to vary with network 
model and computation method of high priority parameter. Similarly, a lower differ-
ence wherein the priority effects start to wear off are observed below the 20% mark. 
Therefore, for the purpose of simulation of proposed protocol, a cap has been set on 
score ratio difference at 20% . This also ensures reducing any anomalies that might 
have arisen within the weight calculation process. Score bounds have been set on the 
highest and lowest entity parameters, such that these have an optimum 20% differ-
ence. Thus, the lower end on score ratio which was 7 has been incremented by 1 and 
set to 8 to reduce the range between highest and lowest score ratios. Once the bounds 
are set as score-bounded values for A and C , new score-bounded values for D and B 
need to be generated. Let initial score ratio range be Ri and the score ratio for any 
parameter (X) be si . Let new score ratio range, i.e., difference set between highest 
and lowest score ratio be Rb and highest score ratio be SH . Then, new score-bounded 
value of the parameter (X) is given by

For example, when the score ratio range is initially Ri = (10 − 7) = 3 , D has 
a score ratio si = 9 , which is at a distinct interval of 1 from highest score ratio of 
SH = 10 and at an interval of 2 from lowest of  7 . New intervals for when the score 
ratios are bounded as Rb = (10 − 8) = 2 are now evaluated. The new score bounded 
value for D would be at an interval of 

[

(1∕3) × 2
]

 from 10 and 
[

(2∕3) × 2
]

 from 8 . 
This value comes to be 9.33 . Similarly, for B , the score ratio is 8.37 when range is 
3 and intervals are 1.63 and 1.37 from highest and lowest score ratios respectively. 
The new score bounded value for B would be thus at 

[

(1.63∕3) × 2
]

 from 10 and 
[

(1.37∕3) × 2
]

 from 8 . This value comes to be 8.91 . Thus, score-bounded values have 
also been computed for all entity parameters in Table 3.

In the last step, weight values are finally calculated based on above score-bounded 
values. The sum of these score-bounded values is calculated, and final weights are 
determined by calculating the percentage contribution of each entity parameter to 
this sum. As an example, the sum is 36.24 and score-bounded value for D is 9.33 
then weight for D is the ratio of 9.33 and 36.24 , which is 0.25 . Similarly, the weights 
for all other parameters are also determined in Table 3. Thus, the set of weights cal-
culated as part of the simulation give,  � = 0.276, � = 0.24, � = 0.22, and � = 0.25.

After the determination of weighted scalarization function value and computation 
of parametric weights, the FValue for all eligible nodes eligible to be cluster heads is 
computed. An optimal number of cluster heads (kopt) from those having the mini-
mum value or least cost according to FValue are selected. The next step is to find 
appropriate cluster member nodes which along with the cluster heads would com-
plete the clusters within the network for a single round of data transmission. Each 
non-cluster head node is assigned as cluster member in the cluster of the closest 
existing cluster head that lies within its transmission range. After all cluster assign-
ments are complete, the relay of data from the members to cluster heads and from 
cluster heads to the base station is done.

(15)S(X) =

(

SH − si

Ri

)

× Rb
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The cluster head energy dissipation is the sum of energy required for transmis-
sion to base station, energy required to receive data from cluster members and 
data aggregation energy, while energy dissipation of a cluster member node is 
that required for data transmission to cluster head. According to this, energy val-
ues are subtracted from the appropriate nodes, i.e., cluster head or member node’s 
current energy value for the current round of transmission. The network setup 
phase of the overall algorithm is shown in Algorithm 1.

Next, the network moves into the cluster head selection phase using weighted 
scalarization function with weight assignment technique. The algorithm for this 
phase is shown in Algorithm 2.

Finally, the associations of cluster head with member nodes are performed and 
the data transmission phase in the network take place as shown in Algorithm 3.
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These rounds exhaust either when the initially set maximum number of rounds 
is complete or when the nodes of the network all exhaust, whichever occurs first. 
Figure 2 presents the overall flow of the proposed work covering both the execu-
tion phases.

Phase 1: Network Setup
Set the network parameters: Deployment Area, Total number
of nodes, Deployment pattern, Initial energy of the nodes,
Optimal number of cluster heads, Maximum number of protocol

Phase 2: AHP for CH Selection Stage
Formation of fitness scalarization function as Equation (9), Ranking of hierarchical
parameters as Table (1), Parametric score formation as Table (2), Weights
determination for parameters as Table (3), Optimal Cluster Head selection as Algorithm

Phase 2: Data Transmission Stage
Non cluster head member node loses transmission energy according to distance from its cluster head as
Equation (3), Cluster head node loses transmission, data aggregation and receiving energy as Equation (3)
and (4), Phase 2 ends either when no nodes survive or at maximum protocol

(2)

Fig. 2   Flow of the proposed work
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4 � Network simulation and results

The performance of the algorithm proposed in the previous section has been simu-
lated and evaluated using MATLAB software. The nodes in the network have been 
deployed randomly in a square field. The base station is positioned at the geometric 
center of the network field.

The effectiveness and overall performance of the proposed algorithm is analyzed 
by the performance metrics of network lifetime, net data received at base station and 
system energy dissipation.

The results of the proposed algorithm in terms of network lifetime, data transmit-
ted to BS and cumulative system energy are then compared with preexisting algo-
rithms such as LEACH [18], DEEC [25] and multi-parameter-based heterogeneous 
clustering algorithm [44]. These performance comparisons have been represented 
using plots.

The network parameters that have been used during the simulation and their 
values are listed in Table 4. These parameters have been defined within the imple-
mentation in the setup phase. This part is represented in Algorithm  1: Algorithm 
to initialize the network in Sect. 4.2. Further the simulation of cluster head selec-
tion and data transmission phases has been implemented as per algorithms in Algo-
rithm 2: Algorithm for selection of cluster heads in each round of the network and 
Algorithm 3: Algorithm for estimation of energy dissipation by the network in each 
round. The simulation maintains the values of specific node parameters and charac-
teristics for each node within the network within an array, which gets updated with 
each round of execution of the protocol and its phases. The data for node parameters 
are thus obtained and are used to plot the results in a graphical representation.

The simulation has been carried out in two distinct energy-based heterogeneous 
environments. The energy of a node xi is given by 

(

�i + 1
)

× Eo . The first case is of 
a two-level heterogeneity where nodes have been classified as normal and advanced 
nodes, each on a distinct energy level. The normal nodes have energy Eo as �i = 0 
and advanced nodes have energy 2 × Eo as �i = 1 . The second case is of a multi-
level heterogeneity where nodes belong to varying energy levels. Normal nodes 

Table 4   Network simulation parameters

Parameter name Values

Initial energy of sensor nodes ( Eo) 0.25 J
Heterogeneity factor ( �i) 0—normal nodes

1—two-level advanced node
1 < 𝜇i < 2 - multi-level advanced node

Number of nodes in Network 100
Network area (100 × 100)m2

Rounds 
(

r
max

)

100–1000
E
Elec

50 n J/bit
Free Space loss ( e

fs
) 10 p J/bit/m2
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have initial energy Eo as �i = 0 and advanced nodes have varying energy values as 
1 < 𝜇i < 2.

4.1 � Case‑1: two level heterogeneity

The two-level heterogeneity simulation has been done by setting up the same node 
energy model for all the protocol implementations. LEACH does not take into con-
sideration the varying energy levels that come up later during transmission and 
keeps a fixed probability value for the selection of cluster head. Although conven-
tionally starting with equal energy nodes, however for the purpose of standardized 
comparison, the initial energy two-level heterogeneity has been setup for its simula-
tion. This does not affect the working of the protocol itself. The results for Case-1 
are shown in Figs. 3, 4, 5 and 6.

Figure 3 shows the network lifetime performance for mentioned protocol simula-
tions. The cluster head selection process followed by each of the simulations plays 
the most significant role in determining network lifetime performance. LEACH 
has a steep decline in node population which is the earliest among all. Heteroge-
neous clustering algorithm has a slow and steady decline until it exhausts around 
Round = 1000 . It considers multi-parameter heterogeneity for selection of cluster 
heads over a fixed probability-based process followed by LEACH which accounts 
for a more stable decline in node population. Next, DEEC uses individual node 
epochs for cluster head selection based on energy which controls a consistent energy 
dissipation pattern and thus performs better.

The result shows a significant improvement in prolonging network lifetime for 
the proposed algorithm and efficient dissipation of energy in terms of a longer sta-
bility period. This is because proposed cluster head selection process uses a unique 
individual probability value for each node in order to shortlist eligibility for cluster 

Fig. 3   Comparison of network lifetime
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heads after which a multi-parameter-weighted scalarization function is used to final-
ize the selection based on function value.

This ensures a more optimal two-level cluster head selection process. As a direct 
improvement in implementing the scalarization function, a novel weight selection 
process is also introduced and utilized which increases certainty of optimality in the 
selection process.

Figure  4 gives the data received at base station in case of mentioned proto-
cols. LEACH which has the quickest node death and decline has limited its net 
data at base station, lower than the rest of the protocols. It has stable increase in 

Fig. 4   Comparison of data received at BS

Fig. 5   Comparison of lifetime and data
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data transfer till Round = 600 around which it has minimal nodes left alive and 
hence data at base station become static and constant. Heterogeneous clustering 
algorithm has steady rise and higher net-data transfer until Round = 1000 , which 
is around when the network energy exhausts and data stagnates as a constant. 
DEEC and proposed algorithm have similar rate of data transfer until just before 
Round = 800 . This is when the steady node death for DEEC starts to arise, and 
proposed algorithm has extended stability period beyond this round. The data rate 
is similar until this point due to the upper hand of energy calculation and prob-
ability shortlisting which is initially crucial during CH selection. Using weighted 
scalarization function helps in more optimal selection and extending the stability 
period. There is hence a notable boost in total data transmission.

Figure 5 gives the network lifetime against data at BS. This helps to simulta-
neously understand how extension of lifetime directly affects and increases the 
data throughput as well after these have been individually compared in terms of 
protocol functioning previously. LEACH can be seen to have steadiest node death 
decline curve with the least data received at base station, and the proposed algo-
rithm is shown to have largest stability period as well as net data transmitted at 
base station.

Figure 6 gives data at base station against system energy. It can be observed from 
the plot that for each algorithm, the overall initial network energy value is equal 
as per the defined node parameters. Normal nodes out of a total of 100 nodes have 
0.25  J energy and the advanced nodes have 0.5  J energy. As this network energy 
decreases to reach zero joule, there is a large variation in total data received at the 
base station for each protocol.

Numerically, the value for proposed algorithm is up to three times when com-
pared to the heterogeneous clustering algorithm. This plot points out it is important 
to understand that while all algorithms start with the same network energy, the net 

Fig. 6   Comparison of data and system energy



14288	 V. Jha, R. Sharma 

1 3

data received at base station in case of preexisting algorithms lags that of the pro-
posed algorithm.

This clarifies energy dissipation pattern for the protocols wherein starting from 
a common value of initial network energy, as the protocol reaches exhaustion, and 
net energy of zero joule, the individual data received at base station gives the per-
formance measure. This shows the impact of the choice in protocol which directly 
affects efficiency of a network with any given initial energy.

4.2 � Case‑2: multi‑level heterogeneity

The multi-level heterogeneity simulation has been carried out by setting up varying 
energy levels within nodes of the network for all the protocol implementations. On 
comparing network lifetimes as obtained in Fig.  7, the proposed algorithm in the 
multilevel heterogeneity environment does not perform as well as it was for a two-
level heterogeneity environment.

This can be attributed to the fact that proposed algorithm considers multiple 
parameters in CH selection; however, a high variability in energy alone as a param-
eter, skews the weighted selection process toward a higher dependency on initial 
energy values. The data transmitted to base station shows slightly better perfor-
mance than the two-level heterogeneity environment as shown in Fig. 8.

This is because due to higher variability in energy levels, some remaining nodes 
with high energy survive toward the end which can transfer more data as compared 
to two-level heterogeneity.

In Fig. 9, comparison is performed of the data received at base station with all 
simulations beginning with the same system energy. This figure is an extension of 
Fig.  6, wherein the multi-level proposed algorithm has been added to the plot in 
order to draw a comparison between the versions of heterogeneity.

Fig. 7   Comparison of network lifetime
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In this case as well, the initial energy of the network for all protocols in com-
parison is equal, and as the energy dissipates to zero joule for the network, each 
protocol can transfer some net data value at the base station. The net data for multi-
level heterogeneity simulation first lags when compared to two-level heterogeneity 
as nodes decline at a steeper rate for the former. After a certain point, at a lower 
energy level after less than half of system energy remains, multi-level heterogene-
ity surpasses the throughput of the two-level heterogeneity simulation. Thus, it sur-
passes the improvement in thrice the net data in case of heterogeneous clustering 

Fig. 8   Comparison of lifetime and data

Fig. 9   Comparison of data and system energy
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algorithm which was seen in case of two-level heterogeneity. This is justified by 
multiple energy levels of which certain high energy nodes survive to transfer greater 
data toward the end. Overall, both the variations in the simulation provide a more 
efficient energy dissipation, increase in network lifetime as well as throughput when 
compared to preexisting protocols with which comparisons have been drawn.

5 � Conclusion

The presented paper proposes an algorithm for optimization of the clustering pro-
cess in weighted scalarization-based clustering algorithms in wireless sensor net-
works, focusing on crucial WSN challenges- prolonging network lifetime and 
enhancing throughput.

A model for cluster head selection process is proposed that computes distributed 
and unique node probability for each node within the network individually, used 
for shortlisting eligible cluster head nodes. This is the first level of selection that is 
applied on the node set. This is followed by computation of a weighted scalarization 
function that quantifiably measures and allocates a value to each eligible node. This 
function is multi-parameter-based wherein the parameters used are distance to base 
station, expected lifetime of CH, average of lifetimes of cluster member nodes and 
maximum power consumed by a member node. An optimal number of cluster heads 
with least value of the function are chosen as cluster heads.

Within this process, a novel weight selection procedure to be utilized by the 
weighted scalarization function is also introduced based on analytical hierarchy pro-
cess and calculates quite accurately the optimal weight values for node parameters. 
This is one of the main reasons for the enhanced network lifetime and throughput 
results for the proposed algorithm as it tackles a pervasive problem of prioritized 
manual weight selection in weighted scalarization function through this process. 
The results obtained in simulation show greater throughput at base station, with an 
increase of close to 30% and an increase of 20% in the network lifetime, as meas-
ured by last node death. This is in comparison with the considered base protocol of 
DEEC and other protocols based on similar implementation. However, due to incor-
poration of node characteristic heterogeneity as well as scalarization weight man-
agement, the efficiency of the proposed algorithm in terms of energy as well as data 
is observed.

The presented work shows the ability of multi-parameter optimization techniques 
using weight selection processes to have significant impact on enhancement of wire-
less sensor network lifetime and energy utilization. However, in this study only four 
parameters have been considered for node heterogeneity. It is expected that an even 
more thorough analysis for heterogeneity can be done by considering a wider set of 
node heterogeneity parameters. A future scope for this study includes determination 
of a universal function that can be used for calculating fitness of nodes by consider-
ing multiple node heterogeneity parameters. AHP uses certain network performance 
indicators for determining parameter preference and weight assignment. Thus, it has 
a dependency on the accuracy of measurement of these performance metrics as well 
as the choice of the metric itself.
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As a future scope, prediction models for calculating optimal weights might prove 
to be an advancement to the proposed work. Therefore, it is suspected that there is a 
scope to use newer techniques and study their application on weighted scalarization 
function-based clustering algorithms. Further, parameters based on varying node 
characteristics such as memory and power may be involved in the multi-parametric 
optimization and may be extended in this manner in future work.
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