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Abstract
While several Mobile Sink (MS)-based data gathering methods have been proposed 
for Wireless Sensor Networks, most of them are less adaptive to changes in net-
work topology, and the planned MS trajectory cannot be refined to accommodate 
node failures. Hence, a KD-Tree-based scheme (KDT) is proposed, which is an 
adaptive and robust algorithm that reduces network energy consumption and data 
gathering delay. In contrast to many existing algorithms, the number of Rendezvous 
Points (RPs) are assigned dynamically by prioritizing the nodes’ coverage. Overlap-
ping coverage of RPs is minimized, while guaranteeing 100% coverage of nodes. 
KDT is adaptive to network topology changes, and the planned MS trajectory can 
be refined to accommodate node failures. The shortest MS path is found using Ant 
Colony Optimization. Simulation results show that KDT requires approximately half 
the number of RPs and about 13% reduction in MS travel time compared to existing 
schemes.

Keywords Wireless sensor networks · KD-tree · Travel route planning · Trajectory 
design · Data gathering · Mobile sink · Ant colony optimization

1 Introduction

Wireless sensor actuator networks (WSANs) consist of several nodes that can sense 
aspects of the physical environment and actuators that can act upon the incoming 
sensing data [1, 2]. Typically, sensor nodes are small resource constrained battery 
powered devices that observe phenomena to acquire data, while the actuators are 
resource-rich entities that can take action to change aspects of their environment 
based on incoming data. This interaction forms a closed-loop system in the WSAN 
which allows for a wide range of applications through computation and control in 
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large scale networks [3–5]. WSANs are emerging as a new generation of Wireless 
Sensor Networks (WSNs), and they face much of the same challenges. Sensor nodes 
are typically deployed to cover a predetermined geographical area, and after some 
network processing, forward the data to a fixed sink via multi-hop routing [6]. How-
ever, this approach can give rise to many issues. Sensor nodes have limited energy, 
and it is critical to keep energy consumption as low as possible. But multi-hop rout-
ing causes a significant increase in energy consumption to relay data from other 
nodes and forward them to the sink node. Data forwarding causes uneven energy 
distribution as the nodes closer to the sink must forward data from all over the net-
work, which means that nodes closer to the sink use considerably more energy than 
those situated farther away. Depending on the routing method, these nodes may rap-
idly deplete their energy and die out, while other nodes survive for a longer time. If 
that happens, the network becomes disconnected and results in the sink hole prob-
lem [7, 8].

Nowadays, a common solution is to use an actuator in the form of a Mobile Sink 
(MS) which moves through the network and collects the data, thereby removing the 
need for excessive data forwarding [9, 10]. With this, sensors consume less energy 
because data forwarding is minimized, and energy distribution is more balanced 
because of the reduction of routing overhead. Even if part of the network becomes 
disconnected for any reason, the MS can still reach those sensor nodes and gather 
data from them. On the other hand, this solution also introduces a new set of design 
challenges. MS needs time to travel to sensors and gather data from them which is 
called the data gathering delay. It consumes more time to gather data than the tra-
ditional multi-hop routing as the velocity of a MS is slower than transmission time 
by several orders of magnitude. Therefore, it is important to have the shortest travel 
route possible in order to improve the network lifetime and to reduce the latency 
in data collection. Also, the route must be carefully designed to ensure that sensor 
nodes will be within communication range of the MS at some point on the tour so 
that they can upload their data in single hop communication, which will in turn con-
tribute to maximizing the network lifetime. Even though researchers have studied 
this problem from various aspects, most of the algorithms are not adaptive to any 
changes in network topology, and the planned MS trajectory cannot be refined to 
accommodate node failures.

Motivated by this, an adaptive and robust algorithm called KD-Tree-Based 
Scheme (KDT) is proposed to reduce network energy consumption and minimize 
data gathering delay. The algorithm is adaptive to any changes in network topol-
ogy, and the planned MS trajectory can be refined to accommodate node failures. 
In contrast to many existing algorithms, the number of Rendezvous Points (RPs) 
are not pre-decided; it is assigned dynamically depending on the number and 
location of deployed nodes. This allows to create shorter travel routes and mini-
mize data gathering latency. Moreover, instead of polling points, RPs are set to 
unique geographical positions to enable the MS to access as many sensor nodes 
as possible in a single hop communication, eliminating the need for data forward-
ing and, as a result, allowing sensors’ resources to be conserved. In this work, 
a KD-Tree search-based algorithm (KDT) to help with locating the best posi-
tions of RPs. First, the KD-tree is constructed based on node deployment in the 
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sensor field [11, 12]. With the help of the KD-tree, the positions of nearby sen-
sor nodes are efficiently searched to allow the placement of RPs at best locations 
to cover the maximum number of sensor nodes. This allows the sensor nodes to 
require only single hop communication to upload their data to the MS, which 
also reduces the energy consumption across the whole network. To ensure that 
overlapping coverage of RPs is minimized and to prevent outliers on the edge of 
the sensor field, the RPs are initially located on the edge of the sensor field, and 
then moved inwards. When the position of the RPs is finalized, Ant Colony Opti-
mization (ACO), which is effective in solving optimization problems, is utilized 
to find the shortest path for MS to gather data. This paper provides the following 
contributions.

– An adaptive and robust algorithm is proposed in which the number of RPs are 
not predetermined, but dynamically allocated as needed based on sensor deploy-
ment. This allows the location and number of RPs to easily adapt to changes in 
the network topology.

– The algorithm reduces the number of RPs when node failures are detected allow-
ing it to create shorter travel routes and minimize data gathering latency.

– Extensive simulations show that KDT effectively reduces data gathering time 
while also minimizing communication energy consumption as compared to simi-
lar recent algorithms.

The rest of the paper is organized as follows. The existing data gathering schemes 
are reviewed in Sect. 2. Then, the problem statement is discussed in Sect. 3. Next, 
the steps of the proposed algorithm are detailed in Sect.  4. Section 5 discusses 
the simulation experiments and their results. Finally, Sect. 6 concludes this paper. 
Table 1 summarizes the notations used in this paper.

Table 1  Table of abbreviations Notation Definition

WSN Wireless sensor network
ROI Region of interest
RP Rendezvous point
R
s

Sensing range
R
c

Communication range
SP Starting point
SN Sensor node
MS Mobile sink
ACO Ant colony optimization
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2  Related work

In recent literature, there have been many proposed solutions on how to design 
trajectories for effective data gathering in a WSN environment with a mobile 
sink. Solutions include such techniques as game theory, evolutionary algorithms, 
approximation heuristics, and optimization techniques [9]. The authors of [13] 
introduce an algorithm called multi-hop weighted revenue which aims to mini-
mize the latency of data collection in multi-hop networks with the help of a MS. 
By considering the volume of concurrent uploaded data, as well as the planned 
path length and number of neighbors, the algorithm creates a weighted metric 
which can be used to rank the deployed sensor nodes for their eligibility as poll-
ing points. After polling point selection, an approximate algorithm is run for the 
traveling salesman problem (TSP) to find the shortest moving tour for the MS. 
Meanwhile, in [14], the authors aim to minimize the data delivery latency in a 
WSN by employing a MS. First, the anchor points for the MS are placed on the 
edge of nodes’ communication range to shorten the MS traveling route. Further-
more, sensor nodes upload their data to the MS with time division slots. The 
authors formulate the delay latency minimization problem as an integer program-
ming problem and solve it using three heuristic algorithms.

While these heuristic approaches reduce data delivery delay, they fail to pri-
oritize reduction of energy consumption. The proposed algorithm differs in that 
it guarantees single hop communication for all nodes, thus reducing overall 
network energy consumption. In [15], the authors present a game theory-based 
route selection technique. It is a distributed method in which the MS gathers 
data by selecting rendezvous points using game theory and then planning a tra-
jectory using ant colony optimization. The presented algorithm aims to reduce 
energy consumption and data delivery delay. Meanwhile, the authors of [16] pre-
sent three different path planning algorithms based on application requirements: 
Reduced Energy Path (REP), Reduced Delay Path (RDP), and Delay Bound Path 
(DBP). In [17], the authors propose a grid-based scheme in which a virtual grid is 
constructed. It is then used to map the geographical locations of the sensor nodes 
and the MS to virtual addresses. Cell heads are elected for each grid, and they are 
responsible for forwarding sensed events to the MS. The authors claim that net-
work energy consumption is decreased by utilizing this hierarchical functionality 
with optimal grid sizes. Meanwhile, the authors of Wang et  al. [18] propose a 
clustering method for the sensor nodes followed by a MS touring the elected clus-
ter heads. Clustering is performed using an improved artificial bee colony (ABC) 
algorithm. Factors such as the cluster heads’ energy, density, and locations are 
considered to solve the clustering problem. Then, ant colony optimization (ACO) 
is used to determine the tour between the cluster heads and base station. On the 
other hand, the authors of Park et al. [19] introduce an iterative clustering method 
which focuses on the problem of “hotspots” that form if sensors are deployed 
more densely in some areas compared to others. The algorithm considers sen-
sor density and residual batteries of sensors to find a suitable number of clus-
ters. Then, the clusters and cluster heads are further segmented into sectors which 
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are assigned to one MS each. After that, ACO is applied to each sector to find 
the shortest trajectory for each MS. Conversely, the authors of Wang et al. [20] 
perform data fusion using a neural network to improve WSN performance. To 
accomplish this, the sensor field is partitioned into virtual grids. Then, cluster 
heads (CHs) are chosen, and data fusion is carried out on the CHs by utilizing a 
pretrained neural network. A mobile collector is then dispatched to gather infor-
mation from the CHs.

While clustering achieves many goals, it also introduces overhead for the nodes 
that need to collaborate and elect a cluster head. In this work, this overhead is elimi-
nated by selecting RP locations without the need for clustering. These locations are 
selected such that sensor nodes can send data directly to the MS in a single hop. The 
authors of Han et al. [21] propose that the MS should gather data both when it is 
stopped and when it is in motion. They named these communication phases as Park-
ing Communication and Moving Communication, respectively. In their paper, they 
aim to maximize the amount of data collected by the MS in these two communica-
tion phases. They formulate the problem as two different optimization models under 
varying constraints. Although the presented algorithm reduces data delivery delay, 
data gathering is only maximized under the limited constraints presented. It does 
not guarantee that data will be collected from all the sensor nodes. The authors of 
Gao et al. [22] discuss a travel route planning schema with a mobile collector (TRP-
MC) in which they present the path planning problem as a coverage problem. The 
Sojourn Points (SPs) of the mobile collector (MC) are represented by their location 
and the communication range of the MC. The coverage problem is then defined so 
that the SPs must contain as many sensors as possible. Sensor nodes within com-
munication range of a SP can relay their data to the MC in a single hop. To optimize 
the location of the SPs, Particle Swarm Optimization (PSO) is used. Then ACO is 
utilized to determine the shortest loop through the SPs. The route is planned only 
once at network startup and remains the same throughout the network’s lifetime. In 
[23], the authors propose an ACO-based algorithm (ACO-MSPD) for selecting the 
RPs and planning the MS tour. The work utilized directed spanning tree to find the 
forwarding load of each nodes. They adopt re-selection of rendezvous points to bal-
ance the energy expended by the nodes and aim to maximize the network lifetime 
and minimize the data collection delay. Donta et al. [24] put forward an extended 
version, called extended ACO-MSPD (eACO-MSPD). They introduced the use of 
virtual RPs to reduce the data transmission communication between the nodes and 
RPs. The results indicate that eACO-MSPD performed better in terms of energy 
consumption and lifetime than the existing approaches. In [25], the authors consider 
the problem of data gathering in a WSN whose MS has limited mobility. To opti-
mize network performance in such a case, the authors prioritize prolonging network 
lifetime and maintaining an acceptable performance with respect to data gathering. 
In their work, the network region is represented by a graph in which sensor nodes 
within the same grid are considered as a single unit. Then, each grid is assigned 
its own sub-sink according to a heuristic algorithm. Their proposed data gather-
ing scheme considers the energy efficiency of hierarchical sub-sinks as well as the 
communication range of the nodes. The work in [26] utilize multi-objective PSO 
to reduce the MS tour length and balance the load of RPs. Potential stop points are 
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selected within the overlapping communication range of nodes, instead of nodes’ 
locations. Then, a path encoding method is designed to generate the MS path that 
contains an unfixed number of stop points. The results indicate that it performs bet-
ter in terms of expended energy, data delivery latency, and lifetime of WSN. In [27], 
the initial selection of RPs is based on distance between two adjacent RPs and data 
packets count. Convex polygon is utilized for trajectory planning of MS. In [28], the 
authors perform the clustering using a kd-tree-based algorithm to maintain equal 
energy utilization among the nodes. The authors of Dash et  al. [29] introduce an 
algorithm for designing a data gathering tour that aims to minimize data gather-
ing delay. It works by considering deployed sensors’ locations and communication 
overlaps as well as data availability. The authors propose that higher data collection 
can be achieved in less time by optimizing the speed and data receiving schedule 
of the MS. Specifically, the communication disks of the sensors divide the sensing 
field into faces. The communication overlap between sensors forms intersection sets 
that are considered potential faces to be visited by the MS. The set of faces with the 
highest communication coverage are selected as visiting faces. The visiting points 
are calculated as the center of the boundary points of each visiting face. If it is an 
isolated sensor, then the position of the sensor is the visiting point. The MS follows 
a path through all the visiting points.

As seen from the previous researches, a lower number of RPs is preferable 
because fewer stop points means a shorter travel route and lower data gathering 
delay. However, this can cause several sensor nodes to be left uncovered by a RP, 
and the rest of the sensors must resort to multi-hop communication to get their data 
uploaded to the MS, which, in turn causes network energy consumption to increase. 
Also, the total trip time of the MS is affected by the traveling distance and number 
of RPs. Therefore, a robust and adaptable algorithm that reduces network energy 
consumption and minimizes data gathering delay is proposed. KDT selects the posi-
tion of RPs by prioritizing the coverage of all sensors with reduced count of RPs 
and minimum RP coverage overlap. KD-tree-based strategy is utilized to efficiently 
query sensor node positions and enhance RP locations. Unlike many similar algo-
rithms, the number of RPs are not predetermined; they are dynamically allocated 
based on the number and position of deployed sensor nodes such that a minimum 
number is selected that can provide full coverage of sensors. As such, the algorithm 
can adapt to any changes in network topology and modify the planned trajectory of 
the MS in response to sensor node failures. Furthermore, RPs are set to specific geo-
graphical locations rather than polling points to allow the MS to reach as many sen-
sor nodes as possible in single hop communication, thus reducing the need for data 
forwarding and subsequently allowing sensors’ energy to be conserved. Comparison 
of the discussed related works is summarized in Table 2.

3  Problem statement and system model

While several MS data gathering methods have been proposed in literature, these 
methods fall short on either data delivery time or communication energy consump-
tion or both. In addition, the algorithm must be capable of adapting to network 
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topology changes and should allow modifying the planned MS trajectory in response 
to node failures. Hence, a KD-Tree-based scheme (KDT) is proposed to pinpoint the 
best locations for MS to stop and gather data in such a way that it reduces network 
energy consumption and minimizes data gathering delay. RPs are set to unique geo-
graphical positions to enable the MS to access as many sensor nodes as possible in a 
single hop communication, eliminating the need for data forwarding and, as a result, 
allowing sensors’ resources to be conserved. The objective of the path planning 
algorithm is to plan a trajectory for the MS that allows it to collect data from most 
of the sensor nodes in single hop communication and thereby effectively reducing 
the network energy consumption. Unlike many existing algorithms, the number of 
RPs are not predetermined; they are dynamically allocated based on the number 
and location of deployed nodes. The algorithm can, thus, adapt to network topol-
ogy changes and modify the planned MS trajectory in response to node failures. The 
planned trajectory can be updated to account for any nodes that fail due to energy 
depletion or other factors. These nodes should be removed from the planned path 
so that the total path distance can be reduced and data gathering delay minimized. 
Moreover, positioning of RPs focus to prioritize coverage of all sensors. Overlap-
ping coverage of RPs is minimized, while guaranteeing 100% coverage of sensors 
by RPs. The shortest tour through the RPs is found through Ant Colony Optimiza-
tion (ACO).

The network model consists of a square sensing region in which N sensor nodes 
are deployed for continuous monitoring. Their communication range ( Rc ) is dou-
ble their sensing radius ( Rs ). It is assumed that all nodes are aware of their loca-
tion and the location of their one-hop neighbors via GPS or some other localization 
approaches [30, 31]. Nodes are initially deployed in such a way that they cover the 
entire region of interest [32, 33]. Sensor nodes have a limited amount of energy, and 
they fail to operate when their energy runs out. A mobile sink (MS) is employed 
to follow a calculated trajectory and collect data from the deployed sensor nodes. 
It moves at a fixed velocity (v) and stops at specified locations in the planned tra-
jectory—called rendezvous points (RPs)—to communicate with the sensors in the 
vicinity. RPs are dynamically determined as needed based on sensor deployment. 
The sensors upload their sensing data, their battery level, and their location. The 
communication range of the MS is the same as that of the deployed sensors.

4  Proposed KDT scheme

In this section, the path planning algorithm (KDT) that consists of two phases is 
discussed: (i) KD-Tree-based selection of rendezvous points (Sect.  4.1) and (ii) 
ACO-based route planning for MS (Sect.  4.2). The first phase is concerned with 
determining the best number and location of RPs. It relies on nearest neighbor and 
range searches with the help of a KD-Tree for efficient searching [11]. Ideally, the 
RP locations should allow the MS passing through these locations to communicate 
with the maximum number of sensor nodes in a single hop. The second phase aims 
to construct an efficient tour for the MS, whereby it can visit all the assigned RPs in 
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the shortest time possible. Ant Colony Optimization (ACO) is utilized to find the 
shortest path through RPs [34]. Figure 1 shows the flowchart of the KDT algorithm.

4.1  KD tree‑based RP selection (Phase‑I)

In this phase, constructed KD-tree structure is utilized to determine the best loca-
tion for the RPs. As shown in Fig. 2, the problem of RP positioning is considered 
as a coverage problem in order to maximize the number of sensors enclosed by the 
radius of a RP. This radius represents the communication range of the MS when it is 
positioned at that RP’s location. Therefore, any sensor node that lies inside of an RP 
radius will be able to communicate with the MS in a single hop at some point during 
the tour. On the other hand, it is required to consider that for each RP, the MS must 
pause to wait for data uploads, which means that as the number of RPs increases, the 
data gathering delay will also increase. Therefore, it is desirable to utilize the mini-
mum number of RPs that still ensures all sensor nodes fall within a RP radius. The 
basic steps of Phase-I are summarized in Algorithm 1.

The first step is to construct the KD-tree to enable efficient searching of the 
deployed sensor nodes. Each sensor node location is considered as one data point. 
Figure 3 shows an example of a KD-tree constructed based on the deployed sensors’ 
locations. This data structure can be used to speed up queries for k-nearest neighbors 
or even searches within a specific range. The KD-tree is constructed recursively by 

Fig. 1  Flow diagram of proposed KDT algorithm
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continually splitting a node into two children and allocating the points to the appro-
priate children [11, 35]. Once the KD-tree is constructed, queries can be used to find 
the most suitable RP locations like those shown in Fig. 2. Figure 2 illustrates the 
RP positioning (posed as coverage problem) with blue dots representing the sensor 
nodes, and the large red circles representing the RP coverage.

The best location for each RP is determined by a looping algorithm. To start 
each round, a starting point (SP) is selected. For the first RP in the algorithm, 
the sensor node (SN) that is closest to the origin point (0, 0) is considered as the 
starting point. The selected origin point is the bottom-left corner of the region of 
interest (ROI). If it is not the first RP in the algorithm, then the SP is determined 
by starting with a range search query. Then data points within range of the previ-
ous RP center is checked, where the range is set to 2Rc . However, if there are no 
points within this range, then the query is replaced with a nearest neighbor search 
to find a small number of neighbors. Whichever query is used, the result is a set 
of candidates for a SP. From these candidates, farthest from the ROI center is 

Fig. 2  RP positioning posed as coverage problem (blue dots represent sensor nodes, and the large red 
circles represent RP) (color figure online)

Fig. 3  KD-tree dividing the sen-
sor field based on sensor node 
locations
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selected to be the SP for the next round; that is, the candidate whose Euclidean 
distance from the ROI center is maximum. This is to ensure that RPs are created 
on the edge of the ROI first, which helps in preventing outliers as the algorithm 
progresses. 

Once the SP is determined, all nodes within the radius Rc are queried in order to 
calculate the centroid of the resulting nodes via Eq. (1), where k is the number of 
data points within the radius Rc , and xk and yk are the coordinates of the k-th point.

The resulting centroid is the tentative RP location which is illustrated in Fig. 4a. To 
enhance this location, repeated search for the closest sensor nodes that aren’t cov-
ered by this RP is performed. If the RP location can be modified to cover an extra 
sensor node while also maintaining coverage of the previous nodes, then it is moved 
to the new location (Fig. 4b).

To do this, it is required to calculate the distance and direction in which to 
move the RP center. First, the nearest neighboring node that is not covered by the 

(1)
(
Cx =

x1 + x2 +⋯ + xk

k
,Cy =

y1 + y2 +⋯ + yk

k

)
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current RP is queried; it’s coordinates will be denoted (xnn, ynn) . Then, the direc-
tion vector (vdir) is computed by Eq.  (2), where (xc, yc) denotes the current RP 
center.

Next, the allowable distance is determined to move in the given direction that will 
ensure that the sensor nodes already within the current RP are not uncovered. This 
is done by first finding the distance from every covered SN within the current RP 
to the RP radius edge in the opposite direction of vdir . The minimum of these is the 
allowable distance da . Finally, the moving distance dmov is found by Eq. (3).

If dmov < da , then the RP center location is moved with distance dmov and direction 
vdir . When the RP location cannot be moved further, the location is considered to 
be the best. After that, the sensor nodes within the current RP are removed from all 
future queries and the algorithm starts the next round to find the next RP. Figure 5a 
shows the RP locations without enhancement, and Fig. 5b shows the RP locations 
after enhancement.

(2)vdir =

[
xnn − xc
ynn − yc

]

‖‖‖‖
xnn − xc
ynn − yc

‖‖‖‖

(3)dmov =

(√
(xnn − xc)

2 + (ynn − yc)
2

)
− Rc

Fig. 4  a Tentative RP location, b modified location on the right, (blue dots represent sensor nodes, and 
the large red circles represent RP) (color figure online)
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4.2  ACO‑based route planning for MS (Phase‑II)

After the best RP locations are determined, the shortest route to visit each location 
needs to be determined. The MS will visit each RP center by following the des-
ignated route and pausing to collect data from the sensor nodes at each location. 
Sensor nodes will upload their sensing data as well as their battery level. Then, the 
MS returns to the base station to upload the gathered data and to receive an updated 
route for the next round if needed.

ACO is an established algorithm well-known to be suited for the Traveling Sales-
man Problem, which is defined as finding the shortest closed path through a given 
set of data points [36]. The set of RP centers can be modeled as a fully connected 
undirected graph and is denoted as G = ⟨V ,E⟩ ; where V is the set of vertices rep-
resenting the RP centers, and E is the set of edges connecting them. These edges 
are weighted by the Euclidean distance between the vertices that they connect. The 
basic steps of Phase-II are summarized in Algorithm 2. ACO is executed in the fol-
lowing steps: 

1. The starting location of m ants is initialized randomly to be at any of the n avail-
able RPs. For each edge (i, j), initialize its pheromone concentration �ij(t) to be a 
small positive constant. Δ�ij is initialized to zero.

2. Each ant selects the next RP to visit based on edges’ distance and pheromone 
concentration. The ant cannot select an RP that it has already visited. Selecting 
a particular edge, (i, j) has a probability pk

ij
(t) calculated by Eq. (4). �ij represents 

the pheromone concentration on that edge. �ij represents the destination visibility 
for the current ant, and it is calculated by the reciprocal of distance between RPi 
and RPj . � is a parameter that tunes the importance of the pheromone concentra-
tion, and � is a parameter that tunes visibility. Meanwhile, the set allowedk rep-
resents the RPs that have not yet been visited by the k-th ant. 

Fig. 5  RP locations with no enhancement are shown in a. Enhanced RP locations are shown in b (blue 
dots represent sensor nodes, and the large red circles represent RP) (color figure online)
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3. After moving to the chosen destination, the current tour length is updated by 
Eq. (5), where lij is the distance between RPi and RPj . bij is a Boolean described 
by Eq. (6). 

4. The pheromone concentrations are all updated when a tour is completed. Any 
edges (i, j) that have been visited by the k-th ant in its tour are updated according 
to Eqs. (7)–(9); in which � controls the evaporation rate of pheromones on the 
trail, Q is a constant, and Δ�k

ij
 is the pheromone concentration laid by k-th ant on 

edge (i, j) between time t and (t + 1) . 

5. Steps 1–4 are repeated until the maximum number of iterations is reached.

(4)pk
ij
(t) =

�
[�ij(t)]

� [�ij]
�

∑
k∈allowedk

[�ik(t)]
� [�ik]

�
if j ∈ allowedk

0 otherwise

(5)Lk =
∑

i,j∈RP,i≠j

lijbij

(6)bij =

{
1 if k -th ant has used edge (i, j) in its tour

0 otherwise

(7)�ij(t + 1) = ��ij(t) + Δ�ij

(8)Δ�ij =

m∑

k=1

Δ�k
ij

(9)Δ�k
ij
=

{
Q

Lk
if k-th ant used (i, j) between t and t + 1

0 otherwise
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5  Simulation results and analysis

In this section, the performance of KDT is evaluated in terms of number of ren-
dezvous points per tour, data delivery delay, and energy consumption. The results 
are compared with the following MS based data gathering algorithms: TRP-MC 
[22] and CTOS [29]. The following subsections discuss the simulation environ-
ment and experimental results.

5.1  Simulation environment

The simulations presented in this paper were implemented in MATLAB R2015a. 
A 300 × 300 m square region of interest is considered, and the number of nodes is 
taken in the range of 90–300. The sensing radius of the sensors is 25 m, and their 
communication radius is 50 m. The communication radius of the MS is taken as 
50 m. The MS moves with a fixed velocity of 2 m/s and stops at each RP for 5 s. 
According to the distance between the transmitter and the receiver, the energy 
consumption is measured by radio energy dissipation model [16]. The energy and 
communication models adopted in this paper are similar to Alsaafin et  al. [16]. 
The energy consumed by the transmitter or receiver electronic circuitry ( Ee ) is 
given by 50 nJ/bit while that of the transmitter amplifier ( Ea ) is 100 pJ/bit/m2 . 
To make the comparison better, other parameters used are similar to that of Gao 
et al. [22] and Dash et al. [29]. Different parameters used in the study are shown 
in Table 3.

5.2  Simulation results

The results of the simulation experiments are evaluated based on different perfor-
mance metrics as given below.

– Number of selected RPs: this metric evaluates the count of RPs selected for plan-
ning the MS path under different algorithms

– Overlap in RP coverage: it is the measure of overlap in coverage of RPs (or 
redundant coverage)

– Ratio of sensors covered by at least one RP: the number of sensors covered by 
RPs directly impacts the energy consumed by sensors for communication pur-
poses. This metric evaluates the ratio of covered sensors by the RPs.

– MS travel distance: gives the total distance of the MS’ planned route for a vary-
ing number of sensors.

– Total trip time of the MS: this evaluates the time taken by the MS to complete its 
trip, which is influenced by two major factors: traveling distance and number of 
RPs.
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– Total energy consumption: it is the cumulative energy consumed by sensors in 
communication.

5.2.1  Comparison: number of selected RPs

Figure 6 shows the number of rendezvous points that the MS will visit in order to 
gather data from the sensors. A lower number of RPs is preferable because fewer 
stop points means a shorter travel route and lower data gathering delay. For TRP-
MC, the number of RPs is predetermined at network startup and remains constant 
for the rest of the network’s lifetime. Meanwhile, both CTOS and KDT have a 
dynamic number of RPs that changes based on the number of sensors in the field. 
For both algorithms, the number of RPs steadily decreases as the number of sen-
sors decrease. However, CTOS creates many more RPs than the other algorithms 
for the same number of deployed sensors. This is because CTOS selects RPs based 
on intersecting regions of the sensors’ communication ranges. Furthermore, there is 
no functionality for adjusting RP positions, and therefore, more RPs are needed to 
achieve full coverage of all the sensors.

5.2.2  Comparison: overlap in RP coverage

Figure 7 illustrates the overlap in RP coverage. Ideally, RP positions should be 
selected such that they can achieve full coverage of all deployed sensors while 
minimizing the overlap between RPs. This is because the RPs are the locations 
where the MS will stop and wait for sensors to upload their data. If there is over-
lap in RP coverage of the sensors, then their positions are not the best because 
there exists redundant coverage of the sensors. This can lead to a longer travel 
path and higher data gathering delay.

From Fig. 7, it is clear that TRP-MC has the lowest overlap ratio. It uses Par-
ticle Swarm Optimization to optimize the locations of the RPs and minimize 
their overlap. However, there is a trade-off between overlap and sensor coverage. 
Figure  8 shows that, by prioritizing overlap minimization in TRP-MC, sensor 
coverage suffers as a result. Meanwhile, CTOS does not consider RP overlap 
at all, and the overlap ratio goes as high as 80%, which is extremely redundant. 

Table 3  Various parameters and 
their values

Parameter Value

ROI 300 × 300 m2

Number of nodes 90–300
Sensing range 25 m
Communication range 50 m
Communication range of MC 50 m
Velocity of MCs 2 ms−1

MC pause-time at PP 5 s
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KDT aims to minimize overlap while guaranteeing full sensor coverage. There-
fore, the RP overlap of KDT may go up to 20% depending on the number of 
deployed sensors.
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5.2.3  Comparison: ratio of sensors covered by at least one RP

The number of sensors covered by RPs directly impacts the energy consumed by 
sensors for communication purposes. If a sensor is covered by a RP, that means it 
can directly upload its data to the MS using single-hop communication. However, 
if a sensor is not covered by an RP, then it cannot upload its data directly, and must 
rely on a neighboring sensor node to forward its data to the MS. This is called multi-
hop communication, and it causes the overall energy consumption in the network to 
increase.

As seen in the previous figure, TRP-MC prioritizes minimizing overlap between 
RPs which causes several sensor nodes to be left uncovered by a RP. TRP-MC 
achieves a maximum coverage of 80% of deployed sensors. The rest of the sen-
sors must resort to multi-hop communication to get their data uploaded to the MS, 
which, in turn causes network energy consumption to increase. Meanwhile, CTOS 
and KDT position RPs to prioritize coverage of all sensors, if possible. Their per-
formance is almost identical in terms of sensor coverage. However, as seen before, 
CTOS employs twice as many RPs to achieve the same result; and this has a detri-
mental effect on travel route length and data gathering time which is shown in the 
next experiments.

5.2.4  Comparison: MS travel distance

Figure 9 illustrates the total distance of the MS’ planned route for a varying num-
ber of sensors. It is important to minimize the planned path length when possible 
in order to minimize data delivery delay. TRP-MC calculates a path only once at 
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network startup; therefore, the path length is steady regardless of the number of sen-
sors. CTOS and KDT dynamically select a path based on the number and position of 
the sensors. As a further analysis, the number of nodes is varied from 90 to 300, and 
the MS travel distance is examined. The results are depicted in Fig. 10. As evident 
from the results, out of the three algorithms, KDT has the best performance, fol-
lowed by CTOS, and finally, TRP-MC.

5.2.5  Comparison: total trip time of the MS

The total trip time of the MS for different algorithms are shown in Fig. 11. It is 
affected by two major factors: traveling distance and number of RPs (Figs. 9 and 
6, respectively). The MS must travel the whole distance at a certain velocity, and 
it stops at every RP to wait for data to be uploaded by the sensors. TRP-MC and 
KDT start with a similar number of RPs, but KDT has a shorter traveling dis-
tance. Furthermore, for KDT, the traveling distance and number of RPs continue 
to decrease as the number of sensors drop. Therefore, the total trip time steadily 
decreases for KDT as opposed to TRP-MC, which remains the same throughout 
the lifetime of the network. For CTOS, the number of RPs is extremely high, and 
the MS must stop at each one for the specified interval, which means that CTOS 
achieves the worst performance of the three algorithms in terms of data delivery 
delay.

5.2.6  Comparison: total energy consumption

Figure  12 shows the total cumulative energy used by sensors for communication. 
Sensors covered by RPs can communicate directly with the MS in a single hop 
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which minimizes energy consumption and prolongs the network lifetime. TRP-MC 
has the highest total energy consumption because many sensors must resort to multi-
hop communication due to being left out of RP coverage. Meanwhile, CTOS and 
KDT maintain close to 100% coverage, and therefore, their energy consumption is 
more efficient. However, from the previous figures, it can be concluded that KDT 

90 120 150 180 210 240 270 300

Number of nodes

200

400

600

800

1000

1200

1400

D
is

ta
nc

e 
(m

)

TRP-MC
KD Tree
CTOS

Fig. 10  Travel distance of the mobile sink with varying number of nodes

5 10 15 20 25 30 35 40 45 50

Number of failed nodes

0

100

200

300

400

500

600

700

800

T
im

e 
(s

)

TRP-MC
KD Tree
CTOS

Fig. 11  Trip time of the mobile sink



13550 Z. Al Aghbari et al.

1 3

achieves high energy efficiency, while dramatically reducing the data delivery delay 
compared to similar algorithms.

5.2.7  Performance analysis

Path planning for data gathering in WSN with MS is an important and challenging 
concern. The network’s performance is heavily influenced by the scheduled path. 
If the planned path is too lengthy, the MS will take a long time to travel, and the 
network will suffer from significant network latency. Many sensors may not inter-
act directly with the mobile collector if the planned path is too short, wasting a lot 
of energy for data forwarding. As a result, scheduling a short path while ensur-
ing better coverage is challenging. The proposed KD-Tree-Based Scheme (KDT) 
not only reduces energy consumption and latency but also is robust and adaptive 
to network topology changes, and the planned MS trajectory can be refined to 
accommodate node failures. A lower number of RPs is preferable because fewer 
stop points means a shorter travel route and lower data gathering delay. The num-
ber of RPs in TRP-MC is specified at network initiation and remains consist-
ent during the network’s existence. Meanwhile, CTOS and KDT both feature a 
dynamic number of RPs that varies depending on the number of sensors in the 
field. The number of RPs for both methods progressively reduces as the num-
ber of sensors decreases. For the same number of deployed sensors, CTOS gen-
erates considerably more RPs than the other algorithms. This is because CTOS 
chooses RPs depending on the intersecting communication ranges of the sensors. 
Furthermore, there is no way to change the location of the RPs. Thus, more RPs 
are required to cover all of the sensors completely. TRP-MC achieves a maxi-
mum coverage of 80% of deployed sensors. The rest of the sensors must resort 
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to multi-hop communication to get their data uploaded to the MS, which, in turn 
causes network energy consumption to increase. Meanwhile, CTOS and KDT 
position RPs to prioritize coverage of all sensors, if possible. Their performance 
is almost identical in terms of sensor coverage (Fig. 8). However, as seen before, 
CTOS employs twice as many RPs to achieve the same result (Fig. 6), which has 
a negative impact on path length and data gathering time which is shown in the 
subsequent experiments (Figs. 9, 11).

6  Conclusion

Efficient path planning plays a significant role in WSN performance. In this 
paper, the best locations for the planned path’s RPs are determined by treating 
it as a coverage problem. A KD-tree is built based on node locations, which can 
then be used for efficient searching. The number of rendezvous points is deter-
mined dynamically by the algorithm such that a minimum number is selected that 
can provide 100% coverage of sensors. Once the number and location of RPs is 
selected, the ACO algorithm is used to connect all RPs in a shortest path loop. 
The MS traverses this path and gathers data from all sensor nodes in single hop 
communications. Simulations show that KDT consistently provides the MS with 
an effective route that can cover all sensors in its communication path. This 
means that KDT achieves high energy efficiency for the sensors and reduces data 
delivery delay when compared to recent algorithms.

In future, the work is planned to be extended to develop new algorithms for 
very large-scale network and also consider non-uniform data constraints of nodes, 
by utilizing multiple mobile sinks. The algorithm will also be analyzed by con-
sidering non-homogeneous sensor nodes in future works. In addition, different 
machine learning models are planned to be analyzed to further optimize the algo-
rithm performance in data gathering and the MS traveling path selection.
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