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Abstract
Inspired by the self/non-self discrimination theory, Forrest et  al. proposed a dis-
tance-based negative selection algorithm (NSA). However, in the detector genera-
tion phase, NSA creates specific antibodies for each antigen based on the mecha-
nism of specific antigen–antibody binding reactions, which lead to an excessive and 
redundant number of detectors. Moreover, during the detection phase, NSA needs to 
calculate the matching degree of the antigen with all the detectors, which has a high 
computational cost and low detection efficiency. This letter presents a novel natural 
killer cell algorithm (NKA) inspired by the mechanism of NK cells constructing 
phenotype detectors based on pathogen dose, which is a non-specific immune mech-
anism. NKA defines dose and phenotype detector, optimizes the detectors based on 
the memory evolution mechanism of phenotype, then establishes k-d tree for the 
optimized phenotype, and pathogens only need to match the dose with the near-
est phenotype detector. Experimental results reveal that NKA can not only achieve 
the best performance through fewer detectors but also has a higher efficiency in the 
training and detection phase, compared with three versions of the distance-based 
NSA algorithms. Meanwhile, NKA generates comparable results compared with six 
popular machine learning algorithms.
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1  Introduction

AIS offers the potential for effective and efficient classification in many fields with 
interesting mechanisms and intelligence including self-learning, self-adaption, self-
regulatory, distributed with self/non-self detection capabilities [2, 16, 21]. Among 
the various mechanisms in the immune system that are explored for AIS, the nega-
tive selection algorithm (NSA) is one of the most used and discussed models [5, 19, 
20].

Negative selection algorithm is a classification algorithm generated by simulating 
the process of T cells to establish adaptive immune memory. It was first proposed by 
Forrest in 1994 [11]. The negative selection theory believes that the immune system 
can distinguish between self and non-self. The immune system does not respond to 
self, but produces an immune response to non-self. The negative selection algorithm 
inspired by this mechanism is divided into two phases—training phase and testing 
phase. The foothold of the training phase is that only mature T cells can build a 
detector based on adaptive immune memory, and the standard for T cell maturation 
is that it cannot recognize self-samples; the idea of the test phase is when the test 
data sample can be matched by the mature T cell detector, it is abnormal, otherwise 
it is normal.

NSA has proven to be effective in classifications including anomaly detection, 
fault diagnosis, computer security, financial domain, medical domain [7, 9, 33, 37, 
41]. However, the original NSA randomly generates candidate detectors that pro-
duce numerous redundant detectors, and hardly cover the entire antibody space. In 
addition, the randomly generated candidate detectors must compare with all the self-
sets; therefore, the inefficient generation of detectors seriously affects the application 
of NSA.

To overcome these defects, many people have made various improvements to the 
algorithm to improve the efficiency and expand the application of the algorithm, 
such as data representation, candidate detector generation and hole repair.

In the first decade of researching NSA, researchers primarily used binary or string 
to represent data, used r-contiguous bits, r-chunks, landscape-affinity matching, and 
used Hamming distance to match the similarity [17]. This type of data representa-
tion limited the application of NSA, mainly because it commanded high computa-
tional costs for generating efficient detectors. In 2002, Gonzalez proposed real NSA 
(RNSA) using distance matching among real-values instead of string matching [18]. 
RNSA rapidly became popular and started to be used in many areas, and it has been 
observed that it performs better than binary NS (BNSA) [19]. RNSA still has limita-
tions, such as the difficulty of choosing appropriate matching rules and determining 
how to handle the dimensionality of the data [20, 26, 27, 42]. In fact, the Euclidean 
distance is still an important matching rule for RNSA at present.

In most early variations of the NSA, candidate detectors were generated ran-
domly, which resulted in many detectors having duplicate coverage and poor 
coverage of the non-self space of detectors. Therefore, researchers tried many 
heuristics, such as using pseudo-randomness and adaptive techniques based on 
evolutionary computation to generate candidate detectors. In 2014, Idris et  al. 
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[22] generated detectors based on local selective differential evolution in the ran-
dom detector generation phase of the NSA; their subsequent work [23] introduced 
particle swarm optimization (PSO) into NSA, optimizing the generation of ran-
dom detectors to achieve maximum coverage in a non-self space. In 2015, Xiao 
et  al. [43] proposed an immune optimization-based real-valued NSA that intro-
duced an immune optimization mechanism and generated candidate detectors 
from far to near in a self-centered layer. Chen et  al. [28] generated an adaptive 
detector radius based on the self-radius distribution, randomly generating a few 
negative detectors at places far and near the self-set, which improved the effi-
ciency of detector generation in 2017. Zhu et al. [47] proposed a Voronoi graph-
based candidate detector generation method to improve the efficiency of detector 
generation. In 2018, Zhang et al. [46] used clonal selection algorithm (CSA) to 
generate initial immune cells within a specified range and executed the clonal 
selection algorithm at the same time. Chikh et  al. [7] used k-means clustering 
and fruit fly optimization algorithm to optimize randomly generated detectors 
during the training phase in 2019. Yang et al. [44] proposed an antigen density 
clustering-based NSA to select non-self clusters and reduce the randomness of 
the detector generation. In 2021, He et  al. [20] improved the negative selection 
algorithm by specifying candidate detector based on hierarchy division. Although 
most of the above-mentioned detector generation methods allow candidate detec-
tors to be generated directionally rather than randomly, the problem of redundant 
detectors covering the antibody space still exists. In other words, these generated 
detectors are deficient in covering non-self regions in the most efficient way. This 
inadequacy results in the hole problem between the detector and the self-space 
due to uncovered non-self space, and these holes indicate classification errors.

In order to repair these holes and maximize detector coverage and efficiency, 
many researchers have focused on optimizing detector distribution and detector 
size determination. Meanwhile, multiple ensemble algorithms are combined into 
NSA for better optimizations; the notable methods are Genetic Algorithm (GA) and 
Fuzzy techniques in this era. In 2006, Gao [12] proposed GA-based NSA to opti-
mize the detectors to occupy the maximal coverage of the non-self space. The limi-
tation of this method is the high computational cost. In 2007, Bakicki [4] proposed a 
better GA-based NSA that introduced a rank based system with multi-objective GA, 
but it was application specific. Wang [40] used GA-based optimization approach 
combined with fuzzy logic, but this method also has limited applicability. Gao used 
clonal optimization [15] and particle optimization [13] in succession to determine 
the detector size. But both method suffered by higher computational cost. In 2008, 
Gao [14] proposed a Neural Network based approach to make NSA adaptive. Luo 
et al. [31] proposed a state graph supported NSA. In 2009, Zeng et al. [45] used an 
innovative technique to adjust the self-radius and evolve the non-self covering detec-
tors to build an appropriate profile of the system. In 2011, Fakhari et al. [8] intro-
duced a self-adaptive NSA to make detector size and position dynamic. Zhang et al. 
[46] generated big-radius and small-radius candidate detectors to make them gradu-
ally cover boundary space between selves and non-selves and reduce the number of 
holes. To sum up, the limitations of these methods are higher computational cost or 
limited applicability.
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This paper proposes a new natural killer cell algorithm (NKA) based on pathogen 
dose inspired by the establishment process of the phenotype detectors of biological 
natural killer.

The main contributions of the present study are as follows: 

1.	 By abstracting the biological mechanism of natural killer cells (NKs), we con-
struct a novel artificial immune system algorithm - natural killer cell algorithm 
(NKA) for classification. The establishment of the phenotype detector of natural 
killer cells is not specific to a certain pathogen, but non-specific to the dose 
of all pathogens with certain characteristics in a certain dangerous zone. And, 
NKA establishes different NK cell phenotypes based on the characteristic dose 
of pathogens;

2.	 The evolution of phenotype detectors stage achieves the purpose of optimiz-
ing the detector through the cloning, tolerance, and extinction operations of the 
phenotype detector, and then establishes a k-d tree for the optimized phenotype 
detectors;

3.	 The specified phenotype detector only needs to be compared with core pathogen 
in the nearest dangerous zone instead of comparing it all the self-antigens in NSA, 
which improves the detector-generating efficiency of the NKA.

The rest of the paper is structured as follows. Section 2 introduces the abstraction 
of NK cell biological model and the framework proposed in this article. In Sect. 3, 
the experimental settings were described. The results and discussion are showed in 
Sect. 4. And the paper is concluded in Sect. 5.

2 � Proposed work

In this section, we propose a NKA based on natural killer cells. Therefore, we first 
introduce and abstract the biological mechanism of natural killer cell. Then, the 
details of NKA are presented.

2.1 � The biological mechanism of natural killer cells

There are three states of NK cells: resting NK cells, effector NK cells and memory 
NK cells. The discovery of the state of memory NK cells has attracted attention due 
to a paper on innate immune memory published by Netea et al. in Science in 2016 
[34]. Studies have found that the innate immune system is not static against patho-
gens. The innate immune system also has a memory mechanism. It is named ‘Innate 
Immune Memory’ (IIM) or ‘Trained Immunity’ (TI). Innate immune memory refers 
to the fact that after the innate immune cells have returned to an inactive state, 
their secondary response to non-specific stimuli will still change in some way. The 
immune response is more or less enhanced than the initial response, thus giving The 
ability of innate immune cells to adjust response according to environment and time. 
Some innate immune cells such as NK cells and macrophages have been confirmed 
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to have innate immune memory. The existence of innate immune memory proves 
that the innate immune system can change its functions adaptively and dynamically 
according to the pathogens or products encountered before, and recognize pathogens 
faster and stronger. We abstracted the innate immune memory establishment process 
of NK cells, as shown in Fig. 1.

The phenotype, which is used by NK cells to identify and study functional 
subsets, has served as an accessible means for profiling NK cells in different 
states. When NK cells are in a resting state, their surface phenotypes are mainly 
KLRG1lo and hi , CD62Llo and int , etc. When resting NK cells are stimulated by a certain 
dose of pathogens, they will transform into effector NK cells. The phenotypes on 
the surface of effector NK cells are mainly KLRG1hi , CD62Lint and hi Wait. When the 
pathogen dose further increases, the effector NK cells will differentiate into memory 
NK cells and produce the function of innate immune memory. The main phenotypes 
on the surface of memory NK cells are KLRG1hi , CD62Llo , etc.

When the pathogen dose is very small, NK cells are in a resting state, and no 
immune response is produced at this time; when the pathogen dose is low, a part of 
resting NK cells differentiate into effector NK cells, and the phenotype of the effec-
tor NK cell surface will vary according to the characteristics and dose of the patho-
gen will be produced, including different states of the same phenotype and different 
types of phenotypes; when the pathogen dose further increases, that is, when the 
dose of a pathogen with certain (or some) characteristic attributes reaches a certain 
threshold, part of the effect NK cells will differentiate into memory NK cells, and 
the generation of memory NK cell phenotypes is initiated according to the char-
acteristics and dose of the pathogen at this time. Memory NK cells with the phe-
notype against this pathogen invasion have a longer survival time than other NK 

Fig. 1   Innate immune memory establishment process of NK cells
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cells, so when non-specific pathogens invade for a second time, only a lower dose of 
pathogens can activate memory NK with these phenotypes cells, the immune system 
will recognize pathogens with a faster and stronger immune response and protect the 
body.

The main function of the innate immune system is to recognize harmful patho-
gens and make corresponding immune responses; in addition, innate immune system 
is the basis for the development of adaptive immune system. After innate immune 
cells process and deal with pathogens, the characteristics of pathogens are transmit-
ted to adaptive immune system through the process of antigen presentation. Then 
adaptive immune system produces specific antibodies to further enhance the abil-
ity to recognize and eliminate pathogens, and jointly protect the body with innate 
immune system. The innate immune system’s natural abstraction, classification and 
recognition capabilities of pathogens provide a new idea for solving real-world clas-
sification problems. Therefore, this paper proposes a NK cell model based on innate 
immune memory and pathogen dose, then uses it for classification problems.

2.2 � The framework of NKA

The proposed NKA algorithm inspired by natural killer cells consists of four stages: 
definition of the pathogen feature space, generation of phenotype detectors, evolu-
tion of phenotype detectors and detection.

2.2.1 � Definition of the pathogen feature space

For real-valued data, the pathogen feature space is the real-valued vector of the 
n-dimensional space, denoted by E = [0, 1]n , and n is the dimension of the pathogen 
feature. The vector of features is represented as V = (x1, x2,… , xn) , and we use max-
imum and minimum method to normalize and scale each feature to [0, 1] interval.

2.2.2 � Generation of phenotype detectors

Assuming that the sample set is D = (x1, x2, ..., xm) , and m is the number of sam-
ples in the training set. The phenotype detector is defined as: 

(1)	 Dangerous zone: For xj ∈ D , its dangerous zone is described as �-neighbors 
which contains the sub-sample set of the sample set D whose distance from xj is 
not greater than � , that is, N�(xj) = {xi ∈ D ∣ distance(xi, xj) ≤ �} . The number 
of samples in this dangerous zone is recorded as ∣ N�(xj) ∣ . We adopt Euclidean 
distance as the distance function.

(2)	 Core pathogen: For any sample xj ∈ D , if the N�(xj) corresponding to the dan-
gerous zone contains at least MinPts pathogens, that is, ∣ N�(xj) ∣≥ MinPts , 
and the ratio of the number of abnormal pathogens to the total number of 
pathogens in the dangerous zone exceeds the set dose threshold ratio, that is, 
countabnormals∕(countabnormals + countnormals) ≥ ratio , then xj is the core pathogen, 
which is the phenotype detector we generate.
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(3)	 Direct dose: If xi is located in the dangerous zone of xj and xj is the core patho-
gen, then the doses of xi and xj are directly reached, that is, if xj is an abnormal 
pathogen, then xi is also an abnormal pathogen. We will use this rule as a dis-
criminator for the classification stage.

The process of phenotype detector generation is as follows: for each sample xj in 
training sample set D, determine its dangerous zone and the number of pathogens 
in it, then calculate the concentration occupied by the abnormal pathogens in that 
dangerous zone. If the concentration of abnormal pathogens is greater than the set 
threshold � , add xj to the phenotype detectors set DetectorG , otherwise discard it.

The pseudocode of the above steps is as shown in Algorithm 1.

Algorithm 1 The pseudocode for phenotype detector generation and selection.
Input: D: training sample set; m: the sample number of D; n: data dimension; ε: the dangerous zone size; MinPts:

minimum number of pathogens in the dangerous zone; ratio: dose threshold
Output: Phenotype detector set DetectorG;
1: Initialization: | Nε(xj) |= 0, j ∈ [0,m]; D′ = D[class =′ abnormals′]
2: for each ∀xj ∈ D′ do
3: countabnormals, countnormals = 0
4: for each ∀xi ∈ D do
5: if distance(xi, xj) <= ε then
6: | Nε(xj) | += 1
7: if xi.Class ==′ abnormal′ then
8: countabnormals += 1
9: else
10: countnormals += 1
11: end if
12: end if
13: if | Nε(xj) |>= MinPts and countabnormals/(countabnormals + countnormals) ≥ ratio then
14: xj is a core pathogen, and add xj to DetectorG
15: end if
16: end for
17: end for
18: return DetectorG

2.2.3 � Evolution of phenotype detectors

The phenotype detectors generated from above stage are not guaranteed to be opti-
mal for classification. Therefore, in this section, we propose a phenotype evolution 
method to optimize these phenotype detectors. 

(1)	 Parameters description

We first list and describe the parameters that will be used in the evolution of pheno-
type detectors.

Pinit : the initial phenotype detector pool, that is, DetectorG from Algorithm 1.
Memoryp : the set of memory NK cell phenotype detectors.
maxiter : max of iteration.
Pcandidate : the candidate phenotype detectors of Memoryp.
Pr : the best 30% candidates from population Pcandidate.
Clonet : a temporary pool that clone the best phenotype detectors in Pr.
Clonem : a temporary pool that mutate the best phenotype detectors in Pr . 
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(2)	 The process of phenotype evolution

Inspired by natural evolution mechanism of NK cells’ phenotype, we abstract the 
diagram of the phenotype evolution method, as shown in Fig. 2, in which the cor-
responding iteration steps are explained as follows.

1)	 Initialization
	   Initialize Pinit , Memoryp and maxiter . Pinit is generated from stage 2, that is, the 

core pathogens set. Memoryp is initially set to NULL. maxiter is set to 500 in this 
paper. Initialize Pcandidate , which is initially chosen 70% randomly from Pinit.

2)	 Termination condition judgment
	   If the iterative stop criteria is satisfied, go to Step 10. The termination condi-

tion is that the algorithm reaches the maximum number of iterations maxiter or 
the increment of the affinity of Memoryp is less than a given threshold � which is 
set to 0.01 in the experiment.

3)	 Phenotype-pathogen affinity evaluation
	   Evaluate the affinity of all the individuals in population Pcandidate . The affinity 

here represents the coverage of the phenotype detector to pathogens, as shown in 
Eq. 1. 

where Numab is the number of abnormal samples of the phenotype detector, 
Numtotal is the total sample number of the phenotype detector.

4)	 The best candidates selection
	   Select the best candidates ( Pr ) from population Pcandidate in terms of their Aff.
5)	 Clone-like operating

(1)Aff =
Numab

Numtotal

,

Fig. 2   Diagram of the phenotype evolution method
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	   Clone these best phenotype detectors as a temporary pool ( Clonet ). The clone 
rate of each individual is equal to its affinity value, Aff.

6)	 Mutation operating
	   Generate a mutated phenotype detector pool ( Clonem ). The mutation rate of 

each individual is inverse to its affinity, which is 1 − Aff  . Therefore, The better 
the affinity of the phenotype detector, the less likely it is to mutate.

7)	 Evaluation
	   Evaluate all the phenotype detectors in Clonem.
8)	 Phenotype detectors suppression
	   Suppress and delete phenotype detectors similar to those in Clonet , and update 

Clonem . The similarity between two detectors is defined as the Euclidean distance 
between the centers of the core pathogens corresponding to each of the pheno-
typic detectors.

9)	 Memory phenotype detectors building
	   Re-select the phenotype detectors with better affinity from Clonem to build 

memory set Memoryp . Other improved phenotype detectors in Clonem can replace 
certain members with poor affinity in Pinit to maintain the phenotype diversity.

10)	The k-d tree construction
	   In order to enable the pathogen q to find its nearest neighbor phenotype detec-

tor more quickly, we construct the evolved phenotype detector in Memoryp into 
the form of a k-d tree in a multi-dimensional space. The time complexity of the 
search is O(log n + f ) , where n is the total number of phenotype detectors, and f 
is the number of leaf nodes.

The phenotype detector suppression in Step 9 is inspired by the building process 
of innate immune memory of NK cell. If the distance between the newly generated 
phenotype detector and the existing core pathogen in the candidate pool is less than 
mindis , delete the phenotype detector to prevent too many phenotype detectors of the 
same type and maintain the diversity of phenotypes. mindis is set to 0.2 for Breast 
Cancer dataset, and 0.1 for KDDCUP99 dataset.

The pseudocode of the above steps is as shown in Algorithm 2.
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Algorithm 2 The pseudocode for phenotype detector generation and selection.
Input: DetectorG: Phenotype detector set
Output: a k-d tree for phenotype detector memory set Memoryp;
1: Initialization: Pinit = DetectorG, Memoryp = NULL, Pcandidate = randomCopy(Pinit, 70%)
2: while Termination condition judgement do
3: for each ∀p ∈ Pcandidate do
4: Calculate the number of abnormal samplesNumab and the total number of samplesNumtotal covered by detector

p
5: Aff.append(Numab/Numtotal)
6: end for
7: Rank the Aff
8: Select the best 30% candidates from Pcandidate according to the Aff as Pr

9: Clone Pr as a temporary pool Clonet
10: Generate a mutated phenotype detector pool Clonem
11: for each ∀m ∈ Clonem do
12: Calculate the number of abnormal samples Numab and the total number of samples Numtotal covered by

detector m
13: Affm.append(Numab/Numtotal)
14: for each ∀t, q ∈ Clonet do
15: if Euclidean(t, q) <= ε then
16: Remove t from Clonet
17: Add q to Clonem
18: end if
19: end for
20: end for
21: Re-select the best 30% detectors from Clonem as Memoryp
22: Replace poor detectors in Pinit with the improved detectors in Clonem
23: Construct a k-d tree for Memoryp
24: end while
25: return Memoryp, k − d tree

2.2.4 � Detection

The detection stage can be described as whether a given pathogen q can find the 
core pathogen in its � neighborhood in the k-d tree. If it can be found, the patho-
gen q is the same as the core pathogen, which is abnormal, otherwise is normal.

2.3 � Analysis of time and space complexity

Theorem 1  The time complexity of NKA is O(m2) , , where m is the sample number 
of training set D.

Proof  The first stage of the algorithm is to normalize the pathogens, with time com-
plexity T1 = O(n ⋅ m) , where n is the dimension of pathogen feature space, m is the 
sample number of training set D.

In the second stage, we calculated the pathogen dose in the dangerous zone for 
each abnormal sample and built a corresponding phenotype detector based on the 
abnormal sample dose. Thus, the time complexity is T2 = O(|D�| ⋅ m).

In the third stage, to improve the affinity of these phenotype detectors, the 
clone-like and mutation operating are introduced. And the time complexity is 
T3 = O(0.7|DetectorG| ⋅ 0.3|DetectorG|) ≈ O(|DetectorG|

2).
In the fourth stage, we use k-d tree for searching the core pathogen and classify 

the given pathogen, in which the time complexity is T4 = O(log|Memoryp| + f ) , 
where f is the number of leaf nodes.
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In summary, the time complexity of the algorithm is the sum of T1, T2, T3, T4 , as 
shown in Eq. 2.

, where log|Memoryp| + f ≪ m2 . Therefore, the time complexity of NKA is O(m2) . 	
� ◻

Theorem 2  The space complexity of NKA is O(m), , where m is the sample number 
of training set D.

Proof  The space complexity of NKA depends on the number of detectors, and is 
linearly proportional to the size of training set, therefore, the space complexity of 
NKA is O(m).

We can see that the generation and evolution process of phenotype detectors are 
time-consuming. A possible explanation for this might be that the samples (patho-
gens) in the training set (population) is disordered or randomly distributed, thus we 
can only compare with the surrounding pathogens one by one. And this is a com-
mon problem with NSA and its variations. Further research should be undertaken to 
investigate how to improve the efficiency of the generation phase. But the time com-
plexity of detection stage ( log|Memoryp| + f  ) is significantly lower than NSA and 
its variations ( O(|D|2) , where |D| is the detector size). The experiments in Sect. 4 
will further show the phase execution time comparison of these methods on different 
datasets.

The space complexity of NKA is consistent with NSA and its variations, which 
are O(m). 	�  ◻

3 � Experimental settings

In this section we describe some experimental settings, including the benchmark 
datasets, the comparing algorithms, the main parameters set of NKA and the criteria 
for performance evaluation.

3.1 � Benchmark data analysis

The data used in this paper are carried on two classification datasets from UCI 
machine learning repository, namely Breast Cancer dataset and KDDCUP99 data-
set, which are most common, widely acceptable and recognized datasets [24]. First, 
the UCI Wisconsin Breast cancer data set is used to validate the NKA and is a well 
understood two-class data set. The UCI data consists of 700 items, classified by their 
corresponding real-valued attributes. These data can be used to give preliminary 
figures of NKA performance in terms of accuracy and precision. Second, anomaly 
detection is one of the important research directions of AIS, and the KDDCUP99 
dataset is one of the most used and most representative intrusion detection datasets.

(2)O(n ⋅ m + |D�| ⋅ m + |DetectorG|
2 + log|Memoryp| + f ) ≈ O(m2)
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3.2 � Comparing algorithms

Although many variations of NSA have been proposed, the most significant of 
which include constant sized real-valued negative selection (RNS) [25], variable 
size V-detector [27] and an adaptive NSA-PSO [23]. They have shown excellent 
classification performance and have been successfully used in many fields. And, 
in this research, we focus more on comparing with the mature improved varia-
tions of NSA.

Moreover, the original and variations of NSA have an extensive competition 
with binary classification (BC). Most common approach for solving binary clas-
sification problem is support vector machine (SVM [39]). These binary classifica-
tion techniques can be classified in 4 types. SVM, Logistic Regression (LR [36]) 
considered as linear model based BC techniques. Another type is proximity based 
which includes Local K-Nearest Neighbors (KNN [6]), decision tree (DT [38]), 
Bayesian network (BN [32]). Combining several methods of BC are known as 
ensemble techniques include Random Forest (RF [35]), Adaptive Boosting (Ada-
Boost [10]), Gradient Boosting Decision Tree (GBDT [30]). With the improve-
ment of neural networks, BC problems were solved using different neural network 
models such as back-propagation neural network (BPNN [29]), Convolutional 
neural network (CNN [1]), Generative Adversarial Networks (GAN [3]). There-
fore, we choose six of these algorithms, namely LR, DT, RF, SVM, BPNN and 
KNN, for further comparison.

3.3 � Parameters set of NKA

There are three important parameters to be set in the second stage (‘Generation of 
phenotype detectors’) of NKA—�,MinPts, ratio.

A relatively easy parameter to set for NKA is the minPts parameter. It is 
intended for smoothing density estimates and for many datasets it can be set at 
the default value minPts = 4 (for two-dimensional data). For datasets with a lot 
of noise, very large, high dimensionality or with many repetitions, increasing 
minPts may improve the results. In this paper, minPts is initially set to 4 for both 
two datasets.

The dangerous zone parameter � is often difficult to set. � should be chosen to 
be as small as possible. The value of � also depends on the distance function. In 
this paper, we choose the � parameter based on the distance to the (2dim1) nearest 
neighbor, where dim is the dimensions of the dataset. And for Breast Cancer data-
set, � is set to 0.24, while � is set to 0.11 for KDDCUP99 dataset.

The parameter ratio is aim to control the abnormal dose of the phenotype 
detector. Generally, it is accepted as a phenotype detector when the proportion of 
abnormal samples reaches 80%. We set the ratio to 0.8 in our experiments.

The parameters in evolution process have been described in Sect. 2.
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3.4 � Criteria for performance evaluation

To evaluate the accuracy and performance of the proposed model for classifica-
tion and compare it with RNS (NSA using a fixed detector radius) [18], V-detec-
tor (NSA using a variable detector radius) [25] and NSA-PSO (NSA combining 
NSA and PSO) [23]. And, all methods use the expected coverage(c0 ) as the ter-
mination condition in experiments, and c0 is set to 99.9% according to [42] to 
achieve a better detection rate. The experiments’ evaluation measures include 
accuracy (A), recall rate (R), specificity (S), precision (P), false alarm rate (FAR), 
Matthews correlation coefficient (MCC), and f-measure (F1). Moreover, the num-
ber of mature detectors (ND), training time ( Ttrain ) and testing time ( Ttest ) are 
often used. The calculations for these measures are as follows:

4 � Results and discussion

To validate our algorithm in real-world applications, this section presents the experi-
mental results on WBC and KDDCUP99 datasets. Table  1 shows the description 
of datasets. All methods were evaluated by dividing the dataset using a stratified 
sample approach with 75% training set and 25% testing set. The experiments were 

(3)A =(TP + TN)∕(TP + TN + FP + FN)

(4)R =TP∕(TP + FN)

(5)S =TN∕(TN + FP)

(6)P =TP∕(TP + FP)

(7)FAR =FN∕(FN + TN)

(8)
MCC =(TP ∗ TN − FP ∗ FN)∕((TP + FP)

∗ (TP + FN) ∗ (TN + FP) ∗ (TN + FN))1∕2

(9)F1 =
2PR

P + R
=

2TP

2TP + FP + FN

Table 1   Description of two standard UCI datasets

Datasets Records Dimensions Normal number Abnormal 
number

Training set Test set

WBC 699 9 458 241 556 143
10% KDDCUP99 5000 41 2770 2230 3750 1250



7029

1 3

NKA: a pathogen dose‑based natural killer cell algorithm and…

repeated 100 times and the average performances were taken. In all tables, the num-
ber in bold represents the best result.

4.1 � WBC dataset

The WBC dataset contains 699 records of nine attributes. Among them, 458 
instances are benign (normal), and 241 instances are malignant (abnormal). In this 
work, we stochastically select 75% (556 instances) of them for training the pheno-
type detectors. And, we use Principal Component Analysis(PCA) with Min Max 
Normalization to reduce dimensions of attributes for visualization. To avoid the 
effect of randomly selected training sample data on the experimental results, each 
experiment is repeated 100 times independently.

Table 2 shows the experimental results for RNS, V-detector, NSA-PSO, and the 
proposed model NKA on WBC dataset. And, Fig. 3 shows the detector distribution 
of RNS, V-detector, NSA-PSO, and the proposed model NKA.

From Table  2 we can see that, RNS performs unsatisfying results in WBC 
dataset because RNS randomly generates candidate detectors and fixes the radius 
of the detectors. Therefore, it is difficult for the detectors to cover the whole anti-
body space and more detectors need to be generated to achieve the desired cover-
age, so the accuracy is as low as 73.42%, the recall rate (or detection rate) is as 
low as 59.09%, the false alarm rate is as high as 40.45%, and the detector num-
ber is 765. NSA-PSO uses PSO to improve the random detector generation of 
RNS. After PSO optimization, the performance has been significantly improved, 
with a 23.82% increase in accuracy, a 61.18% increase in recall rate and an 
81.68% decrease in false alarm rate. Meanwhile, the number of detectors has also 
decreased. But due to the introduction of the PSO optimization algorithm, there 
is a significant increase in training time and testing time compared with RNS. 
V-detector uses the variable radius of detectors, which significantly improves the 
accuracy which is 24.78% and 0.77% higher than that of typical RNS and NSA-
PSO but with the most detectors number of 8374. While V-detector generates 
the most detectors, and trained and tested in the longest time. It is worth noting 
that V-detector achieved the lowest FAR of 0.0, the best recall rate of 1.0, which 
means the positive samples predicted is totally correct. NKA generates pheno-
type detectors by pathogen dose of dangerous zone, and pathogens only need to 
be compared with the nearest neighbor phenotype detector via k-d tree. Thus, no 
matter the classification performance or the generation and detection efficiency of 

Table 2   Experimental results for RNS, V-detector, NSA-PSO, and NKA on Breast Cancer dataset(c0
=99.9%)

A R S P FAR MCC F1 ND T
train

(s) T
test

(s)

RNS 73.42 59.09 96.36 96.30 40.45 55.65 73.38 765 17.61 18.34
NSA-PSO 90.91 95.24 84.75 89.89 7.41 81.22 90.84 563 35.43 36.14
V-detector 91.61 100.0 77.36 88.24 0.0 82.62 91.33 8374 57.48 59.42
NKA 96.50 97.85 94.00 96.81 4.08 92.29 96.50 7 0.39 0.04



7030	 D. Wang et al.

1 3

phenotype detectors are obviously better than other three algorithms except the 
recall rate and specificity value of V-detector. Compared to V-detector, NKA only 
generated about 0.16% of the detectors, trained in 1.77% the training time and 
tested in 1.72% the testing time. From Fig. 3, we can see more clearly the number 
and distribution of detectors generated by four algorithms. NKA generated the 
fewest detectors with a better coverage of abnormal samples, while V-detector 
generated an excessive number of redundant detectors. The RNS and NSA-PSO 
do not cover abnormal antigens well because of their fixed detector radius, so 
although their number of detectors is high, the results are less satisfactory. Over-
all, on the Breast Cancer Wisconsin dataset, our proposed NKA achieved bet-
ter performance than RNS, V-Detector and NSA-PSO, especially in the detector 
number, training and testing complexity.

In addition, Table  3 shows the results of six popular machine learning algo-
rithms. From the chart, it can be seen that NKA obtains the best performance 
on the accuracy of 96.50%, which is 5.79% higher than that of the lowest KNN. 
NKA also shows competitive results with the other six algorithms in four metrics: 
precision, specificity, recall rate, and F1 score. From a joint analysis of five met-
rics value (the average value of five metrics value), NKA achieves the best result, 

(a)RNS (b)V-detector

(c)NSA-PSO (d)NKA

Fig. 3   Detector distribution of RNS, V-detector, NSA-PSO, and NKA on Breast Cancer training dataset
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as shown in Fig. 4. Nevertheless, compared with these more maturely developed 
machine learning algorithms, NKA does not have an advantage in time complex-
ity due to its more complex detectors generation and evolution process. In fact, 
how to reduce the time complexity of AIS algorithms remains an open challenge 
to AIS practitioners. In the future, AIS algorithms can be benefited by the recent 
improvement in the distributed big data system.

4.2 � KDDCUP99 dataset

KDDCUP99 dataset is the most common and widely used anomaly detection data-
set. The complete dataset consists of more than 5 million records; each of them rep-
resents a TCP/IP connection composed of 41 features. This paper uses KDDCUP99 
Mini (10% of original KDDCUP99) as the experimental dataset which contains 
5000 records.

Table 3   Experimental results 
of popular machine learning 
algorithms on Breast Cancer 
dataset

A P R S F1 T
train

(s) T
test

(s)

LR 95.91 97.39 96.55 94.55 96.97 0.01 0.003
DT 92.39 93.27 95.68 85.45 94.46 0.02 0.002
RF 93.56 94.11 96.55 87.27 95.31 0.17 0.01
SVM 95.32 97.36 95.68 94.54 96.52 0.05 0.004
BPNN 96.49 96.61 98.27 92.72 97.43 0.32 0.003
KNN 91.22 96.33 90.51 92.72 93.33 0.03 0.008
NKA 96.50 96.81 97.85 94.00 96.50 0.39 0.04

Fig. 4   Average value of {A, P, R, S, F1 } of algorithms on Breast Cancer dataset. And NKA achieves the 
best score
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In the Table 4, we present the experimental results for RNS, V-detector, NSA-
PSO, and the proposed model NKA on KDDCUP99 dataset. The V-detector was 
consistent in its performance, where RNS and NSA-PSO did better on this data-
set. One of the main reasons for this is that bio-heuristic algorithms require more 
data for evolution and optimization. The experimental results in Table 4 show that 
our proposed NKA achieves a better performance than that of other three distance-
based methods of AIS. It is worth noting that, NKA only generated 10 detectors and 
achieved the best accuracy, sensitivity, precision, et al. With the increase of data vol-
ume and dimensionality, the training and testing time of these four algorithms has 
increased significantly. What stands out in the table is the shortest training time and 
testing time of NKA. Compared to V-detector, NKA only generated about 0.08‰  
of the detectors, trained in 0.34% the training time and tested in 0.12‰  the test-
ing time. Moreover, we can see that the detector number of NKA did not increase 
with the increase in the dimensionality of the data set, and this feature can be fur-
ther explored. And, Fig. 5 shows the detector distribution of RNS, V-detector, NSA-
PSO, and NKA. NKA only generates detectors in dangerous zone with high dose of 
abnormal samples, hence the number of detectors is minimum.

The results with six classic machine learning algorithms are shown in Table 5. 
From this data, we can see that NKA resulted in the highest value of accuracy, recall 
rate and F1 . It is worth noting that SVM generates the best precision of 100% and 
sensitivity of 100%, but the recall rate has dropped a lot, to 89.68%. Therefore, from 
the view of the average value of accuracy, precision, recall rate, specificity and F1 , 
it can be concluded that NKA is a relatively more suitable classifier for this dataset 
in terms of the evaluation metrics. However, the time complexity of NKA is much 
higher than these machine learning algorithms on high-dimensional dataset. And 
this is one of the shortcomings of immune-heuristic algorithms and one of the direc-
tions of our improvement afterward.

4.3 � Discussion

The results obtained from the proposed NKA model is compared with the three vari-
ations of NSA model and other machine learning algorithms in this research. The 
differences in the performances between the proposed NKA and the NSA variations 
are very significant. The best accuracy of dose-based NKA is 96.5% on WBC data-
set and 97.80% on KDDCUP99 dataset, while for RNS, NSA-PSO and NKA, they 
are (73.42%, 92.88%), (90.91%, 96.96%) and (91.61%, 96.48%). The optimization 

Table 4   Experimental results for RNS, V-detector, NSA-PSO, and NKA on KDDCUP99 dataset ( c0
=99.9%)

A R S P FAR MCC F1 ND T
train

(s) T
test

(s)

RNS 92.88 95.42 90.76 89.59 4.03 85.87 92.89 17,176 1095.00 1108.04
NSA-PSO 96.96 95.34 99.00 98.36 4.27 93.87 96.95 12,892 995.40 546.20
V-detector 96.48 97.56 95.68 94.36 1.86 92.87 96.49 147,737 4611.78 5211.37
NKA 97.80 96.80 98.65 98.38 4.96 94.33 97.58 10 31.71 0.64



7033

1 3

NKA: a pathogen dose‑based natural killer cell algorithm and…

of the time complexity of NKA in the training and testing phases is also evident, 
with decreases of 99.78%, 99.89%, and 99.93% compared to the three variations of 
NSA on the WBC dataset; and 99.94%, 99.88%, and 99.99% on the KDDCUP99 
dataset, respectively. In general, the proposed NKA model outperforms these three 
NSA variations. Moreover, compared with six state-of-the-art machine learning 
algorithms, NKA also performs comparable results. The NKA outperforms LR, DT, 
RF, SVM, BPNN and KNN, with the highest accuracy of 96.50% and 97.80% on the 

(a)RNS (b)V-detector

(c) NSA-PSO (d)NKA

Fig. 5   Detector distribution of RNS, V-detector, NSA-PSO, and the proposed model NKA on KDD-
CUP99 dataset

Table 5   Experimental results 
of popular machine learning 
algorithms on KDDCUP99 
dataset

A P R S F1 T
train

(s) T
test

(s)

LR 95.73 99.68 90.99 99.75 95.14 0.04 0.02
DT 96.67 97.05 95.64 97.54 96.34 0.04 0.01
RF 97.53 99.24 95.35 99.38 97.26 0.46 0.03
SVM 95.27 100.00 89.68 100.00 94.56 0.14 0.02
BPNN 95.73 99.68 90.99 99.75 95.14 0.59 0.01
KNN 96.93 99.54 93.75 99.63 96.56 0.06 0.03
NKA 97.80 98.38 96.80 98.65 97.58 31.71 0.64
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two datasets, respectively. These findings show that the accuracy of the NKA is bet-
ter than the existing models using state-of-the-art machine learning tools.

If we now turn to the mechanism of NKA, the advantages of the NKA in theory 
are concluded as follows: 

(1)	 The establishment of the NK cell model is non-specific to pathogens and has 
a fast generation rate. The non-specific pathogen matching mechanism can 
increase the recognition probability of homologous variant pathogens and 
improve the coverage and detection rate of the detector to pathogens;

(2)	 The classic NSA will delete all the detectors that can detect self-samples, which 
resulting in the failure to establish effective detectors in areas where self and 
non-self overlap, and the detection accuracy is extremely low in these areas. 
Figure 6 is a partial enlargement of Fig. 3a, which shows more clearly the detec-
tor distribution of classic NSA in the overlapping area, and we can see that 
NSA has hardly built any effective detectors in these borderline areas. In fact, 
a detector should be created to the right of the yellow circle in the lower left 
corner. Although there is a purple sample mixed in with the red samples, this 
purple sample should be ignored to achieve a better detection rate. In contrast, 
the dose-based NKA only deletes the detectors whose abnormal sample dose 
does not reach the threshold. Thus, NKA can generate effective detectors in the 
overlapping area ignoring the few noisy samples, as shown in Figs. 3d and 5d, or 
we can say that NKA has the ability to handle noise data, which refers to a point 

Fig. 6   Detector distribution of classic NSA in the overlapping area of self and non-self samples, which is 
a partial enlargement of Fig. 3a
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that is neither the core pathogen nor the dose boundary of core pathogen. This 
may be one of the reasons that NKA’s detection rate is better than NSA-based 
algorithms.

(3)	 What’s more, the introduction of k-d tree greatly improves the detection effi-
ciency of NKA.

However, the shortcoming of NKA is also apparent, i.e., the time complexity is 
still high compared to these advanced machine learning methods and needs to be 
improved, especially on high-dimensional datasets. One of the key reasons is that 
the phenotype evolution process is relatively time-consuming. But compared with 
NSA variations, which are also in the AIS, the time complexity of the proposed 
algorithm is slightly lower.

5 � Conclusions

Aiming at the problem that distance-based NSA cannot establish an effective detec-
tor in normal and abnormal mixed areas, a natural killer algorithm (NKA) based 
on pathogen dose is proposed in this paper. A theoretical analysis and experimental 
results show that NKA has a better accuracy, detector generation quality, training 
and testing complexity compared to three versions of distance-based NSA. Yet, the 
time complexity of NKA is much higher than the state-of-the-art machine learn-
ing algorithms. Moreover, this method is not applicable to very large data now, and 
when there are too many dimensions, the computational cost can be high. In the 
future, we will utilize a distributed system to be better time-efficient. Meanwhile, our 
future work will mainly focus on more in-depth theoretical analysis, improvement of 
its time complexity and applying NKA to more different situations to explore more 
possibilities of this method, such as intrusion detection, anomaly detection, fault 
diagnosis.
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