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Abstract
Video anomaly detection is the problem of detecting unusual events in videos. The 
challenges of this task lie mainly in the following aspects: first, unusual events tend 
to make up only a very small portion of a video, which means a large amount of use-
less information needs to be culled. It further aggravates the test of algorithm perfor-
mance and the computing ability of devices. Second, anomaly detection techniques 
are always used in the surveillance system, which contains massive video data. The 
analysis of such large video data is difficult. Last, the feature extraction ability of the 
algorithm appears a high performance since unusual video streams may lie close to 
normal video. Benefiting from the development of deep learning-based in computer 
vision fields, the accuracy and the efficiency of video anomaly detection has been 
improved a lot during recent years. In this paper, we present a newly developed two-
stream deep learning model, which uses a 3D convolutional neural network (C3D) 
structure as the feature extraction part, to handle this task. Both the sequence of 
frames and the optical flow are required as the input of the model. Then, features of 
these two streams will be extracted from C3D and traditional convolutional neural 
network (CNN). Finally, a fusion layer will be used to fuse both results of streams 
and generate a final detection. Our experimental results on UCF-Crime video data-
set outperform other benchmark results such as traditional deep CNN and long 
short-term memory (LSTM) in terms of area under curve (AUC). As the result, our 
proposed method achieves the AUC of 85.18%, which is 3% higher than the second 
highest method.
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1 Introduction

Video anomaly detection is the problem of detecting anomalies in videos. Anomaly 
refers to some unforeseeable events or emergency that deviates from what is stand-
ard, normal, or expected. Anomaly detection plays an important role in the smart 
city management, such as traffic control and criminal investigation. Unlike other 
anomaly detection tasks that can provide clear unusual signals [1], video anom-
aly detection requires the analytic of videos. Traditionally, we need professionals 
to monitor the video constantly to find out abnormal events. It always turns into a 
tough and time-consuming task. Therefore, research activities related to this task 
are of great practical significance since a feasible detection technique can reduce 
amount of human resources used for monitoring videos, especially for surveillance 
systems.

Anomaly detection in videos mainly faces the following challenges. Firstly, 
unusual events always happen with an extremely small probability. It makes rele-
vant datasets difficult to be established. In addition, it causes the situation that the 
emphasis of related research activities can only be the features of normal videos. 
It affects the performance of classifiers in models, and makes the approach hard to 
provide correct detection result when the unusual video lies closely to normal video. 
Another factor exacerbates this phenomenon is that the differences between differ-
ent anomalies may be huge, which makes it hard to extract general features from 
anomalies. Finally, video-based detection tasks are more complex than image-based 
tasks. Besides the spatial information, such as RGB data and grey-scale histogram, 
that both videos and images contain, methods used to handle videos should han-
dle the temporal information as well. Particularly, anomaly detection techniques are 
always used to analyse massive video data in the surveillance system. To solve this 
important and challenging problem, methods are proposed and developed over the 
last decade. Traditional methods [2–7] focus on using clustering and classification 
approaches to judge if there is any abnormal event in videos. The kernel is to find 
anomaly from normal trajectories. Other methods focus on the deep learning-based 
models [8–13]. These methods always provide complex models, which are hard to 
explain and require powerful hardware settings. The models or results produced by 
traditional approaches have better interpretability. However, performances of them 
are not as good as deep-learning based methods. The past decade has seen a growth 
in computer hardware, which makes deep-learning-based models be the majority 
choices among research activities in recent years.

This paper proposes a model based on the two-stream structure to handle the 
anomaly detection problem. To adapt the traditional two-stream model to this spe-
cific task, plenty of improvements and changes have been introduced. For the struc-
ture of the model, the original two-stream model uses a spatial stream to extract 
spatial features in RGB frames of the video and uses a temporal stream to get tem-
poral features from the optical flow of the video. Therefore, the temporal features 
of frames and the spatial features of the optical flow may be ignored by the model. 
To solve this drawback, we extract both spatial and temporal features from every 
stream. Considering that the combination of different methods may improve the 
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performance of the model for image and video processing [14], the structure com-
bines outputs of long short-term memory (LSTM) [15, 16], CNN [17] and C3D [18] 
to replace the 2D convolutional models in the spatial stream. In addition, the struc-
ture of the DenseNet is in the stream of optical flow to enhance the connections 
among convolutional layers. Finally, the fusion layer is also improved to adapt the 
new model. For the video processing part, considering the massive video data, we 
cannot handle them frame by frame directly. It may lead to the problem of comput-
ing power. Our approach divides each video into clips and extracts C3D features for 
every clip to reduce the impact of large data input.

We carry out experiments on the UCF-Crime [19]. It is a large video dataset, 
which consists of long untrimmed surveillance videos which cover 13 real-world 
anomalies, including Abuse, Arrest, Arson, Assault, Road Accident, Burglary, 
Explosion, Fighting, Robbery, Shooting, Stealing, Shoplifting, and Vandalism. It is 
a popular dataset that is used by plenty of research activities. We use AUC as the 
main evaluation standard.

2  Related work

Video anomaly detection approaches can be mainly divided into two directions. 
Traditional methods focus on the clustering-based detection [2–4, 20, 21] and low-
level feature extraction [5–7, 22]. The principle of the clustering-based methods is 
the fact that an anomaly is always sudden and appears unusual features in a large 
range of videos [2]. Therefore, these methods can learn regular trajectories from 
normal events in a video stream. An unusual event will be detected if it cannot fol-
low learned trajectories [20]. In order to improve the performance of the clustering, 
two models can be built to handle the spatial changes and movements in the video 
[4]. However, learning trajectories from normal events is complicated for traditional 
clustering methods. In addition, to solve the problem that clustering-based methods 
are too dependent on the moving objects, low-level feature extraction methods focus 
on low-level presentations in the video such as the change of grey scale, moving 
vectors [6] and textures [7].

Using reconstruction error is the most popular direction among these methods 
[8–11]. A model of normal videos is learned so that abnormal events will always 
show higher reconstruction errors than normal events during the testing part. 
Models in video anomaly detection task follow the basic structure of image-based 
model such as the convolutional neural network. To adapt this basic structure from 
the image to the video, methods for temporal features process are added such as 
LSTM, 3D convolutional neural network and two-stream model [23]. Besides the 
reconstruction error, future frame prediction chosen by some models, such as the 
reconstruction error, frame prediction techniques, also use autoencoders. They use 
autoencoders to generate anomalous frames [12, 13]. In addition, classifiers [5] and 
scoring methods [22, 24] are also used for video anomaly detection. The task can be 
considered as a binary classification problem, the classifiers are designed to produce 
accurate and robust features for both normal and unusual videos. Similarly, if we 
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consider this task as a regression problem, an anomaly score can be used to deter-
mine how likely the video is to be abnormal.

3  Proposed work

3.1  Overview

The proposed method is based on the two-stream structure for human behaviour 
classification [25]. Figure 1 shows the general structure of this new model. It fol-
lows the basic structure and inputs of the two-stream CNN model. For the stream 
of RGB frames, our model uses C3D to get both spatial and temporal features from 
clips. Then, an LSTM is used to get the video-based features. For the stream of opti-
cal flow, it uses a DenseNet structure to enhance the relationship between different 
CNN layers. Finally, there is a fusion layer to fuse the outputs of both these two 
streams and get the final detection result. In the proposed model, the input video 
should be turned into RGB frames and optical flow first. Then, the frames will be 
processed by C3D and LSTM in the first stream. The optical flow will be processed 
by the CNN in dense structure. Both results from these two steams will be fused by 
the fusion layer. It will also output the final detection result. Several new strategies 
are proposed to improve its performance of detection and adapt the massive input 
data. The specific modifications include the following aspects.

– Changing the processing part of the video
– Modifying the feature extraction from 2D CNN to C3D
– Simplifying the fusion layer to improve the detection speed

3.2  Video processing

Since the dataset of video anomaly detection (UCF-Crime) is much larger than 
the human action video dataset (UCF-101), video processing part becomes more 

Fig. 1  General structure for the proposed method. It shows the two streams, which are designed for the 
RGB frames and the optical flow, and the fusion part
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difficult. In addition, the usage of C3D increases the challenge of the task. Com-
pared with traditional 2D CNN, the features of C3D are more complex. In addition, 
longer sequences need multiple LSTM layers or more parameters to extract the tem-
poral information. As a consequence, more layers should be added or more param-
eters should be used in a single LSTM layer. All these factors will affect the time 
and difficulty of the training epoch. Finally, it may lead to the problem of computer 
power.

To solve this problem, the number of training samples should be reduced. Besides 
directly limiting the training samples by setting a specific parameter which would 
affect the detection performance, doing more preprocessing works for the input 
video should be a better solution. Therefore, reducing the input data becomes a seri-
ous problem. Some processing methods may cause the loss of video information. 
For example, picking one part of the video as the input, or setting a skip rate to pick 
one frame from every several frames. The decision of picking part needs the help 
of an attention mechanism, which may increase the complexity of the whole model. 
Selecting one frame from every several frames will definitely lead to the loss of the 
input features, especially for the optical flow. Finally, we decide to divide each video 
into clips. Similar clip-level feature extraction was used in some other research 
activities, such as Olympic events scoring [26]. In this video anomaly detection 
tasks, each video is divided into clips of 64 frames. Then, the model extracts C3D 
features for every clip. For the final clip, the model allows its number of frames less 
than 64. For example, if a video contains 816 frames, we can get 13 clips, while the 
final clip contains only 48 frames. Unlike the clip-level feature extraction before, we 
consider each clip a complete video and do the sampling for every frame in the clip. 
The general process is shown in Fig. 2.

For the stream of optical flow, we choose Horn–Schunck method [27] for the pro-
duction of the optical flow in the format of vectors. Compared with Lucas–Kanade 
method [28] and Lucas–Kanade derivative of Gaussian (LKDoG ) [29] method, 
the Horn–Schunck method can keep the balance between capturing enough motion 
vectors and reducing useless motion vectors. From Fig.  3, we can see that the 
Lucas–Kanade method is too sensitive that it records too many irrelevant and wrong 
features. Too many small motion vectors are recorded by this method. Usually, these 
vectors describe the vibrations of cameras, which may affect the further feature 
extractions. The LKDoG method has the opposite situation, it misses a lot of use-
ful information of the subject in the frame. Figure 4 shows the part of the optical 
flow. Then, the sequence of optical images that contains the motion of x-channel and 
y-channel can be generated as the input of the model according to the optical flow 
vectors.

3.3  Feature extraction

The kernel challenge of video-based feature extraction is to get the spatiotemporal 
features. Two-dimensional ConvNets have been proven to be suitable for spatial fea-
tures extraction. Furthermore, several approaches have been developed for temporal 
features. In the traditional two-stream model, it uses an optical flow as one of its 
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inputs so that the temporal information in the optical flow can be captured. For the 
stream of RGB frames, an RNN-based structure, such as LSTM, can be used to pro-
cess potential sequential information from CNN features.

To enhance the temporal features extraction, 3D ConvNet is used to the stream 
of RGB frames. According to the previous research [18], C3D can achieve a better 
performance than the traditional two-stream structure and LSTM. We do not use the 
whole network of C3D since it is outdated and not suitable for the video anomaly 
task. The 3D convolutional kernel is used for the spatiotemporal features extraction 
work. The basic structure of this part is also shown in Fig. 5. There are six convo-
lutional layers that work for feature extraction. Four pooling layers are set after the 
first, second, fourth and last convolutional layers. Each convolutional kernel is set to 
be 3 x 3 x 3 to achieve the best performance. The whole structure is connected to the 
LSTM layer and fully connected layers for temporal feature aggression and produce 
the final output.

The LSTM built for this model is in a single directional structure to reduce the 
training time. It can filter the input information by three gates, which allow the 
layer to forget, enhance or output the features. This structure has been evaluated to 
be effective in video classification tasks [25]. It contains one LSTM layer and two 
fully connected layers. Each clip provides its clip-based features by C3D. Then, the 
LSTM further processes them into a video-based output. Therefore, it enhances the 
temporal features. For the streams of the optical flow, all parameters in the C3D lay-
ers, LSTM and the FC layer should be updated after every training epoch. Since the 

Fig. 2  Proposed method divides the input video into several clips. Except the final clip, every clip con-
tains 64 frames. Each clip is processed by a C3D
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Fig. 3  Outputs of different 
approaches: a LKDoG method b 
Horn–Schunck method c Lukas–
Kanade method
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original C3D is designed for behaviour classification, keeping its parameters may 
affect the performance.

3.4  Fusion layer

Since the streams of RGB frames and optical flows can provide their unique results, 
a fusion layer should be set after the two streams to get the final detection result. The 
traditional method uses an averaging method or a supported vector machine (SVM) 
[30], which uses the softmax scores as features to do the feature-based fusion. The 
detection task is not as complex as the classification task in this part, we simply use 
the averaging method in this model to reduce the training time. Both two streams 
will be processed by a softmax layer. Then, the fusion layer averages the scores from 
the softmax layers and gets the detection result according to the averaging score. In 
addition, the averaging method can reduce the training time since due to its simple 
structure.

Fig. 4  a Original frames in the video b Corresponding optical flow

Fig. 5  Structrue of C3D in this method
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4  Experiment

4.1  Dataset

We carry out experiments on the UCF-Crime dataset, which is a popular video data-
set in the anomaly detection field. It consists of long untrimmed surveillance videos 
which cover 13 real-world anomalies. Table 1 presents some basic information for 
this dataset. From the table, we can see it is a large-scale video dataset that con-
tains 1977 videos. UCF-crime is a benchmark dataset in the video anomaly detec-
tion field, and it could be easy to compare the proposed method to other anomaly 
detection methods (Fig. 6).

This dataset has some features that affect the efficacy of the training process and 
the performance of the algorithm. First, the sizes, lengths and frame rates of differ-
ent videos vary a lot. Table 1 only shows the average data of these indexes. Second, 
some videos in the dataset are shot from a fixed view, while others contain clips 
from different views, which test the robustness of the algorithm. All these points 
make the detection method more challenging. For the evaluation part, we use the 
AUC as the standard.

4.2  Experiment environments and settings

This section shows both the hardware and software environment we use for the 
experiments. In addition, some details of the experiment settings are also described.

For the hardware, we use an Nvidia RTX Titan GPU for the experiments. The 
GPU is powered by the Turing GPU architecture. It has a 24 GB GDDR6 frame 
buffer, which can provide the ability for video related tasks. For the software, the 
PyTorch [31] is chosen to be the platform of the development. The whole training 
process is completed by PyCharm. Totally, 30 epochs are trained in this experiment, 
and we use Wandb to monitor the loss of every epoch.

4.3  Experiment results and discussion

In this section, the process of the experiment is analysed, and the AUC is compared 
with other methods.

The trend of the loss is shown in Fig.  7. The loss drops quickly from the first 
epoch. It is less than 0.1 on the 20th epoch. Then, the rate of decline gradually 
becomes lower and eventually fluctuates. Up to 30 epochs, the loss drops to 0.05, 
which is a very low value. After the 30th epoch, the value of the loss no longer 
shows a clear downward trend. Therefore, we choose the AUC in the 30th epoch as 
the final results of our experiment.

A receiver operating characteristic curve (ROC curve) [32] is a graphic plot that 
always be used to evaluate the performance of a model in classification tasks. It uses 
true positive rate (TPR) and false positive rate (FPR) as its parameters. The ROC 
curve of the proposed method is shown in Fig. 8. From the figure, we can see the 
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area under the curve is big, which means the performance of the model is good. In 
detail, according to the data in this figure, we finally get the AUC of our model for 
the experiments of UCF-Crime, which is 85.18%.

We compare our methods with other existing approaches for the UCF-crime. The 
result of AUC is shown in Table 2. Firstly, we choose some benchmarks and classic 
methods as an object for comparisons. They are C3D, combination of CNN (VGG19) 
[17] and LSTM, inception-V3 [33]. Our proposed method achieves an AUC of 
85.18%. Compared with the traditional C3D structure, it gets a 4% improvement. In 
addition, it is 6% higher than the combination of VGG-19 and LSTM and 7% higher 

Fig. 6  Frames of videos in the UCF-Crime dataset
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than the inception-V3. Then, we compare our method with other complex methods. 
From Table 2, we can see that the AUC of the proposed method is 20% higher than the 
method of Lu et al [34]. Compared with the second highest AUC, which is achieved 
by Zhong et al [35], our result is still 3% higher than it. Other approaches in this table 
achieve AUC values of 63% [36] and 75.41% [19]. As a conclusion, our proposed 
method achieves the best performance among all these methods.

5  Conclusion

This paper proposes a novel model for the video anomaly detection. The model has 
two streams, which are used to receive RGB frames and optical flows of input vid-
eos. For the stream of frames, because the complexity of this stream is increased due 

Table 1  Basic information of 
UCF-Crime Dataset

Properties Value

Number of videos 1977
Format mp4
Average frames 7247
Frame rate 30 fps
Total length 128 hours
Labels Abuse, Arrest, 

Arson, Assault,
Burglary, Explo-

sion, Fighting,
Road Accidents, 

Robbery, Shoot-
ing,

Stealing, Vandal-
ism, Normal

Fig. 7  Trend of the training loss during 30 epochs. The horizontal axis presents the number of epochs. 
The vertical axis presents the loss of each epoch
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to the utilization of C3D and LSTM, we divide the frames into small clips. Then, the 
C3D can get clip-based spatiotemporal features of the video. Finally, an LSTM is 
used to enhance the temporal features and produce video-based features and detec-
tion results of the whole stream. Regarding the stream of the optical flow, since the 
input images have temporal information, the model uses traditional 2D CNN for the 
feature extraction part. In addition, the structure of DenseNet is used in this stream 
to enhance the relationship of different convolutional layers. Finally, to fuse the 
outputs of two streams and to avoid further increase the training time, we use the 
averaging method to get the final detection result. The model is evaluated by the 
UCF-crime video dataset and gets the highest AUC, which is 85.18%, among dif-
ferent methods. This model also has a good prospect in practical application. By 
the cooperation of different computer vision methods, it may be applied in differ-
ent fields. For example, the proposed model can be the supplement of some exist-
ing traffic surveillance methods which use the vehicular cameras [37]. For human 

Fig. 8  ROC curve of the proposed method. The horizontal axis presents the false positive rate (FPR). 
The vertical axis presents the true positive rate (TPR)

Table 2  Experimental result Methods AUC (%)

Binary classifier 50
CNN (VGG19) + LSTM 80
C3D 81.08
Inception-V3 [33] 79
Lu et al [34] 65.51
Zhong et al [35] 82.12
Proposed Method 85.18
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behaviours, it can provide a basic event recognition result so that methods which use 
detailed behaviours as judgement factors can achieve a better performance [38] [39]. 
In the future, this new structure can be used in the monitoring system, which may 
improve the management of smart cities. The future work will focus on simplify-
ing the model since the current model requires a large amount of computing power. 
The transformer structure [40] may be added into the method since it could reduce 
parameters for the model and would become popular in the video processing field 
from this year.
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