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Abstract
Processing large amount of high-resolution 3D data requires enormous compu-
tational resources. As a result, a suitable  3D data representation must be chosen, 
and the data must be simplified to a size that can be easily processed. The question 
is how can the data be simplified? Random point sampling is a common sampling 
strategy. However, it is sensitive to changes in density. We build a sampling module 
based on a hybrid model that combines point cloud and voxel data. To determine the 
relationship between points within each voxel, the module uses the magnitude of the 
point (the Euclidean distance between the point and the object’s center) along with 
angles between each point embedded within each voxel. By exploiting farthest point 
sampling (FPS) that begins with a point in the set and selects the farthest point from 
the points already selected iteratively, our method has the advantage of covering the 
whole point set within a given number of centroids and still maintains the key bene-
fits of both point cloud and voxel to better characterize geometric details contains in 
a 3D shape. With further observation that the number of points in each cell differs, 
we use a point quantization method to ensure that each cell has the same number of 
points. This allows all voxels to have the same feature size vector, making it easier 
for 3D convolution kernels to extract object features. We demonstrate these benefits 
and make comparisons with solid baselines on ModelNet10, ModelNet40 and Shap-
eNetPart datasets, demonstrating that our method outperforms some deep learning 
approaches for shape classification and segmentation tasks.
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1  Introduction

In recent years, capturing 3D data has become much easier. Point clouds, multi-
view images, and voxel grids are some examples of how this data can be repre-
sented. Comprehensive survey for 3D data representations is found in [1]. In the 
field of computer vision, image feature extraction is commonly done using convo-
lutional neural networks (CNNs) and in most image processing and understand-
ing activities, they have proved to be superior to handcrafted solutions. Adapt-
ing a CNN designed for frequently sampled 2D images, on the other hand, is a 
difficult challenge to irregular triangle meshes or point clouds as models for 3D 
shapes. A point cloud is a collection of data about a 3D object’s surface, although 
a grid-based representation often includes information about available space, the 
former is much more effective. Processing a point cloud, however, can be difficult 
because it may contain a large number of data points in it. In certain ways, lower-
ing the number of points can be advantageous, for example, power consumption 
reduction, computational cost reduction, and communication load reduction, etc.

In recent years, there has been a significant increase in deep learning methods 
been used to analyze point cloud data with great success. A point cloud can be 
used for a variety of shape analysis tasks, such as classification [2–8], component 
segmentation [2–4, 7–9], semantic segmentation [2, 4, 7, 10–12] and more. Volu-
metric grid on the other hand such as VoxNet and its improvement [7, 13–17] 
are the simplest methods for converting a three-dimensional model into an occu-
pancy grid. Although, a simple VoxNet implementation have scalability problems 
because the computational cost expand cubically with the 3D grid resolution 
for dense 3D data. The meanings of numerous abbreviations and acronyms used 
throughout the paper are specified in Table 1, along with the page where each is 
defined or first used.

The key downside of the volumetric method is information loss due to vox-
elization and huge computational cost as the resolution of the voxel increase. 
The aim of Kd-Net [18] and Octree-Nets [19, 20] is to solve these drawbacks by 
leaving out computations on empty cells and concentrating on informative ones. 
These networks, however, are difficult to effectively implement. Methods based 
on manifold [21, 22] compute CNN over features specified on a 3D mesh mani-
fold. These methods work best with smooth manifold surfaces and are vulnerable 
to noise and large distortion, as a result, they are unsuitable for non-manifold 
3D models in many datasets. Approaches that rely on multi-view images [23–25] 
convert the 3D shape into a sequence of 2D images taken from various angles and 
feed the CNN with the stacked images. Although, it is not clear how to work out 
the view positions to prevent self-occlusion by covering all 3D shapes.

We propose a hybrid network that incorporates point cloud and voxel grid data 
representations to optimize the benefits of each. Our network receives a point 
cloud embedded in a volumetric grid structure. We are motivated by the perfor-
mance shown by point cloud and voxels in 3D shape analysis tasks. Randomly 
sampling a subset of points is one naive approach to reducing the data load. This 
method of sampling, in addition to other methods found in the literature [26, 27], 
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does not create a simplified point cloud that is better suited to a later task like 
segmentation, classification and many others. Two opposing limitations must be 
reconciled in the condensed point cloud. On one side, there is a needs maintain 
resemblance to the original shape. However, we want to improve it for a future 
task. We overcome this problem by using farthest point sampling (FPS), which 
has the advantage of sampling only a subset of the original points. Its goal is to 
cover as much of the input as possible. Figure 1 shows the model overview of our 
method.
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Fig. 1   Overview of our Model. a Sampling module. The input is a voxelized point cloud representation 
of the 3D shape, after which a point quantization is performed to quantify all points within each cell, and 
if there are more than K points, a furthest point sampling is used to sample K of them. N is the size of 
voxel; K is the number of points sampled per voxel, c is the size of voxel features. For each voxel, these 
three variables are calculated and stacked as features. (b) Classification and Segmentation networks

Table 1   The table below 
defines the meaning of various 
abbreviations and acronyms 
used throughout the paper. The 
page where each is defined or 
first used is also provided

Abbreviation Meaning Page

CNNs Convolutional neural networks 2
RPS Random point sampling 3
FPS Farthest point sampling 3
SVM Support-vector machine 4
KNN k-Nearest neighbor 4
WKS Wave kernel signatures 4
HKS Heat kernel signatures 4
BoF Bag of features 4
DBN Deep belief network 4
GAN Generative adversarial network 4
RCC​ Reflection convolution concatenation 5
SOM Self organizing map 6
SIFT Scale-invariant feature transform 6
mIoU Mean intersection over union 14
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The main technical problem is that the number of points in each cell varies as 
a result; we use a point quantization method to ensure that each cell has the same 
number of points. This makes it simpler for 3D convolution kernels to extract object 
features because all voxels have the same feature size vector. We used a single mod-
ule to extract the features of the voxel that serve as input to our network. Our meth-
od’s robustness in 3D form classification and segmentation tasks has been demon-
strated by experiments on standard 3D datasets.

Our main contributions are given as follows:

•	 We present a hybrid 3D data representations approach that improve the local 
geometric details of a 3D object by utilizing point cloud and voxels

•	 We construct a sampling module that uses the magnitude of the point (the 
Euclidean distance between the point and the object’s center), as well as the dis-
tances and angles between each point embedded within each voxel, to determine 
the relationship between points within each voxel that are stacked together as 
features.

•	 FPS was used to sample points within each voxel, and then a point quantization 
approach was used to ensure a constant number of points in each cell, allowing 
all voxels to share the same feature size vector, making 3D convolution kernels 
to extract object features easier.

•	 Enhanced performance for classification and segmentation tasks with sample 
point clouds in contrast to other sampling alternatives

2 � Literature reviewed

We begin by reviewing existing handcrafted features and other deep learning meth-
ods for 3D shape analysis in this section. Then, we discuss the point cloud simplifi-
cation and sampling methods used in a variety of graphic applications.

2.1 � Handcrafted features

Many machine learning approaches generate 3D descriptors by extracting lower-
level features from data and feeding these features to the model to generate 3D 
descriptors. Some of this are geometric features consist of Gaussian curvature and 
mean curvature [28], average geodesic distance [29], spin images [30]. Recent spa-
tial features such as wave kernel signatures (WKS), heat kernel signatures (HKS), 
and other heat-based signatures have also been used in the literature for local fea-
ture extraction [31–33]. On these features, some methods use machine learning tech-
niques directly (e.g., random forest, support-vector machine (SVM), k-nearest neigh-
bor (kNN) [34], correspondence study [35] or use some greedy and local processes, 
such as k means [36], region growing [37]). Kazmi et  al. [38] provide a detailed 
analysis on 2D and 3D descriptors.

The majority of previous reviews, on the other hand, have concentrated on con-
ventional methods for generating 3D shape descriptors. Rostami et al. [39] recently 
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published a thorough analysis on data-driven 3D Shape descriptors. In this study, 
the 3D descriptors are divided into two main categories which are shallow descrip-
tors and deep shape descriptors. The shallow descriptors are subdivided further 
into optimization-based descriptors, which are often implemented in a supervised 
manner [30] and clustering-based descriptors that are mostly unsupervised and are 
built using bag of features technique (BoF) [40]. The deep shape descriptors are sub-
divided into probabilistic models [41], auto-encoding [42], or CNN [43]. The proba-
bilistic groups are again sub-divided into deep belief network (DBN) based and gen-
erative adversarial network (GAN) based. Deep learning models had the advantage 
of being able to efficiently learn hierarchical discriminative features.

2.2 � Deep learning

For 3D shape analysis, a set of deep learning methods has been presented. Accord-
ing to the 3D shape representation used in each solution, we divide these approaches 
into several categories.

2.2.1 � Voxel based methods

The full geometry of the models is used in these approaches. [13] Proposes 3D shap-
eNets, which transform input objects into a binary tensor of 30x30x30 dimensions. 
Despite the method’s good efficiency, it has a number of limitations, such as adding 
more dimension to the convolutional kernel, which makes processing high resolu-
tion inputs more difficult. With less input parameters, Voxnet[14] improved [13], 
but it is still limited to low resolution due to the computational expense. Some tech-
niques use the sparse voxel representation for 3D objects [20, 44–46] and perform 
network operations on the octree data structure similar to [47], but the complexity of 
these network structures is one of the major disadvantages of these methods. Light-
Net is a real-time volumetric CNN that was proposed by [48]for 3D object recogni-
tion tasks. The network architecture has two major capabilities: it can learn a large 
number of features at once using multi-tasking, and it can achieve quick convergence 
with fewer parameters by combining the activation and convolution operations with 
the batch normalization process. For classifications tasks, the network outperformed 
[14] by above 23% in both ModelNet10 and ModeleNe40 datasets.

NormalNet is a voxel-based CNN proposed by [49] for 3D shape retrieval and 
classification tasks. Instead of binary voxels, normal vectors of the object surfaces 
are used as input in this process. The authors propose a reflection convolution con-
catenation (RCC) module for extracting simple features for 3D vision tasks while 
keeping the number of parameters to a minimum. On the ModelNet10 and Model-
Net40 datasets, the network performs well in 3D shape retrieval and classification 
tasks. Despite the fact that volumetric 3D models are efficient, most current archi-
tectures require a considerable amount of computational resources due to the convo-
lution process and the large number of parameters.
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2.2.2 � Multi view based methods

These methods generate a large number of images from a variety of perspectives, 
which are then fed into a 2D CNN [23–25, 50]. Kanezakiet al. [51] proposed Rota-
tionNet, which takes as input multi-view images of an object and estimates both the 
pose and the object type. Unlike previous methods that trained using known view 
point labels, this approach treats view point labels as latent variables. For inference, 
the network only uses a subset of multi-view images. Feng et al. [52] propose group 
view CNN (GVCNN) to exploit the inherent hierarchical connection and discrimina-
tion among views, in contrast to the view to shape setting commonly used by many 
methods. This model is made up of a hierarchical view group shape architecture that 
is divided into three levels: view, group, and shape, all of which can be rearranged 
using a grouping strategy. On the ModelNet40 dataset, this method performed well 
on 3D shape classification tasks.

Despite the fact that these methods can directly exploit image-based CNNs for 
3D shape analysis and handle high-resolution inputs, it is uncertain how to figure 
out how many views to have and how to distribute them to fill the 3D shape while 
preventing self-occlusions. Our approach is based on a hybrid 3D data representa-
tion that eliminates the need for view selection. It can also manage high-resolution 
inputs and produce results that are comparable to multi-view-based approaches in 
terms of efficiency and accuracy.

2.2.3 � Manifold based methods

Many of these approaches use CNN operations on a 3D mesh manifold’s geometric 
features. Some methods convert 3D surfaces to 2D patches and then parameterize 
them [21, 22] or geometry images, and use a 2D CNN to analyze form using the 
frequently sampled feature images. Other methods [53] extend the CNN to graphs 
described by irregular triangle meshes. These methods are restricted to smooth man-
ifold meshes, despite being robust to isometric deformation of 3D shapes. These 
methods are still computationally costly because of the local features they use. Bron-
stein et al. [53] provide a thorough overview of these strategies.

2.2.4 � Point based methods

PointNet [2], PointNet++ [3], and [54] are examples of the later approach to adapt-
ing to 3D irregularity. PointNet was introduced by Su et  al. [2] as the first neural 
network that absorbs 3D point clouds directly. PointNet is a relatively fast and robust 
system when it comes to rigid transformations and ordering of points. Its key flaw 
is that it relies solely on max-pooling for background information. To compensate 
for this flaw, Point Net++ was later created. [9] proposed So-Net, a permutation 
invariant architecture with orderless point clouds based on an unsupervised model. 
The development of a self-organizing map (SOM) to model the spatial distribution 
of point clouds is the central concept of So-Net. The input point cloud is represented 
by a single feature vector in the network. On each point and SOM node, the SOM is 
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used to perform hierarchical feature extraction. [55] Introduce grouping techniques 
that identify point neighborhoods in the initial world space and the learned fea-
ture space to solve the problem of 3D semantic segmentation of unstructured point 
clouds using a deep learning architecture.

They use dedicated loss functions to help structure the learned point feature 
space by defining the neighborhood in an adaptive manner that is highly sensitive 
to local geometry by using k-means clustering on the input point cloud and then 
defining complex neighborhoods in the learned feature space using K-nearest neigh-
bor (knn). PointSift, which is analogous to a SIFT, is proposed by [56]. The mod-
ule attempts to encode knowledge about different orientations in a scale-adaptive 
manner. They obtain information from all points in the local neighborhood by inte-
grating the pointSIFT module on the PointNet++ architecture, which demonstrate 
a high performance on segmentation task, rather than using K-nearest neighbor as 
used in PointNet++. Su et al. [11] Proposed SPLANet, a network structure that used 
an unordered point cloud and used a spatial convolution operator. Sparse bilateral 
convolutional layers with indexing structures are used in this approach to perform 
convolutions only on the sections of the lattice that have been occupied. The main 
advantage of SPLATnet is that, like regular CNN architectures, it allows for simple 
filter neighborhood specification.

2.3 � Simplifying and sampling point clouds

There have been many techniques suggested in the literature for either point cloud 
simplification [57, 58] or sampling [59, 60]. Pauly et al. [57] introduced and evalu-
ated multiple point-sampled surface simplification methods. Clustering processes, 
iterative simplification, and particle simulation are some of the techniques used. 
These algorithms generated a simplified point set that was not limited to being a 
subset of the original. To minimize the number of points, [59] proposed a view-
dependent algorithm. In order to increase human understanding of the sampled 
point range, they used hidden-point elimination and target-point occlusion opera-
tors. Chen et al. [60] used graph-based filters to extract per-point features recently. A 
sampling strategy is likely to choose points that retain precise details. The sampling 
methods described above are designed to achieve a variety of sampling goals. They 
may not, however, take the task’s goal into account explicitly.

3 � Method

Because of its regularity, the volumetric grid is commonly used for 3D deep learn-
ing. Though, using lower-order local approximation functions like the piece-wise 
constant function to reflect finer geometry data, it requires a very high-resolution 
grid which may be inefficient in terms of memory and computation.

In this work, we propose a hybrid network that combines a point cloud and a 
voxel grid with a fixed number of points in each grid cell as a result, the network 
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is able to learn higher-order local approximation functions that can better describe 
local geometry shape data.

We now present our hybrid network, beginning with a discussion of its sam-
pling module ( Sect.  3.1) and then moving on to its architecture for classification 
(Sect. 3.2) and segmentation ( Sect. 3.3) tasks.

3.1 � Sampling module

We use a point cloud-based occupancy grid, with the points that fall within each 
voxel grid serving as the voxel’s key features. Unlike [14], which uses the occu-
pancy grid as their primary form of 3D data representation. We use point clouds 
to build a voxel grid and then assign the points that fall into each voxel grid as the 
voxel’s primary feature. Let k equals to number of points in each cell. However, each 
voxel can contain a different number of points.

To solve this problem, we use point quantization to ensure that each voxel has 
the same number of points. If the voxel contains more than K points, we sample 
K points from the total number of points within the voxel using the farthest points 
sampling technique. If the number of points in a voxel is less than K, we sample K 
points with substitution. As a result, the number of points in each voxel grid will be 
the same. This makes it simpler for 3D convolution kernels to extract object features 
because all voxels have the same feature size vector. Finally, we pad the voxel with 
zeros if the voxel has no point. Figure 1 shows the sampling steps of our method.

Given an input points within a voxel grid a1, a2, ..., an , we first select a subset 
of points ai1, ai2, ..., ain using FPS so that aij will be the most distant point from the 
set ai1, ai2, ..., aij−1 with regard to the remaining points. This method covers a larger 
number of points than random sampling.

Then, from the sampled points, we calculate the magnitude of the point (the 
Euclidean distance between points and their object’s center, which is denoted by L), 
distance D, and angles between each embedded within each voxel to obtain the rela-
tionship between points within each voxel. For each voxel, the results are stacked 
as features, where D is the distance between each pair of points and � is the sine of 
the angle between them. These three key variables define the characteristics of each 
voxel. As a result, a k-pointed cell will have (L, D, � ) k features. The computation of 
features can be expressed as follows:

(1)L(K) = Uk
i=1

||pi||, ||pi+1||.........||pk||

(2)

� = Uk
i=1

sin−1
(

pi.pi+1
||pi|| ∗ ||pi+1||

)
,

sin−1
(

pi.pi+2
||pi|| ∗ ||pi+2||

)
, ...sin−1

(
pk.p1

||pk|| ∗ ||p1||

)

(3)D(K) = Uk
i=1

E(pi, pi+1),E(pi+1, pi+2).........E(pk, p1)
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In Eq. 1, |p| is the magnitude of point p and the magnitude of the point is computed 
using Eq. 4 where ax, ay and az are the corresponding value of x,y,z coordinate of 
point cloud in 3D space. E(p1, p2) of Eq. 3 is Euclidean distance between two points 
(p1, p2) on 3D space. (p1.p2) of Eq. 2 is the dot product between point p1 and p2.

3.2 � Classification network

This network extracts global features from input voxel. It uses multiple convolutions 
with max. pooling to generate a variety of hierarchical features. A 5x5x5 kernel fil-
ter size and 18 convolutional filters. We use Relu [61] to help with output activa-
tion with batch normalization [62] that minimize the shift of internal-covariance. 
The pooling layers help to minimize overfitting and also drastically reduce the 
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√
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Fig. 2   Show both our model’s classification and segmentation networks. The classification network 
extracts global features from the voxel feature’s input. The network is made up of eight (8) convolution 
layers, a max-pooling operation after every two convolution layers, two (2) fully connected layers, and 
a fully connected layer that predicts the final class of the object. The segmentation network decodes the 
feature by up sampling and combining them to construct the object parts
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computational cost. The final class of the object is predicted by the last fully con-
nected layer. The notation conv5 means a convolutional layer with 5 × 5 × 5 filter 
size, {16} × 18 = 16 × 16 × 16 voxel size and 18 convolutional filters. Figure 2 
shows the architecture of our network. Not only do the pooling layers have another 
form of translation invariance but also help to gradually shrink the representation’s 
spatial scale in order to minimize the number of parameters and computational cost 
in the network and as a result, to limit overfitting. Our pooling layers are all max-
pooling, which means they cut the grid size in each spatial dimension in half. Fol-
lowing a number of convolutional and max. pooling layers, our network’s high-level 
reasoning is carried out in fully connected layers. In the end, an additional fully 
connected layer followed by a softmax is used to regress to each category’s likeli-
hood. This layer has the same number of nodes as the number of object groups in 
the dataset.

3.3 � Segmentation network

The extracted features obtained from classification are decoded by this network to 
construct object parts. For effective global features, the network concatenates the 
high-level features from the object class likelihood and the last fully connected lay-
ers. The segmentation network is a mirror of the classification network, but with 
transposed convolutions instead of convolutions, and both networks are optimized 
at the same time. The classification network extracts and downsamples features, 
while the segmentation upsamples and fuses them together to generate the output. 
The classification network’s initial features are combined with the segmentation net-
work’s equivalent decoded features to keep local sharp information within the same 
spatial resolution, and the network generates two labels for each voxel. For each cell, 
the segmentation network generates K + 1 labels. K labels correspond to the number 
of points in that cell, plus one additional cell-level label. To receive the cell-level 
ground truth labels for object parts, we select the label with the highest percentage 
of points in each cell. Cells that do not have a point are labeled as "no label." and 
all of the points within those cells are as well. If there are fewer than or equal to 
K points in each cell during testing, for each of them, we use the corresponding K 
labels. Otherwise, the cell-level label is applied to the remaining points.

4 � Experiment

We applied our network to three tasks: classification, classification with noise and 
segmentation. We use the ModelNet [13] point cloud data given by [2] for clas-
sification and classification with noise. For segmentation, we used ShapeNet Part 
[63] and use the same training/testing split as [3]. For comparison with our sug-
gested approach, random sampling is used as an alternative non-data based sampling 
method. Additional experimental details can be found in ( Sect. 4.5)
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4.1 � Datasets

For the classification task, we use the ModelNet 10 and ModelNet 40 datasets [13], 
with accuracy as the evaluation metric and mean intersection over union (mIoU) on 
points is used to test ShapeNet Part [63].

•	 ModelNet[13]. Consist of two datasets of 3D CAD objects which are named 
ModelNet10 and ModelNet40. ModelNet40 have 9843 which are use for training 
while the remaining 2468 for testing with 40 classes in total while ModelNet10 
have 3991 for training with 908 for testing with 10 classes in total.

•	 ShapeNetPart[63]. This dataset has 16 categories with 50 parts labeled and have 
16,881 shapes in total.

4.2 � Implementation details

The Tensorflow deep learning library was used to implement our proposed model in 
Python. All of our tests were run on a single NVIDIA Geforce GTX TITAN GPU 
with 3584 cores, CUDA 10.1 and cuDNN 7.1, as well as an Intel(R) Xeon(R) CPU 
E5-2603 v3 @ 1.60GHz and 12GB RAM. The training took 36 hours for Model-
Net10 and 72 hours for ModelNet40, respectively. For the ShapeNetPart segmenta-
tion, the training took 28 hours. We randomly rotate the object along the up-axis to 
augment the point cloud before sampling. We jitter the location of each point with 
a 0.02 standard deviation, zero mean, and Gaussian noise. A 32 batch size was used 
and a 0.5 initial decay of batch normalization with 0.99 batch normalization decay 
clipping. The weight for classification is 0.2 and 0.8 for segmentation.

Equation 5 is a function with m as the total number of training data, n represents 
the total number of output neurons in the final layer. (e.g., n=10 if the total number 
of categories in the dataset is 10 and n=40 for the categories prediction of Model-
Net40), while y(i) and ŷ(i) represents the true label and its corresponding prediction 
for ith output neuron, respectively. In Eq. 6, Ltotal , Lclassification , and Lsegmentation rep-
resent the final loss of our model, which is a linear combination of both the loss of 
object classification prediction and the loss of object part segmentation, respectively 
(Fig. 5).

4.3 � Classification on ModelNet10 dataset

For a fair comparison, we used [2] to preprocess the ModelNet10/40 datasets for our 
experiments. We used the default input points of 1024. Furthermore, we make an 

(5)Lcross−entropy = −
1

M

[
m∑

i=1

n∑

j=1

1
{
y(i) = j

}
logŷ(i)

]

(6)Ltotal =�Lclassification + �Lsegmentation
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effort to improve efficiency by using more points and surface normals as additional 
features.

Comparison The accuracy of state-of-the-art methods on ModelNet10 is shown 
in Table  2. Our network outperforms most other voxel-based approaches, including 
VoxNet [14], 3DShapeNet [13], 3DGAN [64] VSL [65], and binVoxNetPlus [66]. 
Although being inferior than the VRN-ensemble [15], which uses an ensemble of 
six models, each of which was trained independently over the course of six days on 
an NVidia Titan X. When compared to methods that use point clouds, our network 
outperforms G3DNet [67], PointNet [2], OctNet [20], and ECC [68]. Even though 
Point2Sequence outperforms ours and It uses the attention mechanism to learn the 
correlation of different areas in a local region, it does not propose a convolution on 
point clouds. One reason our method outperforms majority of the point cloud-based 

0%

100%
bathhub

bed

chair

desk

dresser

monitor

nightstand

sofa

table

toilet

toilettablesofanightstandmonitordresserdeskchairbedbathhub

(a)

(b)

Fig. 3   Confusion matrix of our method a Confusion matrix of ModelNet10 b Confusion matrix of Mod-
elNet40



1491

1 3

A voxelized point clouds representation for object…

methods is that it learns higher-level features by better capturing the contextual 
neighborhood of points. Regarding Multi view approaches, despite the fact that our 
approach outperforms DeepPano [24], OrthographicNet [69]. There is still a small 
gap between our method and the multi-view based methods SeqView2seqlabels 
[70], which could be due to the fact that these models can only perform well when 
the views are in a specific order rather than any kind of unordered views (Fig. 4).

Ours Groundtruth Ours Groundtruth

Fig. 4   Some visualize objects from our segmentation results on ShapeNet-part dataset First column: pre-
dicted segmentation, Second column: ground truth, third column predicted segmentation and fourth col-
umn : ground truth
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4.4 � Classification on ModelNet40 dataset

On the ModelNet40 dataset, our model obtains a compelling accuracy of 88.2%, 
as shown in Table  3. Our model is first compared to volumetric models. Table  3 
shows that our model outperformed the majority of the volumetric models. 3DShap-
eNet [13] was the first model to explore the use of 3D volumetric voxels for 3D clas-
sification tasks on the ModelNet40 dataset. Our model outperforms this model by 
11.2% in overall classification accuracy. In comparison to VoxNet [14], the model 
achieved 83%, which is less than our model accuracy with a margin of 5.2%. Nor-
malNet [49] achieved an overall classification of 88.6% using two inputs to their 
model (normal vector and voxel grid), which is higher than our models with 0.4%. 
However, in ModelNet10, our model outperformed NormalNet by a margin of 0.3%. 
Our method outperforms LightNet [48] by 1.3%.

In comparison to multi-view-based network models, [24] achieved an accuracy 
of 82.5%, which is lower than our model by 5.7%. It is important to note that the 
model greatly benefits from the already advanced classical 2D CNN. Compared to 
our model, SeqView2seqlabels [70] achieved a classification accuracy of 93.4 per-
cent, which is higher than ours. This may be because these models can only work 
well when the views are in a fixed order, rather than some other kind of unordered 
views. In comparison to point-based models, our model produced results that were 
comparable to the majority of the models presented. Point2sequence [71] had the 
highest classification accuracy of 92.6%, which is higher than our model’s 4.4%. 
However, with a margin of 2.1 percent, our model outperforms DPRNet [72] and 
PointWise [12], while PointNet [2] and NPCEM [73] outperform our model with 
1.0 percent and 1.2 percent, respectively. To further illustrate the effectiveness of 
our model, Fig. 3 shows the confusion matrix of our approach. The confusion matrix 
was normalized to 100%. We can clearly see that most objects from all classes are 
recognized correctly. 

4.5 � Analysis of using alternative sampling methods

To analyze the benefit of our sampling strategy, On ModelNet10 [13], we compare 
the classification accuracy of our method using various sampling/querying meth-
ods under various conditions. Using different voxel sizes, we change the number of 
points sampled (K) per voxel from 3 to 6. For center sampling method, we compare 
our approach to random point sampling (RPS). For neighbor querying method, we 
compare our method with K-nearest neighbors .In both cases, we use either k-near-
est neighbor or RPS to replace our FPS. We also use the points that fall inside the 
voxel to calculate the centroid of the voxel without using any sampling method.

The points that are closest to the initial point are chosen for the k-nearest neigh-
bor before we hit K sample. The aim is to sample points that are as close as possible 
to one another in a given voxel. For calculating the centroid of the voxel, we use 
the points that fall within the voxel and the centroid’s coordinate as an input to our 
network. In this case, if a voxel only has one point, the point coordinate is used as 
the voxel’s centroid. Otherwise, if there are more than one point, the centroid of the 
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points is computed to obtain a single point coordinate (x; y; z) at their base. The 
centroid’s point vector is fed into our deep network, which extracts global features. 
Table  4 summarizes the results of the qualitative and quantitative evaluations. In all 
cases, our FPS-based approach outperforms other methods in terms of classification 
accuracy (10 percent more than RPS). When K is very high, KNN has no advantage 
over FPS.

The following are some of the factors that favor our approach:

•	 Rather than sampling centers from N points, our method starts with a point in 
the set and iteratively selects the farthest point from the points already selected. 
This method has the advantage of covering the entire point set in a given number 
of centroids.

•	 Each occupied voxel contains the same number of points. The technique 
decreases the coverage loss caused by density imbalance in a local region since 
the points are more uniformly distributed.

4.6 � Part segmentation on ShapeNetPart

We tested our model’s performance on a 3D object component segmentation task 
to further validate its performance on 3D shape understanding. 3D semantic parts 
segmentation attempts to predict the correct labeling of object parts such as the tail, 
wing, and engine in the case of an airplane object. As an assessment metric, we used 
the mean Intersection over Union (mIoU) proposed in [2]. For each part shape in 
the object category, we measure the union between ground-truth and prediction for 
each shape. To calculate the mIoU for each object category, we compute the average 
of all object mIoUs in the object category. The average mIoUs of all test objects are 
also used to measure the overall mIoU. A cross-entropy loss is used to optimize the 
segmentation training process, just as it is for our model’s 3D object classification 
task.

Comparison Our model achieves mean IoU of 83% using a voxel of size 
16x16x16. Our model outperforms KD-Net [19] by 5.9% and 3D-CNN [75] by 
3.3%, as shown in Table  5. With 0.6% and 1.9%, respectively, PointNet [2] and 
PointNet++ [3] outperform our model. Our model outperformed PointNet++ in 
four categories, while PointNet++ only outperformed our model in one (motorbike). 
In contrast to learning2segment [74], which achieved the highest mIoU on the Shap-
eNet-part dataset, Our model still outperforms this model in four categories: bag, 
cap, earphone, and mug. It’s also worth noting that this model converts 3D point 
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clouds to 2D matrices before applying classic 2D convolution. This method may not 
scale well on large scale lidar point clouds because projecting such data will result 
in too much noise, which may lead to object structural information loss. Figure 4 
shows some segmentation results of our model from ShapeNetPart dataset. As we 
can see, in the majority of cases, our results are visually appealing. For example, our 
method can separate a motorcycle’s wheels from its body. Other models, such as the 
aeroplane, pistol, bag and cup, can be observed in a similar manner.

4.7 � Shape classification with noise

Majority of the methods achieved satisfactory performance on synthetic datasets 
without corrupting the models. We add a Gaussian noise N(0, �) ranging from 
[0.1,0.5] during testing to demonstrate the effectiveness of our method. Figure  5 
shows the robustness to noise of our approach in both ModelNet10 and ModelNet40 
datasets.

4.8 � Computational time

Table  6 demonstrates our average testing time for classification and segmentation. 
As we can see, despite having the same voxel resolution of 323 , our model with a 
voxel size of 323 is faster than 3D CNN methods and still outperforms it in terms 

Table 2   Classification accuracy 
on ModelNet10 dataset

The approach with the highest classification accuracy has been high-
lighted in bold

Method Representation Parameter Acc. (%)

3DshapeNet [13] Volumetric 38M 83.5
VoxNet [14] Volumetric 0.9M 92.0
NormalNet [49] Volumetric 6.5M 93.1
3D-GAN [64] Volumetric – 91.0
VSL [65] Volumetric – 91.0
lightNet [48] Volumetric – 93.3
binVoxNetPlus [66] Volumetric – 92.3
VRN-ENSEMBLE [15] Volumetric – 97.1
OctNet [20] Point cloud – 90.4
PointNet [2] Point cloud – 77.6
Point2Sequence [71] Point cloud – 95.3
ECC [68] Point cloud – 90.0
G3DNet [67] Point cloud – 93.1
OrthographicNet [69] Multi-view – 88.5
SeqView2seqlabels [70] Multi-view – 94.8
DeepPano [24] Multi-view – 88.6
Ours point-vol. 8M 93.4
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of accuracy as shown in Table  5 Despite being slower than [2], our method outper-
forms it in classification tasks on ModelNet10, as shown in Table  2.

5 � Conclusion

We demonstrated a method for optimizing point cloud and voxel data for a subse-
quent task. The method entails simplifying point clouds to create a voxel grid and 
then assigning the points that fall into each voxel grid as the primary feature of 
the voxel. We also design a sampling module that uses the magnitude of the point 
(the Euclidean distance between the point and the object’s center) as well as the 
angles between each point embedded within each voxel to determine the relation-
ship between points within each voxel. Experiments on standard benchmark data-
sets: ModelNet10, ModelNet40 [13] and ShapeNetPart[63] show that our method 

Fig. 5   During testing, we apply 
a Gaussian noise N(0, �) rang-
ing from [0.1,0.5], demonstrat-
ing that our approach is robust 
to noise in both the ModelNet10 
and ModelNet40 datasets[13]
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Table 3   Classification accuracy 
on ModelNet40 dataset

The approach with the highest classification accuracy has been high-
lighted in bold

Method Representation Parameter Acc. (%)

3DshapeNet [13] Volumetric 38M 77.0
VoxNet [14] Volumetric 0.9M 83.0
NormalNet [49] Volumetric 6.5M 88.6
lightNet [48] Volumetric – 86.9
PointNet [2] Point cloud – 89.2
DPRNet [72] Point cloud – 86.1
PointWise [12] Point cloud – 86.1
NPCEM [73] Point cloud – 89.4
Point2Sequence [71] Point cloud – 92.6
SeqView2seqlabels [70] Multi-view – 93.4
DeepPano [24] Multi-view – 82.5
Ours point-vol. 8M 88.2
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Table 4   Performance 
comparisons of different 
sampling methods, run on 
ModelNet10[13]

Voxel size FPS KNN Centroid RPS

3 6 3 6 3 6 3 6

8 × 8 × 8 87.5 88.4 87.7 88.9 87.1 88.4 84.7 85.9
16 × 16 × 16 88.3 90.3 89.7 90.7 86.6 87.0 88.3 87.9
32 × 32 × 32 88.7 93.4 89.4 91.1 88.0 88.3 87.1 92.0

Table 5   Segmentation results of different methods on ShapeNet-part dataset

Methods Ours P.Net [2] P.Net++ 
[2]

KD-
Net[18]

L.2seg.
[74]

3DCNN[75] Point-
Grid[76]

O-
CNN[19]

mIoU 83.1 83.7 85.1 77.2 88.8 79.4 86.4 85.9
Airplane 73.9 83.4 82.4 79.9 86.5 75.1 85.7 85.5
Bag 88.5 78.7 79.0 71.2 78.9 72.8 82.5 87.1
Cap 91.6 82.5 87.7 80.9 83.4 73.3 81.8 84.7
Car 71.6 74.9 77.3 68.8 80.9 70.0 77.9 77.0
Chair 87.5 89.6 90.8 88.0 92.6 87.2 92.1 91.1
Earphone 85.7 73.0 71.8 72.4 77.6 63.5 82.4 85.1
Guitar 86.2 91.5 91.0 88.9 93.3 88.4 92.7 91.9
Knife 86.1 85.9 85.9 86.4 91.6 79.6 85.8 87.4
Lamp 89.1 80.8 83.7 79.8 89.0 74.4 84.2 83.3
Laptop 93.2 95.3 95.3 94.9 96.7 93.9 95.3 95.4
Motorbike 60.3 65.2 71.6 55.8 70.0 58.7 65.2 56.9
Mug 94.0 93.0 94.1 86.5 87.2 91.8 93.4 96.2
Pistol 79.6 81.2 81.3 79.3 84.5 76.4 81.7 81.6
Rocket 46.4 57.9 58.7 50.4 58.8 51.2 56.9 53.5
Skate-

board
69.6 72.8 76.4 71.1 83.0 65.3 73.5 74.1

Table 83.3 80.6 82.6 80.2 88.1 77.1 84.6 84.4

Table 6   Average testing time 
of our method with others on 
ModelNet40 [3]

Method Classification (ms) Segmen-
tation 
(ms)

PointNet [2] 9 28
PointNet++ [3] 163 –
PonitGrid (162)[76] 28 64

3DCNN[75] (642) 49 137

Ours (323) 28 19
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favorably compares over some deep learning approaches VoxNet [14], 3DShapeNet 
[13], 3DGAN [64] VSL [65], G3DNet [67], DeepPano [24], OrthographicNet [69] 
and binVoxNetPlus [66]. Furthermore, our model can distinguish 3D objects while 
using substantially less memory. Because of its simple structure and small number 
of parameters, our model is ideal for real-time object classification.
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