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Abstract
Recognition of handwritten digits is one of the most important and challenging 
issues in recent decades in the field of computer science. Its cursive nature, the right 
to left writing styles of words and characters as well as various digits shapes have 
imposed curiosity among numerous researchers to impose a lot of efforts on the rec-
ognition of handwritten Farsi numbers. In order to improve the recognition accuracy 
of Farsi handwritten digit recognition, the pragmatic CBWME network structure 
model based on convolution bagging weighted majority ensemble learning is devel-
oped by integrating the convolution neural network (CNN) and bagging weighted 
majority ensemble learning. For base classifiers, we applied the VGG16, ResNet18, 
and Xception architectures and explored the bagging weighted majority ensemble 
learning in combining the base classifiers results, which are later used in identifying 
Farsi handwritten digits. The performance of the CNN models (VGG16, ResNet18, 
and Xception) and CBWME model was evaluated by comparing their results. From 
the experimental result analysis, it was observed that the proposed CBWME model 
achieved the best average recognition accuracy (97.65%), followed by the Xception 
model (95.9%), ResNet18 model (93.75%), and VGG16 model (90.26%) in HODA 
dataset. The accuracy orders were the same as in IFHCDB and CENPARMI data-
sets. The CSE model attained the best result with rate of (99.876%) compared with 
the other studies.
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1  Introduction

Recognition of handwritten numbers is a very important research area in machine 
vision and optical character recognition (OCR) fields [1, 2]. The Farsi handwrit-
ten recognition (FHR) is a complicated task: due to the specific writing nature 
and styles of Farsi cultivars, it is much more difficult to distinguish Farsi hand-
written cultivars than English cultivars. On the other hand, the application of 
Farsi digits handwritten recognition (FDHR) in various fields has led to the inno-
vation of numerous ideas to expand and improve the quality of recognizing Farsi 
handwritten digits, which also called for the interest in this study [3–5].

The deep learning (DL) model can be transformed into simple and more com-
plex features by simplifying features and can be used well to identify handwritten 
characters; thus, to improve the accuracy of recognition, many researches focus on 
constructing the models of handwriting digits recognition by using DL [6–9]. Farah-
bakhsh et al. [10] proposed a model for Farsi handwritten digits recognition based on 
AlexNet. Data augmentation technique was used to produce more data. HODA data-
set was used to evaluate the proposed method. Considering the fact that research-
ers have made some changes in architecture model of AlexNet and high number of 
diversity of data, the resulted method showed better results. Latif et  al. [11] pro-
posed a model based on DNN architecture to recognize handwritten characters of 
some Eastern languages like Eastern Arabic, Farsi, Urdu, Devanagari and Western 
Arabic. Nanehkaran et al. [12] used CNN for recognition of Farsi handwritten digits, 
which achieved the result of 99.45%. Akhlagi and Ghods [13] proposed a method 
to recognize handwritten phone numbers, which seek to use DNNs to get the best 
results. They first changed the digit strings into single digits and then tried to recog-
nize them. Elkhayati et al. [14] introduced a new method based on CNNs and com-
putational geometry algorithms (CG), which were used to recognize isolated hand-
written. IFHCDB has been used in the proposed methods. Sahlol et al. [15] designed 
a mixed method for handwritten digits recognition, in which CENPARMI method 
was used. The method used different models of CNNs and compared their results. 
Safarzadeh and Jafarzadeh [16] proposed a method for recognition of Farsi hand-
written digits in which CNN and recurrent neural network (RNN) were used. Also, 
in order to delete segmentation level used in usual methods, a connectionist tempo-
ral classification loss function was used. The method was efficient in Farsi handwrit-
ten digits’ recognition. HODA dataset was used in this study. Modhej et al. [17] pro-
posed a method for Farsi handwritten digits’ recognition using brain’s hippocampus 
dentate gyrus. The proposed method has solved this problem, and the accuracy of 
handwritten digits recognition has developed. Authors have also introduced excita-
tion and inhibition steps, which play important roles in getting the results better. 
HODA dataset was used for recognizing and evaluating Farsi handwritten digits. 
Parseh et al. [18] introduced a model based on CNN, but the difference was that a 
nonlinear multi-class support vector machine classifier was used instead of a fully 
connected layer. Considering the changes in structure and architecture of CNN, the 
results have high accuracy, and the studies in this field have provided better results 
in comparison with other results.
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However, the efficiency and performance accuracy of these models require a lot 
of training data, which in turn upgrades the computational complexity of the models 
[19–21]. In addition, the training datasets are usually limited, and these individual 
models may not obtain the correct distribution of the sample data from the hypothesis 
space, which may result in low performance accuracy of the models [22–25]. Thus, 
to overcome this limitation, ensemble learning methods were introduced to improve 
the performance accuracy [26–28]. To improve the recognition accuracy of Farsi hand-
written digit recognition, our contributions are as follows: (1) the CBWME network 
structure model based on convolution bagging weighted majority ensemble learning is 
developed by integrating the convolution neural network and bagging weighted major-
ity ensemble learning. For base classifiers, we applied the VGG16, ResNet18, and 
Xception architectures and explored the bagging weighted majority ensemble learning 
in combining the base classifiers results, which are later used in identifying Farsi hand-
written digits; (2) the performance of the CNN models (VGG16, ResNet18, and Xcep-
tion) and CBWME model was evaluated and analysed by comparing their results.

The organization of this paper is as follows: Section 2 presents the preliminaries of 
the data preparation, convolutional neural network models and the performance evalu-
ation. The experimental results are given in Sect. 3. Finally, the discussion, hypothesis 
and limitations, and conclusions are presented in Sects. 4, 5, and 6, respectively.

2 � Methodology

The study methodology is based on three steps, shown in Fig.  1: data preparation, 
model architecture, and performance evaluation. In data preparation, we described the 
datasets used in this paper. In model architecture, different models of CNN were amal-
gamated to form the model of CBWME. In performance evaluation, the performance 
of the models can be evaluated by proposed formulas.

2.1 � Data preparation

There are several databases of handwritten Farsi digits available. In this study, three dif-
ferent datasets were used. The first database named HODA, which was collected from 
approximately 12,000 entrance examination registration forms. The dataset contained 
around 102,352 samples, which included Farsi digit examples. The next group dataset 
of this paper is Isolated Farsi Handwritten Character Database (IFHCDB). IFHCDB 
has been used in this study, which includes grayscale images, which had 17,740 sam-
ples. The last dataset is called CENPARMI, which includes 11,000 instances.

2.2 � Convolutional neural network models

2.2.1 � VGG16

VGG16 is composed of 16 layers and accepts image inputs of 224 × 224 RGB size 
and passes them through a stack of convolutional layers with the fixed filter size of 
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3 × 3 and the stride of 1. In this architecture, there are 5 max pooling filters encap-
sulated between convolutional layers for the purpose of down-sampling the input 
representation [29]. Following the stack of convolutional layers are the 3 fully con-
nected layers, which consists of 4096, 4096 and 1000 channels, respectively. And 
finally the last layer in the architecture is the soft-max layer [30].

2.2.2 � ResNet18

There are four convolutional blocks in network configuration, and related convolu-
tional layers have 3, 5, 7 and 3 layers, respectively, and the size of convolutional 
kernel of each module is all 3 × 3. There are different numbers of majors in each con-
volutional blocks (from the figure, the numbers of residual modules in each convo-
lutional block are 1, 2, 3, and 1, respectively). In network, pooling layer disappears 
in each convolutional block. Convolutional layer down samples pooling layer using 
two strides [31, 32].

2.2.3 � Xception

This architecture is made of 36 convolutional layer to increase the extraction abil-
ity to classify the image, which creates 14 modules and punctuates residual con-
nections except first and last modules. According to required size and channels 
( 299 × 299 × 3 ), input image uses entry flow in the first module with 2 convolutional 

Data Prepara�on

Model Architecture

CNN Model CSE Model

HODA

Performance Evalua�on

…………………………………. ………………………………….

CENPARUI IFHCDB

Fig. 1   Illustration of the overall flowchart
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layers allocating 32 and 64 filters and 3 × 3 kernel and modules 2–4, with kernel size 
of 3 × 3 and separable convolutional filters 128, 256 and 728 [33, 34]. In this sec-
tion, map feature of 19 × 19 × 728 is produced and passes the rings (modules fifth 
to twelfth) 8 times in middle flow by separable convolutional filters 728. Then, map 
feature is transferred from middle flow to front to final part, in which thirtieth mod-
ule has used two separable calculation filter of 728 and 1024. Adding global average 
pooling and a fully connected layer before logistic regression as the last layer, two 
separable convolutional filters size of 1536 and 2048 are applied in final modules 
[33, 35, 36].

2.2.4 � Model architecture of CBWME

The outline of the model architecture of Convolutional Bagging Weighted Major-
ity Ensembles (CBWME) is shown in Fig.  2, in which it includes base classifier 
and meta classifier. For base classifier, probability of each predicted class of each 
CNN algorithm can be obtained. For meta classifier, we adapted the idea of bagging 
ensemble learning and obtained the better classifier by combing weighted majority 
of each base classifier.

The CNN layers including the input layer, convolution layers, pooling layers, 
fully connected layers and output layer, where the base classifiers generated are cho-
sen in CBWME model. Our proposed ensemble classifier with weighted majority 
is far different from the bagging ensemble approach, which equally integrate the 
base classifier predictions by using an averaging model. The distinctness among the 
ensemble classifiers guarantees their uniqueness in performance during Farsi hand-
written digits classification. Despite that, certain base classifiers may exist, which 
can be used to classify Farsi handwritten digits patterns and could be assorted to 
expand the distinctness as well as enhance the performance accuracy.

Likewise, certain base classifiers tend to show lower capability in determining some 
Farsi handwritten digits; thus, their influence in FHR pattern is reduced. To combine 
the results from three base classifiers, in proportion to their approximated performance 

datasetBase classifier1

Xcep�on

Probability of each 
predicted class

Ensemble with weighted majority

Base classifier

M
eta classifier

VGG16 ResNet18

Base classifier2 Base classifier3

Probability of each 
predicted class

Probability of each 
predicted class

1w 2w 3w

Fig. 2   The outline of the model architecture of CBWME
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we used the weighted majority function, which facilitate the contribution of multiple 
classifiers in Farsi handwritten digits recognition pattern, which is as follows:

where Xi and y represent the ith input image and the vector of classified label, 
respectively. Taking an assumption that, there are five recognition classes of Farsi 
handwritten digits, the first class is (1, 0, 0, 0, 0). The M parameter denotes the 
number of base classifiers that are considered in the ensemble model. The probabil-
ity of pk(y|Xi) represents the output value of kth base classifier, which is computed 
from the soft-max function in the output layer of kth base classifier. The weight wk 
signifies a vector of weight for each Farsi handwritten digit class, which is identified 
based on the fraction of the total Farsi handwritten digits that were extracted. During 
training, the weights from the ensemble classifier validation dataset tend to be more 
robust and overcome the over-fitting problem.

2.3 � CBWME algorithm

Based on the above analysis, the CBWME algorithm can be summarized as follows:

Input: image 

Step1: Construct base classifier and obtain probability of each predicted class. 

Step2: Ensemble with weighted majority. 

Output: the result of classification 

In step1, base classifiers can be constructed by VGG16, Rest18, and Xception, 
which receive image and generate the probability of each predicted class. In step2, 
using weighted majority function decides the final result of each predicted class.

2.4 � Performance evaluation

In this present study, some useful statistical metrics have been used to evaluate the clas-
sification models, namely accuracy, sensitivity, and specificity, which are calculated as 
follows:

(1)Ci = argmax

(
M∑

k=1

wkpk(y|Xi)

)

(2)Accuracy =
ES + ER

ES + ER + AS + AR

(3)Sensitivity =
ES

ES + AR
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where the values denoted by ES, ER, AS and AR are defined as follows. ES The 
number of samples that are correctly identified belongs to a particular class. ER The 
number of samples that are correctly rejected belongs to a particular class have. AS 
The number of samples that are mistakenly identified belongs to a particular class. 
AR The number of samples that are mistakenly rejected belongs to a particular class.

3 � Results and discussion

3.1 � Experiment settings

Cross-validation is one of the different techniques for validating the same model in 
order to evaluate in what way the outcomes of a statistical analysis will generalize 
to a set of independent data. It is implemented where the goal is prediction, and one 
attempts to calculate how accurately a predictive model will do practically. Test-
ing model’s ability is considered as the main objectives of using cross-validation to 
predict new data that was not used in estimating it, through which one can overcome 
the problems like over-fitting or selection bias and to provide a viewpoint on how 
the model will be generalized to an independent dataset (i.e. an unknown dataset, for 
instance from a real problem).

One step in cross-validation involves adding a sample of data into complemen-
tary subsets, implementing the analysis on one subset (called the training set), and 
validating the analysis on the other subset (called the validation set or testing set). 
In order to minimize the variability, in plenty of methods multiple rounds of cross-
validation are done by means of various partitions, and the validation results are 
combined (e.g. averaged) over the rounds to give an evaluation of the model’s pre-
dictive performance.

In k-fold cross-validation, the initial sample is randomly selected and entered into 
k equal-sized subsamples. Of the k subsamples, a single subsample is maintained 
as the validation data for evaluating the model, and the remaining k -1 subsamples 
are used as training data. The cross-validation process is then repeated k times, with 
each of the k subsamples implemented exactly once as the validation data. The k 
results can then be averaged to produce a single estimation. The positive points of 
this method comparing with repeated random subsampling are that both training and 
validation are implemented in observations, and each of them is used for validation 
exactly one time. It is common to use fivefold or tenfold cross-validation; however, 
k is generally an unfixed parameter. The amount of K has been chosen 5 in the pro-
posed method.

In fact, we divided each dataset (HODA, IFHCDB, and CENPARMI) into 5 cat-
egories, respectively. During the experiment, in the first step, to obtain result a1 the 
first set is used as test set and the other 4 as training sets. In the second step, to 
obtain a2 , the second set is considered as a test set and the other 4 as training sets. 
The above processes are repeated until all sets have participated in test and training. 

(4)Specificity =
ER

AS + ER
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It should also be mentioned that this idea is one of the advantages of the proposed 
idea because we are sure all the sets have been participated in test and training and 
that’s why the obtained results are acceptable and significant. Finally, the final result 
can be obtained by averaging each result of each step, as shown in Table 1.

3.2 � Classification results of CNN models and CBWME

The accuracy, sensitivity, and specificity results are provided in Tables 2, 3, and 4. 
From the result analysis in Table 2, it can be concluded that the Convolutional Bag-
ging Weighted Majority Ensemble (CBWME) had the best results (99.87, 96.52, 
and 99.20%, respectively) during classification in HODA dataset, followed by the 
Xception model which obtained the accuracy, sensitivity, and specificity of 98.42, 
92.87, and 97.27%, respectively. Then, the results obtained for accuracy, sensitivity, 
and specificity using ResNet18 are: 97.08, 90.45, and 96.59%. On the other side, 
VGG16 was the weakest model that attained 94.13, 89.78, and 95.47% accuracy, 
sensitivity, and specificity, respectively. When compared to ResNet18, the VGG16 
specificity and sensitivity results don’t differ very much, rather, they differ in perfor-
mance accuracy by 97.08 and 94.13%, respectively.

In Table  3, the results related to IFHCDB are given, the results obtained for 
accuracy, sensitivity and specificity using VGG16 are 93.04, 87.49, and 92.20%, 
which has the weakest results. Instead, the results obtained for accuracy and speci-
ficity using CBWME are 98.42, 94.30, and 98.86%, which had the best results. 
Since Xception and CBWME have better architecture and efficient parameters, they 
obtained better results in comparison with VGG16 and ResNet18. It is noteworthy 

Table 1   The datasets and partition of training and test sets

Datasets Process Test set Training sets Results

HODA (102,352 samples)
IFHCDB (17,740 samples)
CENPARMI (11,000 samples)

Step 1 1 2 3 4 5 a
1

Step 2 2 1 3 4 5 a
2

Step 3 3 1 2 4 5 a
3

Step 4 4 1 2 3 5 a
4

Step 5 5 1 2 3 4 a
5

The final result:(a
1
+ a

2
+ a

3
+ a

4
+ a

5
)∕5

Table 2   Classification results 
using each model in HODA 
dataset

Classifier Recognition rate (%)

Accuracy Sensitivity Specificity

VGG16 94.13 89.78 95.47
ResNet18 97.08 90.45 96.59
Xception 98.42 92.87 97.27
CBWME 99.87 96.52 99.20
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that sensitivity obtained weaker results than accuracy and specificity. For example, 
the average results for accuracy, sensitivity, and specificity are 95.39, 89.64, and 
94.41%, respectively.

The results of CENPARMI dataset are given in Table 4. According to Table 4, 
we can see that sensitivity and accuracy have obtained the weakest and strongest 
results. The average results obtained for accuracy, sensitivity, and specificity are 
94.42, 88.46, and 93.45%, respectively. It should be mentioned that this dataset is 
older than mentioned ones and has less quality. The results obtained for accuracy, 
sensitivity, and specificity using VGG16 are 92.40, 86.14, and 91.18%, which were 
the weakest. In contrast, the results obtained for accuracy, sensitivity, and specificity 
using CBWME are 97.13, 90.87, and 97.29%, which had the best results. The results 
related to Xception are somehow close to CBWME. Especially about sensitivity 
which is 89.64% for Xception and 90.87% for CBWME. The values for accuracy in 
Xception and CBWME are 95.67 and 97.13%, respectively.

Farsi handwritten digits are very similar in writing to Arabic handwritten dig-
its, but there are slight differences in the way the digits 0, 2, 4, 5, 6 are written. 
Despite the differences, we examined all types of existing writings in this study so 
the research of the mentioned project becomes valid in Arabic handwritten digits 
and provides significant results in case of testing with different datasets. Consid-
ering that in all datasets used in this research, including HODA, CENPARMI and 
IFHCDB, there are many examples of Arabic handwritten digits, but the focus of 
research is on Farsi handwritten digits.

Writing zero in Farsi is like English, which is a hollow circle but in Arabic zero is 
a solid circle. Writing one in each the two languages of Farsi and Arabic is the same 
and is almost the same as English. Writing two is different in Farsi and Arabic. In 
other words, writing 2 in Arabic is easier than writing it in Farsi because in Arabic 2 
is generated from the intersection of a long vertical line and a short horizontal one. 

Table 3   Classification results 
using each model in IFHCDB 
dataset

Classifier Recognition rate (%)

Accuracy Sensitivity Specificity

VGG16 93.04 87.49 92.20
ResNet18 94.39 89.20 93.21
Xception 96.27 90.30 95.10
CBWME 98.42 94.30 98.86

Table 4   Classification 
results using each model in 
CENPARMI dataset

Classifier Recognition rate (%)

Accuracy Sensitivity Specificity

VGG16 92.40 86.14 91.18
ResNet18 93.25 88.57 91.86
Xception 95.67 89.64 94.62
CBWME 97.13 90.87 97.29
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While in Farsi, it is formed by a long vertical line and a parabolic curve with upward 
reasoning. In the case of number 3, the way of writing in Farsi and Arabic is the 
same.

In the case of number 4, the writing is completely different in both languages. In 
other words, the way of writing it in Farsi is much easier than in Arabic.

Writing 5 is different in both languages, except that the way it is written in Arabic 
is somewhat identical to a relatively large sloping hollow circle, which is somewhat 
similar to Farsi, but writing 5 in Farsi is relatively complex. However, it is much 
easier to identify.

There are two kinds of writing for number 6. The type of writing in Arabic is 
easier than in Farsi. The situation is completely different in numbers 7, 8 and 9, 
which means in both Farsi and Arabic the spelling is the same. Numbers 7 and 8 are 
composed of transversal lines, but with the difference that in the case of the number 
seven lines are moving from top to bottom, but in number 8 it is quite opposite, 
meaning that the lines are moving from bottom to top. The way of writing numbers 
7 and 8 in Farsi is 7 and 8. Writing number 9 is very similar to the way of writing 
the number 9 in English, with the difference that in Farsi and Arabic, the last cur-
vature related to the straight line isn’t written. In other words, in Farsi, number nine 
consists of a circle and a relatively long vertical line to which it is attached.

Figure  3 shows the results obtained by the VGG16 on HODA, IFHCDB and 
CENPARMI datasets. According to the table presented in Fig. 3, we can see the best 
results are for numbers 1, 7 and 8 and the worst results are for 3. For example, the 
best result belongs to digit 7 from HODA dataset with amount of 91.45% and digit 3 
from CENPARMI dataset has got the weakest result with amount of 86.09%.

Figure 4 shows the results by ResNet18 on HODA, IFHCDB and CENPARMI 
datasets. The best results are for 8 and the worst results are for 3. About HODA 
dataset, it should be mentioned that the weakest results were for number 2, 
which was 92.85%. The weakest results are for number 3 in CENPARMI data-
set, which is very different with its following result related to zero (88.56%). The 
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HODA 89.9 91.01 90.51 88.47 89.12 90.53 91.04 91.45 91.24 89.36
IFHCDB 87.63 90.06 88.35 87.1 88.43 88.71 88.62 89.68 89.52 88.34
CENPARMI 86.72 86.95 86.47 86.09 86.42 86.76 86.69 87.49 87.51 87.25
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Fig. 3   Classification of digits using VGG16 model
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same situation is also true about 3 in IFHCDB dataset. In other words, the results 
obtained for 3 are weaker than others, which is considered outlier data. If we 
put it aside from calculations, the averages will improve greatly. Number 5 had 
the best results, which was graded second in HODA dataset, and we can see this 
growing trend in other datasets for this number. In general, we can claim that 
ResNet18 had the best results for other digits expect 2 and 3.

The results related to Xception method are given in Fig. 5. About HODA and 
IFHCDB datasets, digit of 8 has obtained the best results. However, digit of 7 
has obtained the best results in dataset of CENPARMI. The weakest result is for 
number 3 in each of them. In a way that the weakest result is related to digit 3 in 
CENPARMI dataset using Xception method with amount of 88.13%. Considering 
the obtained results, we can say that even the results related to CENPARMI data-
set have been better than previous methods. It should be mentioned that Xception 
is a new model in very deep convolutional neural networks and has shown accept-
able results.

Here, the results obtained from the proposed method which is called Convo-
lutional Bagging Weighted Majority Ensemble (CBWME) are analysed. You can 
see them in Fig. 6. The result obtained using CBWME is acceptable and better 
than other methods. In HODA and CENPARMI datasets, the best results are for 
8; however, in CENPARMI, 7 gained the best results. The weakest results for all 
three datasets are for number 3. The interesting point is that the data related to 3 
in all three datasets are considered outlier and vary greatly with other results. It 
is noteworthy saying that some digits like 0, 2, 4, 5 and 6, which had 2 spellings, 
showed good results and had moderate distance with the best results. The best 
thing about CBWME method is that there isn’t great difference in the weakest 
and the best results, which indicates that the proposed method has a great ability 
to identify. Even datasets with average quality are analysed accurately, and the 
considered data are extracted and used where they are needed. The average val-
ues related to HODA, IFHCDB, and CENPARMI datasets are 97.65, 96.89, and 
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HODA 93.63 93.24 92.85 93.03 93.87 94.76 93.12 94.27 95.41 93.32
IFHCDB 91.46 91.63 90.84 90.2 91.47 90.96 91.34 92.21 92.18 91.87
CENPARMI 88.56 89.42 89.63 88.13 88.91 88.96 89.15 89.4 89.76 89.97
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Fig. 4   Classification of digits using ResNet18 model
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95.28%, respectively (Fig. 7). In short, from the above analysis, it can be claimed 
that the CBWME method has the high ability in recognition of Farsi handwritten 
digits.

3.3 � Comparison digit results of CNN models and CBWME

The average results of every dataset are shown in Fig. 7. From the result analysis, 
we can notice that the CBWME model had the best result in all of the dataset. The 
achieved results for datasets of HODA, IFHCDB, and CENPARI are, respectively: 
97.65, 96.89, and 95.28% for average recognition rate. On the other hand, VGG16 
model got the weakest results. Its results for HODA, IFHCDB, and CENPARI data-
sets are, respectively, 90.26, 88.64, and 86.84% for average recognition rate. The 
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IFHCDB 95.04 93.12 92.8 93.04 93.34 94.6 93.74 96.28 96.14 95.19
CENPARMI 93.39 92.14 91.64 91.15 92.69 93.1 92.21 94.09 93.26 93.41
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Fig. 5   Classification of digits using Xception model
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Fig. 6   Classification of digits using CBWME
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obtained results for ResNet18 model are better than VGG16, but its results have a lit-
tle more distance with Xception method. The obtained results of ResNet18 with dif-
ferent datasets are as follows: HODA: 93.75%, IFHCDB: 91.42%, and CENPARMI: 
89.19% for average recognition rate. Xception model has got really good results, but 
it ranked the second place after the CE method. Xception model got 95.90, 94.26, 
and 92.03% with datasets of HODA, IFHCDB, and CENPARMI for average rec-
ognition rate, respectively. Finally, we can strongly claim that the CBWME has the 
best performance in all the used datasets.

Since the presented research can be evaluated precisely, we tried to present its 
running time in Fig. 8. The results in Fig. 8 indicate that the CBWME model has the 
longest running time. In other words, it has the worst results considering running 
time. It should be mentioned that there are a lot of differences between this model 
and the other proposed method, which comes after that. Simply, if the running 
time is a very important and effective component, CBWME is not a good model at 
all. Despite expectations, Xception has the second position higher than ResNet18 
and the proposed method, which is an advantage for Xception. The best model is 
VGG16 considering running time.

3.4 � Comparison results with other studies

In this section, we have attempted to bring some results about the newest scientific 
research in the field of Farsi handwritten digit recognition published in reliable sci-
entific magazines and make contrast between them with the results from CBWME. It 
should be noted that traditional classifiers and CNNs have been used in most of the 
articles related to handwritten digit recognition or in other words, articles containing 

VGG16 ResNet18 Xcep�on CBWME
CENPARMI 86.84 89.19 92.03 95.28
IFHCDB 88.64 91.42 94.26 96.89
HODA 90.26 93.75 95.9 97.65

90.26 93.75 95.9 97.65

88.64 91.42 94.26 96.89

86.84 89.19 92.03 95.28
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Fig. 7   The average results obtained for all the used datasets and all the models
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VGG, ResNet, Inception, and Xception, and other new methods to recognize Farsi 
handwritten characters are not a lot (almost none).

It is better to remind that despite differences between Farsi and Arabic, they share 
some similarities in writing styles. Due to the lack of sources related to Farsi hand-
written digit recognition using new methods and also similarities between Arabic 
and Farsi in writing styles, we tried to bring the results of some articles related to 
Arabic and compare the results with the proposed method to demonstrate the sen-
sitivity of system better. The results related to the newest articles published in valid 
scientific magazines are brought here so that by comparing them with the proposed 
method, efficiency of the proposed method would become more observable. For 
example, some articles published in recent years are as follows (Table 5):

In this part, the results obtained from the proposed method are compared and 
contrasted with other works. Table 5 shows that the proposed result has better per-
formance than others. It should be mentioned that the purpose of the study is to 
highlight the significance of ensemble learning methods using new techniques like 
DNN in order to get better results in Farsi handwritten digits recognition. To do such 
a research, we used three standard and commonly used datasets in Farsi, which are 
HODA, IFHCDB and CENPARMI. The best results were obtained from CBWME 
method using the HODA, IFHCDB and CENPARMI datasets: 99.87, 98.42, and 
97.13%, respectively, as given in Table 5.

Then, Farahbakhsh et al. [10] made some changes in the architecture of CNN and 
achieved 99.67% using HODA dataset; Parseh et al. [18] presented a model of CNN 
and nonlinear multi-class and could achieve 99.56% by means of new changes in its 
architecture and structure; Modhej et al. [17] proposed a combined robust model for 
recognition of Farsi handwritten digits by which they achieved 99.55% using HODA 
dataset; Nanehkaran et al. [12] proposed a model based on CNN based on which the 

VGG16 ResNet18 Xcep�on CBWME
HODA 27.16 152.16 33.84 155.46
IFHCDB 29.1 156.2 37.32 159.89
CENPARMI 32.16 161.14 42.58 165.23
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Fig. 8   The running time of the different models
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result was 99.45% using HODA dataset; Safarzadeh and Jafarzadeh [16] proposed a 
combined method based on CNN and RNN and could achieve 99.375% considering 
the innovations in new method; Akhlaghi and Ghods [13] proposed a method for 
Farsi handwritten digits recognition based on which the main idea of CNNs devel-
oped. Authors have tried to recognize string digits like handwritten phone numbers 
and used different methods to achieve this goal. The best result using HODA dataset 
was 99.34%; Latif et  al. [11] presented a model based on DNN and got 99.20%; 
Elkhayati et al. [14] have used directed CNN to recognize handwritten digits, and 
IFHCDB is used which resulted in 97.40%; Sahlol et  al. [15] presented a robust 
mixed model using CENPARMI. The method was robust and had high proficiency. 
The authors could achieve 96.00% using this method. In Table 5, the results of some 
papers related to the recognition of Farsi and Arabic digits are shown. Majority 
of the presented results are almost the same with the proposed CBWME method, 
which reveal its efficiency. Despite the efficiency and state-of-the-art methods (when 
they were introduced) of other methods presented in Table 5, they are not as efficient 
as the proposed results. In other words, they are not comparable with CBWME.

4 � Discussion

From the above analysis and comparison, CBWME has gained the best results, fol-
lowing Xcetion, ResNet18, and VGG16 model in recognition of both handwritten 
Farsi characters and digits, which were caused by the following reasons:

First of all, using an architecture with very small (3 × 3) convolution filters, 
VGG16 enhances a thorough evaluation of networks of increasing depth. This is 

Table 5   Comparison of the proposed method and other researches

Research Dataset Technique The highest 
accuracy (%)

The average 
accuracy (%)

Proposed method HODA CBWME (fivefold cross-validation) 99.87 99.34
CBWME (separate test and train data) 99.07 98.71

IFHCDB CBWME (fivefold cross-validation) 98.42 97.69
CBWME (separate test and train data) 97.40 96.81

CENPARMI CBWME (fivefold cross-validation) 97.13 96.36
CBWME (separate test and train data) 96.27 95.92

Farahbakhsh [10] HODA DNN 99.67 –
Parseh [18] HODA CNN + Nonlinear SVM 99.56 –
Modhej [17] HODA Combination of different methods 99.55 –
Nanehkaran [12] HODA Directed CNN 99.45 –
Safarzadeh [16] HODA CNN + RNN 99.375 –
Akhlaghi [13] HODA CNN 99.34 –
Latif [11] HODA DNN 99.20 –
Elkhayati [14] IFHCDB CNN 97.40 –
Sahlol [15] CENPARMI Combination of different methods 96.00 –
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an indication that there is a notable improvement on the prior-art configurations 
that can be achieved by pushing the depth to 16 to 19 weight layers. It can express 
the dataset characteristics more accurately during image identification and classi-
fication. However, as the network goes deep, the number of model parameters and 
the complexity of calculations during training increase, which, in turn, results in 
more training time and low training efficiency.

With ResNet18, up to thousands of residual layers can be utilized in creating 
a network and then trained. This is different from normal sequential networks, 
where as you increase the number of layers, there are less improvements in the 
network performance. A few more novel techniques which ResNet18 introduced 
are: (1) use of standard stochastic gradient descent (SGD) along with a reason-
able initialization function which keeps the training intact. (2) Changes in pre-
processing the input, where the input is first divided into patches and then fed 
into the network.

The Xception module is robust, very strong, and can process correlations of 
cross-channels and spatial relations with maps fully decoupled. The Xception 
architecture is a linear stack of depth-wise separable convolution layers with 
residual connections. This makes the architecture very easy to define and modify; 
it takes only 30–40 lines of code using a high-level library such as Keras or Ten-
sorFlow-Slim, not unlike an architecture such as very deep convolutional neural 
networks.

By using the central limit theorem (which involves averaging of many classifi-
ers), the bagging strategy can overcome or avoid over-fitting successfully. The ran-
domization process enhances the robustness of the models. Thus, bagging is aim of 
improving classification by combing single classification, and the results are bet-
ter than one single classification. CBWME model is adopted the bagging strategy 
and has its advantages and thus reaches the best results compared with VGG16, 
ResNet18, and Xception.

5 � The hypothesis and limitations of CBWME

CBWME is a powerful ensemble method, which helps to reduce variance and, by 
extension, prevent over-fitting. It improves model precision by using a group (or 
"ensemble") of models which, when combined, outperform individual models when 
used separately.

However, its limitations are as follows: 1. it is giving its final prediction based on 
the mean predictions from the subset trees, rather than outputting the precise values 
for the classification or regression model. 2. It introduces a loss of interpretability 
of a model. The resultant model can experience lots of bias when the proper proce-
dure is ignored. Despite CBWME being highly accurate, it can be computationally 
expensive, and this may discourage its use in certain instances. 3. It may result in 
high bias if it is not modelled properly and thus may result in under-fitting. 4. Since 
we must use multiple models, it becomes computationally expensive and may not be 
suitable in various use cases.
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6 � Conclusion

In order to improve the recognition accuracy of Farsi handwritten digit recogni-
tion, in this work, the novel CBWME network structure model based on convolu-
tion bagging weighted majority ensemble learning was developed by integrating 
the convolution neural network (CNN) and bagging weighted majority ensemble 
learning. In this model, the VGG16, ResNet18, and Xception CNN models were 
designed as base classifiers, while the bagging weighted majority ensemble learn-
ing was explored in combining the base classifiers results, which were later used 
in identifying Farsi handwritten digits. The performance of the CBWME model 
was evaluated based on three databases: HODA, IFHCDB and CENPARMI, and 
its results were compared to those of the CNN models. From the experimental 
result analysis, it was observed that the proposed CBWME model achieved the 
best average recognition accuracy (97.65%), followed by the Xception model 
(95.9%), ResNet18 model (93.75%), and VGG16 model (90.26%) in HODA data-
set. The accuracy orders were the same as in IFHCDB and CENPARMI datasets. 
Moreover, in handwritten letter recognition, CBWME obtained higher recogni-
tion accuracy than the other three CNN models. Thus, to this end, the proposed 
model brings new insight to the field and can be a very useful tool in Farsi hand-
written digits recognition. However, it costs amount computational time to obtain 
the higher accuracy. In the future, many applications of the number recognition 
and handwriting character double the importance of this topic.

7 � Recommendation

The research conducted in the field of Farsi handwriting digits recognition so far 
is very limited. There are good outcomes in spite of little researches. But there 
is still a need for more work in this area. Many applications of the number rec-
ognition and handwriting character double the importance of this topic [37, 38]. 
Future work recommends the use of new features according to the figure and con-
tent of the image, the use of image derivatives, and the extraction of features that 
are resistant to image rotations in different directions. It also classifies images 
using various online and offline data using clustering and other classification 
methods. Combined classifiers as well as changes in deep neural network parame-
ters and other classifiers and finding the optimal value of parameters for them can 
be helpful in this regard [39, 40]. Providing methods for detecting digits and char-
acters in noisy environments can also be an interesting topic. Recognition of Farsi 
handwriting, especially in handwritten strings, still requires much research. Con-
sidering the long length and diversity of subject, we tried to combine the men-
tioned idea with new methods and techniques and test it. For example, the present 
idea was used to test longer digits like phone numbers, ZIP codes, ID numbers 
and student ID numbers and demonstrate the output as a text. This idea was used 
for both letters and digits. Considering the subject and recent advancements in 
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the field of artificial intelligence especially in deep neural networks, providing 
mixed and innovative ideas is common.
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