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Abstract
Network log data is significant for network administrators, since it contains infor-
mation on every event that occurs in a network, including system errors, alerts, and 
packets sending statuses. Effectively analyzing large volumes of diverse log data 
brings opportunities to identify issues before they become problems and to prevent 
future cyberattacks; however, processing of the diverse NetFlow data poses chal-
lenges such as volume, velocity, and veracity of log data. In this study, by means 
of Elasticsearch, Logstash, and Kibana, i.e., the ELK Stack, we construct an analy-
sis and management system for network log data, which provides functions to filter, 
analyze, and display network log data for further applications and creates data visu-
alization on a Web browser. In addition, an advanced cyberattack detection model 
is facilitated using deep neural network (DNN), recurrent neural networks (RNN), 
and long short-term memory (LSTM) approaches. By knowing cyberattack behav-
iors and cross-validating with the log analysis system, one can learn from this model 
the characteristics of a variety of cyberattacks. Finally, we also implement Grafana 
to perform metrics monitoring.
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1  Introduction

With the rapid growth and diversity of network applications, incidents of cyberattacks 
are becoming more diverse, and the adverse outcomes caused by information security 
compromises are gaining more attention. As a result, the public pays much attention to 
cyber security issues, especially the administrators who want to obtain timely, accurate, 
and trustworthy network information so that they can plan effective countermeasures 
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[12]. The purpose of this study is to provide a management and analysis system to 
monitor and analyze log data. In addition, continuous data visualization is provided, so 
that users can instantly monitor and track network traffic at any time. Recently, many 
research works proposed to apply deep learning methods to learn and train for cyberat-
tack detection. Through continuously training, the attack detection system can accu-
rately identify types of attacks and detect the predicted attacks. To verify the credibility 
of results [29], analysis and comparison were made.

Usually, cyberattacks are perceivable by high computer network traffic. Networks of 
large organizations such as a university are the most common targets of cyberattacks, 
so an effective network log management system that can be easily used by network 
administrators is eagerly called for. After processing the network log data, and accord-
ing to predetermined requirements, charts were sorted and displayed by the log analysis 
system on the management interface [23, 28]. The source data were collected by the 
university computer center. One solution was to regularly upload the original log data 
to the database so that the network log management system could maintain it with ease 
[32]. The results and abnormalities produced by the log analysis system could also be 
fed back to the computer center for relevant responses. In [31], a deep learning model 
was used to classify the abnormal behaviors of networks to cross-check with the log 
system to attain more accurate prediction [13].

In this study, a network log management and analysis system using the ELK Stack 
is built. The system stores and analyzes log data and visually displays the analysis out-
comes on dashboards. In addition, we propose to train and build a cyberattack detection 
model with deep learning methods. By using emulated cyberattack data, the model can 
be trained. After the model reaches certain degrees of accuracy, the attack data can be 
categorized according to the characteristics of cyberattacks. The main contributions of 
this study are summarized as follows:

–	 To utilize the ELK Stack to build a computer network log data and management 
system, which can process and analyze network log data, and present log informa-
tion to users in a more understandable way by data visualization. In addition, cyber-
attacks are filtered out and visualized.

–	 To build a classification model using deep learning methods to detect and classify 
cyberattack events. The model can effectively help network managers evaluate and 
track network flows, detect suspicious network sources or anomalous behaviors 
through log data, and maintain good network security levels.

2 � Background review and related works

In this section, the key technologies used in this study, including the ELK Stack, deep 
learning methods, and Grafana, are described; also related works are reviewed.
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2.1 � ELK stack

The ELK Stack [11, 18] consists of three open-source software systems, namely 
Elasticsearch, Logstash, and Kibana. Through log data processing, users are able 
to directly search the log files and get the required information. However, for 
systems with large-scale logs, this approach is very inefficient, since it lacks a 
centralized log management system to collect and aggregate the logs. The com-
mon solution is to set up a centralized log management system to collect, man-
age, and access logs coming from all sources.

Generally, a large-scale data system is composed of a distributed deployment 
architecture, in which different service modules are deployed on different serv-
ers. When a problem arises, in most situations it needs to locate specific service 
areas according to the key information in the problem [10]. Hence, by construct-
ing a centralized log system, the locating inefficiency can be easily alleviated.

For large-scale data systems, the ELK Stack provides a complete set of solu-
tions, which can be used in conjunction with each other effectively to meet the 
specific needs of numerous occasions. Hence, it has been adopted in mainstream 
log systems at present.

2.2 � DNN

Artificial intelligence (AI) is not a new concept, and even deep neural network 
(DNN) is also an old one. In the past, AI as well as DNN were limited by tech-
nological development. Although there were occasional signs of revival, they 
never lasted for long. Since 2005, AI has gradually received attention, but not 
much improvement was made. However, it saw a sudden rise in 2012 and has 
become the focus of research in recent years [24].

DNN is a branch of machine learning, which mainly uses supervised or unsu-
pervised learning as the means to train machine in order to improve efficiency 
and accuracy. The difference between DNN and recursive neural network (RNN) 
or convolutional neural network (CNN) is that DNN refers to the fully connected 
neuron structure, and does not contain convolution units or temporal associa-
tions. However, DNN would have some problems in practice. For example, the 
upper and lower neurons of a fully connected DNN can form a connection with 
each other, which easily causes overfitting and results in regional optimality 
[33].

2.3 � RNN

RNN [6, 27] has a feature that the output of each layer in a multi-layer neural 
network is directly appended to the self-loop of the input. By this architecture, 
the input before the input of the layer can be memorized. When the input data is a 
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continuous sequence, the input memory before the input can be incorporated into 
the thinking mode of the next input.

That is to say, the current output is affected not only by the input of the previ-
ous layer, but also by the output of the same layer (i.e., the previous one), similar 
to the statistical time series [17].

2.4 � LSTM

Long short-term memory (LSTM) is a modified RNN, mainly used to solve 
the problem of gradient disappearance and gradient explosion in the process of 
constant time series. In simple terms, LSTM can perform better in long-term 
sequence training than a normal RNN because LSTM solves the above-mentioned 
RNN problem by adopting an improved memory management architecture [22].

2.5 � Grafana

Grafana, an open-source visualization and analytics tool, is used on top of a vari-
ety of databases, but most widely used together with Prometheus, Graphite, and 
Elasticsearch. Essentially, it is an upgrade of Graphite-web; it provides more 
flexible dashboard functionality, more options for editing, and no extra tracking 
overheads due to different data sources. Compared to other monitoring software, 
Grafana allows users to create a variety of charts and also has simpler installation 
settings [2, 4].

Once a machine learning model was built using DNN or CNN, it can be con-
verted into an application programming interface (API). The API deployed in a Web 
server will convert data in a standard exchange format, such as JSON or XML. In 
Grafana, JSON plugin will inference the value passed from the API. In this way, log 
data can be monitored in real time to decide whether to categorize the log as being 
under cyberattacks or not, and alerts can be sent to network administrators.

2.6 � Related works

In recent years, cybersecurity incidents [3, 5] have been reported and highly 
regarded, such as loopholes in OpenSSL Heartbleed, cyberattack on JP Morgan 
Chase, distributed denial of service (DDoS) attacks threatening GitHub. The various 
cyberattack incidents [9, 20] demonstrate that the importance of information secu-
rity should not be overlooked. According to Global Risks 2020 published by World 
Economic Forum, cyberattacks on critical infrastructure were rated the fifth top risk 
in 2020.

In normal circumstances, the network log data [25] is recorded whenever a com-
puter network is used. Network log data [26] is essential to Web administrators, 
since it provides information such as system errors, warnings, and alerts. The pur-
pose of this study is to provide a network log data management system, which can 
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perform visualization analysis for different types of users. The proposed system uses 
the ELK Stack technology to filters, screens, and analyzes network log data based 
on different user demands. And finally it applies data visualization [15, 19] on a 
Web browser. The services of the implemented system mainly consist of Elastic-
search, Logstash and Kibana [1] software, which provides a comprehensive network 
log management and visual analysis service by combining distributed search and 
analysis services, data collection, data filtering processing, and visualization of data 
processing results.

Kozik [8] developed a combination of NetFlows with an extreme learning 
machines (ELM) classifier, in which a reliable tool for a network incidents detection 
using a Map-Reduce programming model was implemented. Kiran and Chhabra 
[7] investigated the real-time classification of network flow based on unsupervised 
and semi-supervised machine learning methods. Their results indicated that the pro-
posed algorithm reaches 90% accuracy in classifying elephants and mice clusters.

A survey paper related to network attack detection was presented by Navarro 
et al. [16], in which a survey of publications using multi-step attack detection meth-
ods was conducted, and 181 publications covering 119 methods were reviewed. 
Mahmoud et al. [14] surveyed the literature of cyber physical systems (CPS) secu-
rity. They focused on three main cyberattacks: denial of service (DoS), deception, 
and replay attacks. Some available attack models, defense approaches, and monitor-
ing methods were also surveyed and discussed.

Our study provides the network monitoring system with pre-trained models based 
on DNN, RNN, and LSTM algorithms. Our experimental results, especially the per-
formance comparisons of the classification accuracies of DNN, RNN, and LSTM, 
can provide useful suggestions for network administrators.

3 � System design and implementation

This section first introduces implementation of the network log data analysis sys-
tem using the ELK Stack, then shows visualization of analysis results, and finally 
discusses the three deep learning models for cyberattack detection. The network log 
data collected in this study is from the University Computer Center of Tunghai Uni-
versity. There are more than 8 million pieces of data processed per day. According 
to the actual amount of data collected during the school period, the size of a single 
piece of data is about 2 to 3 GB. At present, it has been accumulated to 6 TB, and 
the relevant equipment level will be upgraded according to the hardware demand in 
the future.

3.1 � System architecture

In this section, we first introduce deployment of the entire ELK Stack system and 
then use the log data of the computer center to import and write the configuration 
file so that the corresponding log data field can be read by the log analysis system 
to perform visual analysis. Then, we discuss how to use the ELK Stack to build a 
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network log system that will perform a variety of visual analysis of network usage 
on the campus, and use deep learning models to detect attacks and to assist the reli-
ability of the network log system for information security.

The main environment of the network log system consists of a set of the ELK 
Stack system on the server and related assist kits, combined with the network 
resources of the university computer center, and a variety of visual analysis on the 
Web browser to provide administrators and users with a clear view of the campus 
network usage information [30].

To implement the system, we installed Anaconda3 on Windows 10 and used 
Jupyter Notebook as the development environment of Python, preprocessed the log 
data, then imported deep learning models to train and learn, and then to detect the 
attack behaviors of other network log data. Different types of deep learning mod-
els were implemented for performance comparisons, and then, we selected the best 
deep learning model according to accuracies of classification of the log data.

Finally, Grafana was used to monitor the performance of Elasticsearch. After the 
log system is deployed, as the volume of data accumulates continuously, the system 
needs to be monitored all the time. Grafana can instantly monitor the data traffic 
and current performance metrics of the system. Figure 1 shows the detailed system 
architecture of this study.

3.2 � NetFlow log system

First, we used a shell script to download files from the server, which collects Net-
Flow log data of local computers. Then, we used the ELK Stack for preliminary 
analysis: Logstash will continue to collect and filter log data, and do file format con-
version; Elasticsearch stores data sent by Logstash. Finally, we used Kibana to visu-
alize the log data on the Web site.

Fig. 1   System architecture
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3.2.1 � Visualization analysis of network usage

Network log data is continually generated. To provide administrators with simple 
and understandable information as quickly as possible, the solution is data visualiza-
tion. On the university campus, each building has its own network domain. In order 
to facilitate the management of the network usage of each building, it is necessary 
to filter out the network domain of each building separately. This study adopts the 
commonly used flow analysis method to visualize the network flow of each build-
ing. There are two important elements in the network flow, that is, source and des-
tination. Through analysis of IP usage profiles between source and destination, the 
relationship charts of IPs, ports, and protocols are displayed, making it easier for 
administrators to view relevant information. Also, geographical information can be 
combined to create visual heat maps to show the frequency of network usages from 
local regions and around the world simultaneously.

3.2.2 � Visualization analysis of attack detection

To analyze and detect cyberattacks, we used the characteristics of attack behaviors 
and applied filtering operations to extract the anomalous data for visual inspections. 
Features like CodeRed and Worm are relatively fixed and can be easily scrutinized. 
The characteristics of DDoS are relatively unfixed, so a feature range is set for data 
processing and analysis [21].

3.3 � Deep learning models

In this section, we investigate the deep learning models used for training and dem-
onstrate the accuracy of cyberattack classification of the log data. This study experi-
ments and tests the cyberattack behaviors on the university computer network with 
a large amount of log data. To emulate the network log data with cyberattacks data, 
the source data uses attacks such as the CodeRed, Nimda, and Worm with other data 
to perform the training process.

In the experiment, Keras, a powerful Python library for deep learning, was used 
to train and test the deep learning models. The used Python version is version 3.6. 
Then, Anaconda3’s Jupyter Notebooks suite was used to write Python codes. And 
finally, we compared accuracies of attack classification using three deep learning 
models.

3.3.1 � Network log data preprocessing

First, the log data was preprocessed to convert it into a format that can be used for 
the deep learning models to learn. Then, we extracted cyberattack behaviors of the 
data, classified the data according to its characteristics of behavior, and prepared a 
suitable amount of data to have a reliable training process and enhance classification 
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accuracy. The volumes of the used network log dataset samples were 76374 records 
for training and 37618 records for testing.

For the multiple attacks classification, in order to make training more effective, 
we tried to use uniform amounts of various cyberattacks. Our training set was col-
lected from log data recorded at different times, so the model did not learn the same 
data collected at the same time interval. The results of the three used deep learning 
models will be described in detail as follows.

3.3.2 � DNN model training and classification

The used DNN model adopts the supervised learning method for training. We found 
that if the preset parameters have not been properly adjusted at first, the overfitting 
situation is easily encountered, and the test result would be unexpected. However, by 
adjusting learning rates, numbers of neurons, and optimizers, the overfitting situation is 
gradually lessened, and the result of training sets can be improved. Finally, the accuracy 
of the validation set can reach 99.98%.

In the aspect of the test set, four sets of test data were extracted from different dates 
and times, and the accuracies of attack classifications were found to be 98.88%, 99.97%, 
99.47%, and 99.91%, respectively. To conclude, the average classification accuracy 
could reach 99% or more, demonstrating that the DNN model has high accuracy.

3.3.3 � RNN model training and classification

The used RNN model is also trained by the supervised learning method. In order to 
compare performances of the three neural network models, the training set of each 
model uses the same data set. In the process of training, we found that the RNN 
model is obviously better than the DNN model, since the RNN model achieves high 
accuracy more easily than the DNN model. In the RNN model, the optimizer was 
also used in the same way as DNN. We found that almost no overfitting occurred in 
the training process.

In the aspect of the test set, four sets of test data were extracted from differ-
ent dates and times, and the accuracies of attack classifications were found to be 
100.0%, 99.9%, 100.0%, and 99.98%, respectively. To conclude, the average classifi-
cation accuracy is close to 100.0%.

3.3.4 � LSTM model training and classification

For the used LSTM model, the training process is also carried out using the super-
vised learning method. The training result of it is found to be very similar to that of 
the RNN model. The reason may be that the long-term sequence is not obvious in 
the training set, and the test results of the LSTM and RNN models are very close to 
100.0%, making it difficult to distinguish the difference of accuracies between them.

The test set was composed of the same four sets of test data used in the other 
two models, and the accuracies of attack classifications were found to be 100.0%, 
99.98%, 100.0%, and 99.98%, respectively, which are similar to that in the RNN 
model.
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4 � Experimental results

4.1 � Visualization of the network log system

Charts used in visual presentations of log data analysis are designed to deal with 
diverse types of usages, such as that of the student dormitory, which reveals the 
most frequent anomalies of network traffic. There are many causes of the anoma-
lous traffic: computers infected with viruses, hacker intrusions, and the use of 
plug-in software, which can be clearly observed over the log data.

In the following, the meanings or causes of various data visualizations will be 
described, and relevant explanations and actions will be deliberated.

Figure  2 extracts the count of packets. Since several attack patterns are cor-
related with this factor, this graph is separately and distinctly plotted for display.

Figure 3 shows the source IP usage in pie charts, which depicts ratios of the 
source IPs with used network protocols such as Transmission Control Proto-
col (TCP), User Datagram Protocol (UDP), Internet Control Message Protocol 

Fig. 2   Count of packet

Fig. 3   Source IP details
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(ICMP), and Internet Group Management Protocol (IGMP). In particular, the IP 
with the highest usage ratio can be selected to regulate the network usage.

Figure 4 shows the source of connections around the world with a zoomable 
heat map. Figure  5 shows the ratios of detailed geographic information in pie 
charts of the source IPs around the world from various countries and cities, with 
clear visual information available for users.

Figures 6 and 7 show related patterns of several cyberattack behaviors, such as 
that of CodeRed, Nimda, ICMP Flood, and DDoS. By classifying the suspicious 
source of attacks, and analyzing the time of the network traffic to decide the time of 
attack, the attack behavior can be queried. Therefore, the source of cyberattacks can 
be quickly identified.

Fig. 4   World IP source heat map

Fig. 5   Geographic information of source IP
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4.2 � System monitoring

For system monitoring purpose, Grafana is used to link Elasticsearch in the log sys-
tem, so that the system can immediately send log information to Grafana for data 
analysis and processing. As shown in Figs. 8,  9, and  10, the average NetFlow, pack-
ets counts, and NetFlow performance metrics can be continuously displayed, mak-
ing it easier for network administrators to monitor the network usage.

Fig. 6   Cyberattack detection1

Fig. 7   Cyberattack detection2

Fig. 8   Average NetFlow
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4.3 � Training models

This section shows results of the deep learning models used for training and tests 
in the study. The training and validation loss, and the neural layer hierarchy of the 
three used models are shown in the following figures.

Figure 11 shows the training and validation loss of the DNN model.

Fig. 9   Packet data performance

Fig. 10   NetFlow performance

Fig. 11   Training and validation loss of DNN model
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Figure 12 shows the neural layer hierarchy of the DNN model.
Figure 13 shows the training and validation loss of the RNN model.
Figure 14 shows the neural layer hierarchy of the RNN model.
Figure 15 shows the training and validation loss of the LSTM model.
Figure 16 shows the neural layer hierarchy of the LSTM model.

4.4 � Performance comparison of models

In view of the classification of the network attacks, all the three deep learning 
models have high accuracies in validation. Figures  17 and   18 show the train-
ing loss and validation loss, and training accuracy and validation accuracy of the 
DNN model, respectively.

Fig. 12   Neural layer hierarchy of DNN model

Fig. 13   Training and validation loss of RNN model
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Figures 19 and  20, respectively, show the training loss and validation loss, and 
training accuracy and validation accuracy of the RNN model, which has better 
performance than that of the DNN model.

Fig. 14   Neural layer hierarchy of RNN model

Fig. 15   Training and validation loss of LSTM model

Fig. 16   Neural layer hierarchy of LSTM model
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The training loss and validation loss, and training accuracy and validation 
accuracy of the LSTM model are, respectively, shown in Figs. 21 and  22, which 
are similar to that of the RNN model.

To conclude, the comparison of classification accuracies of DNN, RNN, and 
LSTM models is shown in Fig. 23, in which the LSTM model is observed to have 
the best classification accuracies among the three used models.

Fig. 17   DNN model’s training and validation loss

Fig. 18   DNN model’s training and validation accuracy
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5 � Conclusions and future work

This study designs and implements a network log management and analysis system 
based on the ELK Stack. By the use of the proposed system, administrators can eas-
ily comprehend the general computer network usages in all the service areas. As a 
result, they can swiftly respond and make timely adjustments according to the visual 
analysis of network usages in each area. The used RNN and LSTM models for net-
work cyberattack classification can achieve more than 99.0% in accuracy and are 
useful for identifying attack types. The log data and the cyberattack behaviors are 
closely correlated, so that network administrators can immediately acquire accurate 
information of network usage through the implemented network log management 
and analysis system.

Fig. 19   RNN model’s training and validation loss

Fig. 20   RNN model’s training and validation accuracy
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In the future, we plan to gather more data related to cyberattacks by the ELK 
Stack log analysis system and employ them for cyberattack classification based on 
deep learning and visual analysis through Kibana. Network usage can be analyzed to 
provide appropriate visual analysis of different areas, which will make it easier for 
network administrators to peruse diverse network log data. By means of deep learn-
ing, we hope not only to identify more types of attacks, but also to accurately predict 
and rapidly defend future cyberattacks.
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Fig. 21   LSTM model’s training and validation loss

Fig. 22   LSTM model’s training and validation accuracy
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