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Abstract
Medical information systems such as Internet of Medical Things (IoMT) are gained 
special attention over recent years. X-ray and MRI images are important sources of 
information to be examined for a particular type of anomalies. Reports based on the 
images and laboratory examination results could be mined with machine learning 
techniques as well. Thyroid disease diagnosis is an important capability of medical 
information systems. The main objective of this study is to improve the diagnosis 
accuracy of thyroid diseases from semantic reports and examination results using 
artificial neural network (ANN) in IoMT systems. In order to improve generalization 
and avoid over-fitting of ANN during the training process, a set of multiple multi-
layer perceptron (MMLP) neural network with the back-propagation error ability is 
proposed in this paper. Moreover, an adaptive learning rate algorithm is used to deal 
with the slow convergence and the local minima problem of the back-propagation 
error algorithm. The proposed MMLP significantly increased the overall accuracy of 
thyroid disease classification. With MMLP with a set of 6 networks, an improvement 
of 0.7% accuracy is achieved compared to a single network. In addition, comparing 
to the standard back-propagation, by using an adaptive learning rate algorithm in the 
proposed MMLP, an improvement of 4.6% accuracy and the final accuracy of 99% 
have been obtained in IoMT systems. The proposed MMLP is compared to recent 
researches reported for thyroid disease diagnosis, and its superiority is shown.
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1  Introduction

Employing as Internet of Medical Things (IoMT) is on the rise in recent years. Diag-
nosis of thyroid disease is an important capability of medical information systems 
recently, because of the impact of thyroid on other human body organs [1]. The main 
objective of this study is to improve the diagnosis of thyroid diseases from the data 
collected from reports and examination results in IoMT. Artificial neural network 
(ANN) is one of the widely used machine learning techniques, in particular for medi-
cal systems. Both examination results and reports on medical images are the valua-
ble sources of information to be mined by ANN for diagnosis purposes. In an ANN, 
the back-propagation error is a supervised learning algorithm that employs a gradient 
descent method. It is one of the most commonly used algorithms for training a multi-
layer perceptron (MLP) neural network [2]. Despite all the successes of the MLP with 
back-propagation, there are still some drawbacks including slow convergence and local 
minima problem in IoMT [3]. The convergence behavior is highly dependent on tun-
ing the learning rate parameter of the back-propagation; with a large learning rate, the 
optimal solution may skip and the back-propagation may never converge at all. On the 
contrary, with a small learning rate the convergence takes a long time and there is a 
high risk to get trapped in local minima [4].

The impact of convergence behavior on neural network performance has been con-
firmed in previous researches [2–6]. In this study, we employ a set of multiple MLP 
(MMLP) neural network to classify thyroid disease dataset into three categories includ-
ing: normal, hypothyroid, and hyperthyroid. In the proposed MMLP, we exploit back-
propagation error to improve the network generalization behavior. An adaptive learning 
rate algorithm is used to improve the convergence rate of the back-propagation as well. 
Contributions of this paper can be summarized as follows:

•	 To diagnose three types of thyroid diseases using Multiple MLP.
•	 To improve the accuracy of classifying features selected from the row dataset.
•	 To use adaptive learning to improve the performance of ANNs.
•	 To achieve better results than previous researches using the proposed MMLP.

The reminder of this paper is organized as follows. Section  2 presents a brief 
review of previous a number of researches related to thyroid disease and neural net-
work. Description of thyroid disease dataset and the process of feature selection and 
feature scaling are presented in Sect. 3. Moreover, the determination of the neural net-
work model, the implementation of MMLP and the adaptive learning algorithm are 
explained in the same section in IoMT. In Sect. 4, results obtained by applying the pro-
posed method for classifying the thyroid disease dataset are presented. In Sect. 5, the 
results of the proposed method are compared with that of other related papers and dis-
cussed. Section 6 gives a conclusion and suggests future works.
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2 � Related work

In this section, we provide a brief review on previous researches on thyroid disease 
and classification algorithms in IoMT environment. ANN has gained researchers’ 
attention in numerous fields of studies, in particular in medical engineering and dis-
eases diagnosis applications. Several studies have been reported on the improvement 
of the feed-forward neural networks and the back-propagation convergence behavior. 
We review look over different classification algorithms employed in recent litera-
ture. Researches on various adaptive learning rate are presented as well. In addition, 
different datasets used in recent studies on thyroid disease are reviewed. Thyroid 
disease dataset of UCI machine learning repository was the common dataset which 
most of the previous researches on thyroid disease are reported on.

Several researches have been conducted on MLP neural network with different 
configurations and different learning rate algorithm. Hamid et  al. [7] employed a 
MLP with standard BP. As learning rate algorithm, they used adaptive momentum 
and best accuracy of 95.72%. Gorunescu et al. [8] also proposed MLP and momen-
tum learning algorithm with accuracy of 83.64%. Belciug et al. [9] examined several 
ANN including probabilistics neural network, and the best accuracy of 95.69% was 
obtained.

Sundaram and Renupriya [10] have achieved the accuracy of 95.8% and 97.8% on 
the same thyroid disease dataset using a feed-forward neural network with the back-
propagation and the Elman neural network, respectively. Liang et al. [4] proposed 
a feature selection method based on the random forest to improve the classification 
accuracy of the MLP. The same thyroid disease dataset was used, and the accuracy 
rate of 95.69% was achieved. In another study by Liang et al. [11], after normalizing 
the thyroid disease dataset, they achieved 95.34% of accuracy.

Chen et al. [12] proposed using deep learning for diagnosis of malignant thyroid 
glands. The accuracy of 95% was gained with deep learning which was superior 
compared to SVM, random forest and ANN.

Alkhasawneh et  al. [13] proposed a Hybrid Cascade Forward Neural Network 
with Elman Neural Network (HECFNN) to classify six different benchmark data-
sets. One of them is UCI thyroid disease dataset; the authors gain results of 96.10% 
accuracy for thyroid disease classification. Ahmed et al. [2] presented a new hybrid 
system for intelligent decision making on thyroid diseases. The presented system 
is a hybrid of three data mining methods including k-nearest neighbor (kNN), lin-
ear discriminant analysis (LDA), weighed preprocessing, and adaptive neuro-fuzzy 
inference system (ANFIS) for the diagnosis of thyroid disorders. LDA is used for 
dimension reduction, KNN is used for preprocessing and ANFIS is used for clas-
sification. UCI dataset is used for evaluating the method, and the best accuracy of 
98.5% is reported. In a similar work by Ahmed et al. [2, 14] the same project has 
been conducted with SVM, ANFIS, and KNN. In [15], the authors presented a 
method for diagnosis of thyroid disease in pregnant. In their proposed method, deep 
learning algorithm is used and 98.22% accuracy is achieved.

Several studies have been reported on the improvement of the feed-forward neu-
ral networks and the back-propagation convergence behavior. Kolbusz et  al. [5] 
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proposed a back-propagation algorithm with adaptive learning algorithm to estimate 
classification output error. Takase et al. [3] investigated the impact of decreasing an 
increase in learning rate on error rate of neural network training. They have been 
proved that both increasing and decreasing the learning rate could reduce the error 
rate of a neural network learning results.

Iranmanesh and Mahdavi [16] proposed a high-speed learning technique using 
differential adaptive learning rate (DALRM) comparing to the Nguyen-widow 
weight initialization, the standard, and the optical back-propagation. An improve-
ment of the back-propagation in the neighborhood-based feed-forward neural net-
work has been proposed by [17] using adaptive learning parameter to accelerate the 
convergence and avoid local minima. Nawi et al. [18] proposed a method to improve 
the convergence behavior using the adaptive gain parameter of the transfer function 
on the classification of thyroid disease.

Jha et al. [19] published a comprehensive research on 32 classification methods 
used diagnosing 17 different diseases including thyroid diseases. The average accu-
racy of 79.92% is achieved. An image-based system is proposed based on ultrasound 
thyroid images [20]. The system is designed to diagnose thyroid nodules, where fre-
quency domain and spatial domain information is employed. Convolutional neural 
network-based method is used to differentiate benign and malignant nodules. The 
accuracy of 90.88% is achieved by the system proposed. Such systems could be 
used in IOT-based healthcare system. An article is published on different issues of 
fog computing in healthcare systems by Al-khafajiy et al. [21]. A similar work was 
published by Fahim et al. [22] which is a smartphone application to enhance active 
lifestyle.

A parallel feed-forward neural network approach with a rule-based system using 
the back-propagation algorithm was proposed for prediction of Parkinson disease 
and they achieved an improvement of 8.4% with a set of 9 parallel networks [23]. In 
their proposed method, unknown data of each network is used in the training set of 
the next network. Zeiler [24] proposed a new adaptive learning rate (ADADELTA) 
based on the first-order information, which does not require manual adjustment 
and is sensitive to hyperparameters. In [25], authors proposed a stochastic gradient 
decent algorithm to optimize the accuracy of ANN and logistic regression. Differ-
ent learning rates, such as Adadelta, Momentum, Adam, are examined, and the best 
accuracy of 98.6% was achieved through GAdam learning rate algorithm. Overall, 
in the methods reported for thyroid disease diagnosis with various classification 
techniques and learning rate algorithms, the best accuracy of 98.6% is achieved that 
needs to be improved.

3 � Proposed method

MLP is a successful and therefore popular machine learning algorithm. As reviewed 
in literature review section, several ANNs were used in previous researches for thy-
roid disease diagnosis. The best accuracy reported was 98.6% [21] and therefore, an 
improvement is still necessary.
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We examined an MLP with different configuration to improve the accuracy of 
thyroid disease detection which was reported before. However, desired accuracy was 
not achieved with a single MLP. Therefore, we tried to investigate the power of mul-
tiple MLP (MMLP) for the same goal. After training a set of multiple networks indi-
vidually, each network is tested on the evaluation set with two measures: MSE of 
each individual MLP and average MSE for different combinations of MLPs. As will 
be shown later in this section, the accuracy is increased and MSE of validation set is 
decreased gradually by training more networks. However, the improvements of the 
networks will not improve after adding a certain number of networks. The best accu-
racy was obtained by 6 MLPs. The structure of the MMLP is illustrated in Fig. 1.

One of the important issues with MLP is its convergence rate. The impact of con-
vergence behavior on neural network performance has been confirmed in previous 
researches [2–6]. In this paper, to employ an adaptive learning rate has been pro-
posed to increase the generalization and convergence rate of the proposed MMLP in 
IoMT environment.

Therefore, an adaptive learning rate is used to overcome this problem; the value 
of the learning rate is changed in each epoch during the learning process. All the 
experiment steps are performed on the thyroid disease dataset taken from the UCI 
machine learning repository, which is a widely used benchmark dataset. The over-
view of the experiment processes is presented in Fig. 2.

3.1 � Dataset

The dataset used for the experiment is a thyroid disease dataset taken from the UCI 
machine learning repository obtained by the Garvan institute [26]. The dataset 

Fig. 1   The structure of the proposed MMLP
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consists of 21 input variables of 7200 patients, with 15 binary and 6 continuous 
attributes without any missing data.

The target variables include 3 classes of patient thyroid gland function, which 
classifies a patient into a normal functioning, hyperthyroidism or hypothyroidism 
classes. From 7200 patients, 166 patients have normal thyroid function, 368 patients 
are hyperthyroid, and the reminder 6666 patients are hypothyroid. Table 1 shows the 
original thyroid disease dataset input and output attributes.

3.2 � Feature selection

Feature selection, also known as attribute selection, is to select a subset of rel-
evant features that affects the classification accuracy positively and to remove 
irrelevant variables [17]. In this study, different ranking methods of feature selec-
tion including Pearson’s correlation, symmetrical uncertainty, one-R classifier 
and relief attribute evaluation have been used to select the most relevant features 
to improve the overall classification performance. In these methods, attributes are 
listed in order of their importance using the evaluation of their worth with respect 
to the class. After applying them, a score is calculated for each attribute based 
on its rank in each method. Then, a threshold is adjusted using these scores for 
selecting the top ones with high scores. The threshold is obtained by trial and 
error. Different thresholds are considered, and classification results are obtained. 

Fig. 2   Block diagram of the 
experiment processes
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By applying the threshold, the features were divided into 2 categories as shown 
in Fig. 3; those features that were scored higher than the pointed threshold (green 
bars) were selected and other features were discarded. By performing this pro-
cess, selecting important and relevant features would be more reliable. Finally, 
12 relevant features have been selected for this experiment in terms of the values 
of Pearson’s correlation, because the features selected by Pearson’s correlation 
method produced the best classification results. Also, those selected features of 
patients are the most important risk factors for thyroid disease according to scien-
tific researches.

Thyroid disease occurs most frequently in elderly women [27]. However, aging 
increases the risk of thyroid problems in both men and women. Thyroid stimu-
lating hormone (TSH) is a pituitary hormone that stimulates the thyroid gland 
to produce Thyroxine (T4) and then converted to Triiodothyronine (T3). T4 and 
T3 are hormones that help control the body’s metabolism. T3 and T4 levels are 
usually increasing or decreasing together. The two common thyroid disorders 
mentioned earlier are hyperthyroidism (overactive thyroid gland) and hypothy-
roidism (underactive thyroid gland) [28]. A higher than normal level of T4 is 

Table 1   Dataset attributes 
description [26]

Attribute Domain

Age [0.01, 0.97]
Sex [0, 1]
On thyroxine [0, 1]
Query on thyroxin [0, 1]
On antithyroid medication [0, 1]
Sick [0, 1]
Pregnant [0, 1]
Thyroid surgery [0, 1]
I131 treatment [0, 1]
Query hypothyroid [0, 1]
Query hyperthyroid [0, 1]
Lithium [0, 1]
Goiter [0, 1]
Tumor [0, 1]
Hypopituitary [0, 1]
Psych [0, 1]
Thyroid stimulating hormone (TSH) [0.0, 0.53]
Triiodothyronine (T3) [0.0005, 0.18]
Thyroid transcription factor (TT4) [0.0020, 0.6]
Thyroxine utilization (T4U) [0.017, 0.233]
Free thyroxine index (FTI) [0.0020, 

0.642]
Class normal [0, 1]
Class hyperthyroid [0, 1]
Class hypothyroid [0, 1]
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hyperthyroidism, and a lower than normal level of T4 is hypothyroidism. Also, 
during pregnancy high levels of T4 and T3 can exist.

3.3 � Feature scaling

Feature scaling is an important data preparation step to rescale the value of features 
from dynamic range into a specific range. Standardization is a well-known method 
for scaling the value of features with different scales. In artificial neural network, 
standardizing the input vectors helps to have a fast and accurate convergence. It 
standardizes the value of features into a small specific range which can improve the 
accuracy of classification [29]. After the feature selection phase of this study, input 
variables have been standardized to map the values of each row in the data to have a 
mean of 0 and a standard deviation of 1.

3.4 � Neural network classifier

In this paper, MLP has been used for the classification of thyroid disease which has 
a feed-forward structure, as illustrated in Fig. 4. This type of neural network con-
sists of an input layer, one or more hidden layers and an output layer of intercon-
nected neurons. This connection is between each neuron in one layer with every 
neuron on the next layer. The input signals are applied in a forward direction from 
the inputs to the outputs through the hidden neurons [30]. The number of neurons in 
the input layer is equal to the number of input variables of the dataset after the data 

Tumor
On antithyroid medication
I131 treatment
Psych
Query on thyroxin
Lithium
Query hypothyroid
Query hyperthyroid
Sick

Age
Thyroid surgery 

Hypopituitary
Goiter

Thyroxine utilization (T4U)
Sex

Pregnant
Triiodothyronine (T3)

On thyroxine
Thyroid transcription factor (TT4)

Free Thyroxine Index (FTI)
Thyroid stimulating hormone (TSH)

-40 -20 0 20 40 60 80 100

Threshold

Fig. 3   The relative importance of features based on their scores to the pointed threshold
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preparation step, and the number of neurons in the output layer is equal to the num-
ber of classes in the dataset.

Feed-forward neural networks often have one or more hidden layers followed by 
an output layer of linear neurons. The hidden layer with a nonlinear transfer func-
tion allows the network to learn nonlinear and linear relationships between input 
and output vectors [31]. For determining the best type of the transfer functions for 
MMLP of this study, different transfer function has been compared, and hyperbolic 
tangent sigmoid transfer function for both the hidden layer and output layer has been 
selected.

Determining the number of hidden layers and the number of neurons in each layer 
is the two main issues. In this study, the MLP neural network with one hidden layer 
has been used. Classification accuracy may have increased with more than one hid-
den layer; however, too many epochs for training the network will be required (over-
training) which result in over-fitting [32]. Over-fitting occurs when the model is 
overly complex and learns too accurate the relationship between inputs and outputs 
training data. In this regard, the model loses its generalization power over the test 
data and the error will be increased [33].

After determining the number of hidden layers, a determination of the number 
of neurons in each layer must be made. Determining the number of hidden neurons 
depends on the number of neurons of the input and output layers. With a large num-
ber of hidden neurons, the over-fitting problems may occur. On the contrary, using a 

Fig. 4   The MLP structure with 12 inputs, 3 outputs, and 8 hidden neurons
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small number of hidden neurons will result in the under-fitting problem. The under-
fitting problem occurs when the model is too simple which results in poor prediction 
accuracy on both training and test data [34].

The optimal number of hidden neurons can be determined using some rules 
of thumb that was proposed by many researchers [35, 36]. For this study, with 
N
h
= 2∕3

(

N
i

)

 from [37], where N
h
 is the number of hidden neurons and N

i
 is the 

number of input neurons; the optimal number of hidden neurons has been obtained, 
and the MLP neural network with 8 hidden neurons has been used.

3.5 � The proposed multiple MLP (MMLP)

In order to avoid over-fitting and improve the network generalization, using a set 
of multiple MLP feed-forward neural network (MMLP) has been proposed in this 
study. In this method, finding a network with high generalization power is highly 
possible. The optimal number of networks of this study has been determined by the 
trial-and-error approach, and the MMLP with 6 neural networks is designed and 
implemented.

After training all networks, each network is tested on the evaluation set with both 
individual MSE and the average MSEs of the networks. After training all networks, 
their MSEs compared to the MSE of their average. In this experiment, average MSE 
of 6 ANNs was less than all previous combinations examined. In addition adding 
one more ANN also increased the averaged MSE. Therefore, the final number of 
ANNs to be combined is determined as 6.

For this study, the dataset is randomly divided into training, test and validation 
sets. Training the network is done with 70% of the dataset and the remaining 30% is 
used for the evaluation.

One of the most common learning models for MLP is the back-propagation 
supervised learning technique, which uses a gradient descent method to minimize 
the mean squared error between the desired outputs and the actual outputs for each 
input vector. Although the back-propagation has been useful in the classification of 
biomedical data, the learning process may take a long time to converge and there is 
a high possibility of converging into a local minimum which is not a global solution 
[21].

3.6 � Adaptive learning rate

The convergence rate of the back-propagation is highly dependent on the selection 
of the learning rate which is a control parameter to control the step size for each 
weight update. The value of the learning rate should be a value between 0 and 1. A 
large value of the learning rate may skip the optimal solution, and the convergence 
may never be achieved. On the other hand, a small learning rate will increase the 
total time to converge to the optimal value or trap in local minima [38, 39]. There-
fore, selecting the optimal value of the learning rate is a major challenge regarding 
the convergence rate. To avoid these problems, an adaptive learning algorithm has 
been used, which adapts the value of the learning rate during the training process.
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The most common learning rate includes: time-based, exponential, and step-
based learning rate. Time-based learning rate modifies the learning rate regarding to 
the learning rate of the earlier time iteration. Exponential learning rate is similar to 
step-based learning rate; however, as a substitute of steps a decreasing exponential 
function is included. Step-based learning rate sets a new learning rate based on pre-
determined steps. In this paper we employed step-based learning rate. The decreas-
ing formula is defined as:

where �
n
 is the learning rate at iteration n, and �

0
 is the initial learning rate, d is how 

much the learning rate should change at each decrease (for example 0.5 corresponds 
to a splitting) and r corresponds to the decrease rate, or how often the rate should be 
decreased (10 corresponds to a decrease every 10 iterations). The floor function here 
decreases the value of its input to 0 for all values smaller than 1.

At each epoch, if the performance of the network decreases, the learning rate will 
increase by a constant parameter and vice versa. In this procedure, the learning rate 
is increased whenever a large value could result in stable learning. When the learn-
ing rate is too large to guarantee a decrease in error, it is decreased until stable learn-
ing resumes [40].

4 � Results

The results obtained by the MMLP with adaptive back-propagation comparing to 
the standard back-propagation are presented in this section. As mentioned earlier, 
the dataset that has been used for the experiment is a thyroid disease dataset with 
21 input variables and 7200 records taken from the UCI machine learning reposi-
tory [26]. At the data preparation step of this study, 12 attributes that were the most 
effective one on the classification accuracy were selected, then their values were 
standardized into a specific range. The comparison of the performance before and 
after the data preparation step is shown in Table 2.

MMLP with an adaptive learning algorithm for the classification of thyroid dis-
ease has been used. In order to determine number of ANNs to be combined and 
construct MMLP, different numbers of ANN are examined. The results achieved 
with each of the combinations (NN1, NN2, …, NN6, indicating one network, two 

(1)�
n
= �

0
d
floor

(

1+n

r

)

Table 2   The comparison of the 
performance of MMLP before 
and after data preparation step

Initial dataset After feature 
selection

After 
feature 
scaling

Accuracy 92.6% 93.9% 99.0%
Averaged Perfor-

mance (MSE)
0.0375 0.0376 0.0119

R-value 0.90 0.92 0.98
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networks,…, and 6 networks, respectively) are shown in Fig. 5. The best accuracy 
and performance of this study were obtained by a set of 6 networks with 12 input, 3 
output and 8 hidden neurons. The optimal number of hidden neurons was obtained 
by the N

h
= 2∕3

(

N
i

)

 formula, where N
h
 is the number of hidden neurons and N

i
 is 

the number of input neurons.
As illustrated in Fig. 5, with a set of 6 networks with improved back-propagation 

the best accuracy and performance have been achieved. According to the figure, the 
primary networks have low accuracy and poor performance compared to the final 
networks.

The lowest accuracy corresponds to the single network with a rate of 98.3% and 
MSE of 0.0133, whereas the highest results related to the set of 6 networks with an 
accuracy rate of 99.0% and MSE of 0.0108. Moreover, the accuracy of the test set, 
validation set and the overall accuracy of the improved and the standard back-propa-
gation are presented in Table 3.

With the standard back-propagation, the accuracy of 94.4% and MSE of 0.0357 
were achieved. As shown in Tables  3 and 4, an improvement of 4.6% accuracy, 
0.0249 of MSE and 0.06 of R-value were obtained with MMLP. The R-value is 
the correlation between the outputs and targets. If this value is closer to 1, it indi-
cates an appropriate fitting. The results of MMLP (improved BP) and the standard 

Fig. 5   The comparison of the different number of 6 networks regarding the accuracy and the MSE

Table 3   Accuracy of different 
sets for MMLP and the standard 
BP

Training Test Validation All

MMLP 99.2% 98.8% 98.6% 99.0%
Standard BP 94.5% 94.0% 94.3% 94.4%

Table 4   The MSE and the 
R-value of MMLP and the 
standard BP

MSE R-value

MMLP 0.0108 0.98
Standard BP 0.0357 0.92
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back-propagation regarding the accuracy, MSE and R-value are proposed in Tables 3 
and 4.

As explained in Sect. 3.1, the dataset is imbalanced as 6666 samples (92.6%) cor-
respond to the hypothyroidism class. As the class distribution is imbalanced and 
the hypothyroidism class has much influence on accuracy than the other classes, 
the accuracy is not suitable enough for measuring the neural network performance. 
ROC (receiver operating characteristic) curve is another measure of performance 
that has been used in this study to compare the improved and the standard back-
propagation, which is shown in Fig.  6. Whenever the ROC curve is closer to the 
upper left corner, the classification is more accurate regarding the high true positive 
rate (TPR or sensitivity). According to Fig. 6, the improved BP is highly accurate for 
all 3 classes, whereas the standard BP has a poor classification ability for all classes, 
especially for hyperthyroidism class.

As explained in Sect.  3.6, to avoid over-fitting the back-propagation with the 
adaptive learning rate has been used. The idea is the learning rate is increased when-
ever the new error is lower than the old error and it gets decreased until stable learn-
ing resumes. The value of the learning rate at epoch 818 equals 0.55, and the process 
of varying the learning rate is given in Fig. 7.

The comparison of MSE of the networks with respect to the learning rate is 
shown in Fig. 8. The best performance is related to MMLP with the set of 6 net-
works with the learning rate value of 0.55 according to Fig. 8. The performance has 
also examined with 7 and 8 networks; however, the results did not change consider-
ably. Therefore, 6 networks are chosen as the final configuration.

As previously discussed, one major issue regarding the standard back-prop-
agation is slow convergence. As shown in Fig.  9, the improved back-propaga-
tion using the adaptive learning rate saves the CPU time and the epoch cycles, 

Fig. 6   Comparison of the ROC curve for MMLP (left) and the standard BP(right)
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whereas the standard back-propagation uses all 3000 epochs, and there is a risk 
that convergence may not occur. Training the set of 6 networks using the standard 
back-propagation takes 114  s which takes 19  s for each network. MMLP, with 

Fig. 7   The variation of learning rate during the MMLP training process

Fig. 8   The comparison of the effect of the different learning rate (Learning rate) values on averaged-
MSE in the proposed MMLP

Fig. 9   The convergence time 
comparison for MMLP (the 
improved BP) and the standard 
BP
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the set of 6 networks using an adaptive learning algorithm, trained in 18 s which 
takes almost 3 s for each network.

According to the results obtained from Fig. 10, the network errors have reduced 
significantly as regards the final MSE is small and the error of all sets decreased 
until epoch 818. With regard to the similar characteristics of the test set and the vali-
dation set error, it can be concluded that the learning process is well accomplished.

As shown in Fig. 10, over-fitting has not occurred as regards the test error did not 
increase before iteration 818 and the error of all sets reduced almost equally. Also, 
regarding the low training set error under-fitting has not occurred during the training 
process.

5 � Discussion

To propose MMLP for improving the effectiveness of the MLP using a set of mul-
tiple networks and the back-propagation algorithm with an adaptive learning rate 
for classification of thyroid disease in IoMT environment is the main contribution 
of this study. The classification accuracy obtained by the proposed MMLP of this 
study and the other methods from the literature for the same dataset is summarized 
in Table 5. The thyroid disease dataset with 21 inputs and 7200 records was taken 
from the UCI machine learning repository [26], which includes three classes of 
patients: normal functioning, hyperthyroidism or hypothyroidism. First, the input 
attributes were reduced to 12 features using different ranking feature selection meth-
ods. The idea was finding the most relevant features using different methods and 
then selecting the most important of them. After that, the value of input attributes 

Fig. 10   Mean squared error (MSE) of the different sets using MMLP
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was standardized into a small specific range to done the training process faster and 
more accurate.

Table  5 presents a brief comparison of previous researches for improving 
the accuracy of thyroid disease diagnosis on UCI thyroid dataset. Belciug and 

Table 5   Classification accuracies obtained by different methods from the literature for the thyroid dis-
ease dataset

Study Methods Num-
ber of 
features

ACC (%)

[7] MLP with standard BP
The BP with adaptive gain The BP with adaptive momentum
(with 21-5-3 architecture)

21 95.00
89.00
95.72

[8] MLP (after balancing dataset, with 12 hidden neurons, 0.4 
and 0.9 initial learning rate and momentum)

The BP/stimulus-sampling MLP
Single hidden layer

21 83.64
82.12

[41] MLP (based on random forest feature selection)
Single hidden layer
RBF Network
Probabilistic neural network

2 95.69
95.67
93.75
93.12

[11] MLP
Decision tree (after feature selection)
Naïve Bayes
RBF Network

21 95.34
97.35
94.71
94.27

[13] Hybrid cascade forward neural Network with Elman neural 
Network

5 96.10

[25] guided stochastic gradient descent
GMomentum
GAda-delta
GRMSprop GAdam

N/A 96.40
96.80
93.00
98.40
98.60

[5] Elman neural network
Feed-forward neural network (with different architecture)

21 97.80
95.80

[42] Deep learning
Four hidden layers
Compared to SVM, ANN, and Random forest

N/A 95.00

[42] MKSVM and IGWO N/A 98.65
[43] Multimodel ensemble (SVM, CART, DT, RF, GDBT) 11 98.64
[2] LDA–kNN–ANFIS compared to C4.5, ANN, LVQ, and 

PNN
3 98.50

MMLP
(proposed)

Multiple MLP neural network
with the improved BP using an
adaptive learning rate
One hidden layer

21 99.20 (training)
98.80 (test)
98.80 (validation)
99.00 (overall)
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Gorunescu [57] proposed a feature selection method based on the random forests to 
improve the classification accuracy of the MLP. With their proposed method, only 2 
attributes out of 21 attributes of the same thyroid disease dataset were selected and 
the accuracy rate of 95.69% was achieved. In another study [11], the authors after 
normalizing the thyroid disease dataset to be able to apply the MLP with the back-
propagation, they achieved 95.34% of accuracy with 1500 epochs before feature 
selection. After detecting 3 irrelevant attributes and removing them, the accuracy 
with a rate of 94.71% was achieved by the MLP. According to Table 2 of this study, 
by selecting the most relevant features with the output classes and then standardized 
their values, the training process was done more accurately.

In [2] a new hybrid system is presented for intelligent decision making on thyroid 
diseases. The presented system is a hybrid of three data mining methods including 
k-nearest neighbor (kNN), linear discriminant analysis (LDA), weighed preprocess-
ing, and adaptive neuro-fuzzy inference system (ANFIS) for the diagnosis of thyroid 
disorders. LDA is used for dimension reduction, KNN is used for preprocessing, and 
ANFIS is used for classification. UCI dataset is used for evaluating the method, and 
the best accuracy of 98.5% is reported. In a similar work by Ahmed et al. [2, 14], the 
same project has been conducted with SVM, ANFIS, and KNN.

Chen et al. [12] proposed using deep learning for diagnosis of malignant thyroid 
glands. The research was conducted on ultrasound reports. The accuracy of 95% was 
gained with deep learning which was superior in compare to SVM, random forest 
and ANN.

For modeling the neural network, the MLP with the back-propagation using the 
adaptive learning rate was used in this study. The number of hidden neurons was 
adjusted to 8 using N

h
= 2∕3

(

N
i

)

 from [44], and the hyperbolic tangent sigmoid 
transfer function for both the hidden layer and the output layer was used. By adjust-
ing these parameters, neither over-fitting nor under-fitting was occurred during the 
training process according to Fig. 10. Sundaram and Renupriya [10] have achieved 
the accuracy of 95.8% and 97.8% with the validation performance of 0.0267 and 
0.0120 on the same thyroid disease dataset using a feed-forward neural network 
with the back-propagation and the Elman neural network, respectively. These results 
obtained by 2 hidden layers with 27 neurons in each layer with a soft max and a lin-
ear transfer function for the hidden layer and the output layer. According to the ROC 
plot, their neural network modeling has poor ability in the classification of hyperthy-
roidism and hypothyroidism classes compared to the normal functioning class.

The convergence behavior of the back-propagation is highly dependent on the 
selection of the learning rate; with a large learning rate value, the convergence may 
never be achieved and with a small learning rate value, the total epochs to converge 
to the optimal value will increase significantly and there is a risk to trap in local min-
ima. To prevent these problems, the adaptive learning rate was used in this study. In 
this method, the learning rate will change during the training process. According to 
Fig. 9, by using the total 3000 epochs by the standard back-propagation there is no 
guarantee of convergence. Based on the same figure and Fig. 7, the improved back-
propagation converged at epoch 818 in almost 3 s for each network with a learning 
rate of 0.55. Nawi et  al. [18] proposed a method to change the gain parameter of 
the transfer function adaptively on classification problems including thyroid disease 



3633

1 3

A multiple multilayer perceptron neural network with an adaptive…

dataset. They selected all 21 input attributes and 5 hidden neurons for the experi-
ment. The standard gradient descent converged at epoch 3441 in 316.5 s, whereas 
the improved algorithm converged at epoch 1114 in 111.6 s. Hamid et al. proposed 
a method to improve the convergence behavior and local minima problem of the 
back-propagation using adaptive gain, adaptive momentum and adaptive learning 
rate [7]. The number of hidden neurons adjusted to 5 with 21 input variables and 
a 0.5 initial learning rate. The standard back-propagation used all 10,000 epochs in 
1427.1  s with an accuracy rate of 95%, whereas the back-propagation with adap-
tive gain converged at epoch 1115 in 134.9 s with 89% of accuracy. The best results 
obtained by the back-propagation with adaptive gain, adaptive momentum and adap-
tive learning rate with 935 epoch of convergence in 10.5 s and accuracy of 95.72%. 
Hamid et al. [7] achieved an accuracy of 95%, 86.38% and 95.73% with the standard 
back-propagation, the back-propagation with adaptive gain and the back-propagation 
with adaptive momentum, respectively. The 21 input variables of the thyroid dis-
ease dataset with 5 hidden neurons were selected for the experiment. The standard 
back-propagation used all 3000 epochs in 145 s, whereas the back-propagation with 
adaptive gain converged at epoch 960 in 48 s. The back-propagation with adaptive 
momentum converged at epoch 1201 in 692.5 s.

The implementation of a multiple neural network approach was another method 
used in this study to improve the accuracy, generalization power and convergence. 
The number of networks obtained by trial-and-error and a set of 6 networks was 
trained to average their outputs. Related studies have been reported using a set of 
multiple neural networks for the classification of biomedical data. For instance, we 
proposed a parallel feed-forward neural network approach to predict Parkinson’s dis-
ease. They achieved an improvement of 8.4% with a set of 9 parallel networks. In 
their proposed method, un-learned data of each network were used in the training set 
of the next network. As illustrated in Fig. 5 and Fig. 8 of this study, the best accu-
racy was obtained by the set of 6 networks with the rate of 99%.

6 � Conclusion

Thyroid disease information, as an important part of the IoMT system, is studied 
in this paper. The MMLP is proposed which is a set of multiple MLP neural net-
works with the back-propagation learning algorithm using an adaptive learning 
rate. The MMLP is used for thyroid disease classification of the UCI thyroid dis-
ease dataset. As demonstrated earlier in this paper, the proposed method increased 
the overall accuracy and decreased overall MSE. To improve the network gener-
alization and avoid over-fitting, a system with a set of 6 networks and the adaptive 
learning algorithms were used in the proposed MMLP, in which the accuracy rate 
of 99% was achieved. Moreover, the improved back-propagation converged more 
quickly compared to the standard back-propagation. According to the results, 
the proposed system has a remarkable ability to deal with over-fitting during the 
training process. Future works will focus on providing an effective method to find 
the global minima of the error function to guarantee convergence in the pres-
ence of local minima in IoMT environment. In addition, formal methods could 
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be examined to prove the effectiveness of the proposed method using mathemati-
cal modeling. Real thyroid dataset would be employed to examine the proposed 
method and confirm the capability of it to diagnose thyroid disease.
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