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Abstract
Utilizing from energy-aware solutions along with maintaining service-level agree-
ments is one of the most important research issues in cloud computing. In the pro-
posed model, monitoring the status of resources and analysing the obtained data 
have led to proper placement and consolidation of virtual machines through targeted 
migrations at the right time. In the virtual machine placement policy, the definition 
of absorption mode has been used in simulated annealing algorithm in addition to 
the formation of virtual clusters to prevent from unlimited increase in the length of 
created Markov chain in any temperature while maintaining the convergence. The 
results of simulations obtained from various scenarios in CloudSim indicated the 
proposed model has led to energy savings up to 14.3%, 19% and 21% on low load, 
average load and high load, respectively, compared to the best understudy algorithm, 
while the SLA violation has also led to a decrease in all three modes.

Keywords Cloud computing · Energy-efficient model · Virtual machine 
management · Virtual cluster · Absorbing Markov chain

1 Introduction

With users’ increasing need for various services, cloud computing was emerged as 
one of the new technologies. Cloud computing is an Internet-based computational 
model to provide industry-wide services. In this technology, the users’ requests are 
provided as a service through the cloud. Generally, cloud computing is offered in 
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the three forms of services: infrastructure as a service (IaaS), platform as a service 
(PaaS) and software as a service (SaaS).

Cloud computing contains a number of benefits such as reliability, quality of 
services, and robustness in their delivery. In recent years, the infrastructures of 
cloud computing have been growing rapidly since there is demand for computation 
required by users, and advanced datacentres in the cloud host a variety of applica-
tions. The extensive use of clouds is accompanied by an increase in energy con-
sumption and carbon dioxide emission. That is why green computing is of particular 
importance in this area [1].

Large cloud service providers use several megawatts of power for datacentre 
operations. They annually spend millions of dollars on electricity. Electricity energy 
consumed by datacentres is still growing worldwide. In fact, if all the datacentres 
were a country, it would rank as the fourth country in the world in terms of electric-
ity consumption [2].

Extremely high energy costs in cloud datacentres are caused by the large num-
ber of computing resources and hardware inefficiencies. According to Fig.  1, the 
data obtained from 5000 servers during a six-month period demonstrate that the 
servers have usually not been idle. Their productivity, on the other hand, has hardly 
been high, and they function with 10–50% of their capacity most of the time, which 
causes the cost-efficiency rate to increase [3].

On the other hand, servers in low-load or zero-load states consume energy more 
than two-thirds of the time when they are at peak load state; therefore, to keep low-
load servers turned on is not economical in terms of energy consumption. Attempts 
should be made to the extent possible to keep fewer servers turned on through adopt-
ing techniques such as virtualization, migration of virtual machines from low-load 
servers and their consolidation on other servers [4].

In all resource management techniques, according to the concerned objectives, 
virtual machines are migrated from a source machine to a destination machine. In 
other words, the virtual machine, along with all its embedded programs (which are 

Fig. 1  Average CPU utilization of more than 5000 servers during a 6-month period [3]
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running), migrates from one source to another, without interrupting the execution of 
the programs and making the users aware of such a migration. In general, the migra-
tion technique is used for purposes such as balancing and sharing loads, having error 
tolerance and energy management, reducing response time, improving accessibility, 
and maintaining servers.

With a virtual machine located in a low-load or high-load host migrating to 
another host, it is possible to improve energy consumption and utilize resources to 
deliver the service quality [5, 6].

In this work, a new and more complete model has been proposed along with more 
detailed investigation of present studies, and better results were obtained through 
introducing new methods or improvement of algorithms proposed in our previous 
work [7]. In the proposed model, virtual clusters have been used to cluster servers. 
In optimization section, the proposed model was much faster and its convergence 
was proved based on the definition of absorbing state in Markov chain.

One of the points distinguishing the present study from other previous works is 
that previous works considered the high loading of servers as the basis for making 
decisions about virtual machine migration. According to our perspective, it needs to 
be investigated when SLA violation is probable. With defining the critical conditions 
for servers, the criticality of the condition was regarded as a basis for migration. 
This would reduce the number of migrations as well as the number of unnecessary 
migrations. Reducing the number of migrations can play a vital role in decreasing 
energy consumption, reducing migration overhead, and promoting efficiency.

Based on the details provided in the paper, the innovations of the research can be 
summarized as follows:

• presentation of a new energy-aware model
• definition of virtual clusters for classification of the physical servers
• definition of the critical conditions of the servers and decision-making about 

migration time on that basis
• use of a combination of the absorbing Markov chain and the population-based 

simulated annealing algorithm for optimal placement of the virtual machines 
within a short time

• use of improved algorithms in the virtual machine selection and consolidation 
policies.

Table 1 lists some general specifications of the work.

The remainder of this paper is organized as follows: Sect.  2 presents a review 
of the state of the art in the literature. Section 3 gives the details of the proposed 
comprehensive model, step by step. This is followed by performance evaluation and 
experimental results of the algorithms in Sect. 4. Finally, the conclusion and future 
works are summarized in Sect. 5.
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2  Related works

Reducing energy consumption in datacentres along with a decrease in SLA viola-
tion is one of the main objectives of cloud computing. Virtualization and efficient 
algorithms for replacing and consolidating virtual machines are of essence to reach 
this goal.

Several studies have been carried out in this filed, some of which are addressed in 
this section. The main specifications of some other studies are also summarized in 
Table 2.

In [8], an adaptive fuzzy threshold-based algorithm was proposed to detect high- 
and low-load hosts. The proposed algorithm dynamically develops rules and updates 
membership functions to be adapted to workload variations. It also collects some 
information about datacentre servers and applies to a fuzzy inference engine in order 
to make decisions about high and low loads based on the defined set of rules.

Nadjar et  al.  [9] classified the placement strategies of virtual machines in the 
datacentre into five categories (namely network-aware, CPU-based, memory-aware, 
application-aware and load distribution-based strategies), according to which some 
hybrid placement strategies were proposed. Regarding the selection of virtual 
machines to migrate from high-load servers, four other algorithms were proposed 
and tested instead of the commonly used minimum migration time algorithm, in 
which the highest deviation in the resource records requested by the virtual machine, 
minimum SLA violations, the lowest CPU utilization, and the highest CPU effi-
ciency were concerned for making decisions. Furthermore, the load distribution of 
the physical hosts was also considered for decisions made for the migrated virtual 
machines in the placement phase. With regard to the findings, a process based on 
the minimum CPU utilization in virtual machine selection for migration along with 
a method based on the load distribution of the physical hosts in the placement phase 
brought about the best results. In this study, fixed threshold values were used to 
detect high or low loads.

In [10], a virtual machine placement procedure was proposed according to the 
simulated annealing algorithm. Furthermore, a dynamic scheduling model was 
suggested for the virtual machines, and a virtual machine placement model was 
then proposed using an improved simulated annealing algorithm. In this model, 

Table 1  General specifications of the proposed work

Specifications Level used in the paper

Virtualization Virtualized datacentrs
System resources Multiple resources (CPU, RAM, network resources)
System type Heterogeneous
Goal Reducing energy consumption along with a 

decrease in SLA violation
Workload Arbitrary mixed workloads
Architecture Dynamic VM management system
Mechanism Simulation (in CloudSim)
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there were some modifications in the sampling phase and temperature reduction 
in the simulated annealing, in comparison with the basic algorithm.

Ferdaus et al. [11] addressed network-aware placement of virtual components 
of multi-tier applications in datacentres and formally defined the placement as 
an optimization problem. The simultaneous placement of virtual machines and 
data blocks aims at reducing the network overhead of the datacentre network 
infrastructure. A greedy heuristic is proposed for the on-demand application com-
ponents placement that localizes network traffic in the datacentre interconnect. 
Such optimization helps reducing communication overhead in upper layer net-
work switches that will eventually reduce the overall traffic volume across the 
datacentre. This, in turn, will help reducing packet transmission delay, increas-
ing network performance, and minimizing the energy consumption of network 
components.

In  [12], an energy-aware cloud-based model called the Green Cloud Schedul-
ing Model (GCSM) was proposed. In this model, cloud nodes were assumed to be 
heterogeneous, and the energy-aware capability of task assignment and scheduling 
decisions was considered to be in nodes. The capability of nodes to complete tasks 
was also perceived according to the user-defined constraints. In other words, the 
GCSM, in addition to reducing energy consumption, seeks to meet the service qual-
ity requested by users through completing real-time tasks within a due time.

Aryania et al. [13] proposed a new algorithm based on the ant colony system for 
solving the virtual machine placement problem at datacentrs. One of the topics cov-
ered in this research was the consumed amount of energy for VM migration. With 
this amount of energy being extremely difficult to calculate, the common practice is 
to estimate its value based on the size of the VMs being migrated. In the proposed 
algorithm, the physical machines were classified, based on their loads, into four 
classes: normal, low-load, high-load, predicted high-load servers. Accordingly, no 
migration could originate from a normal server, with all migrations leading to only 
normal or low-load servers rather than the high-load or predicted high-load servers.

Mohiuddin et al. [14] presented a methodology for concentrating VMs based on 
balanced work load distribution. Depending on the resource capacities, the servers 
were classified under four classes, and each VM was mapped to one of the men-
tioned classes based on its demand for resources. The classification was based on 
processing resources, network bandwidth, and memory of the machines. Accord-
ingly, Class 1 and Class 4 enjoyed the largest and smallest assets of resources, 
respectively. In order to minimize the number of powered-on servers, the migration 
was performed in such a way to minimize the migration cost while distributing the 
work load evenly between the powered-on servers. The migrations were performed 
only between servers of identical classes or, if not possible, from a higher-class 
server to a lower-class server.

In [15], the VM migration cost and remaining runtime were acknowledged as two 
important factors that were rarely regarded. In the proposed algorithm, the entire 
deal of time was taken as a set of time intervals, with the VMs whose remaining 
runtimes were shorter than a particular interval not allowed to migrate to avoid 
unnecessary migrations. Moreover, no VM was allowed to have more than one time 
intervals violating the SLA. The VM cost was calculated using a weighted function 
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of normalized migration time parameters, inactivity time, and required energy for 
migration.

In [16], authors propose an energy-aware dynamic virtual machine consolidation 
method that migrates virtual machines while satisfying constraints on the probabili-
ties of multiple types of resources being overloaded. In their method, a series of 
algorithms for selecting and placing virtual machines to be migrated are utilized, 
with constraints on the probabilities of various resources in a physical machine 
being overloaded. Their algorithms integrate and cooperate similarly to artificial bee 
colony foraging behaviour to perform an optimized search for the mapping relation 
between virtual machines and physical machines for consolidation.

3  Proposed model

Virtualization is a technique that, in addition hiding the resources’ physical prop-
erties, makes possible the users’ resources access. This technique creates the pos-
sibility of simultaneous separating or sharing computer resources between several 
different environments, which are called virtual machines, so that these virtual 
machines either can interact with each other or without awareness of each other. In 
other words, virtualization is the process of allocating virtual resources and manag-
ing them to different services, so that applications can use provided virtual resources 
in the real-world context. Using virtualization is considered as a complementary 
technique in many algorithms to reduce energy consumption.

Migration of virtual machines, from an under-load or overload physical machine 
to another physical machine, is one of the techniques used to save energy and utilize 
resources [19, 24].

In this paper, in order to improve the resource management process and reduce 
energy consumption, a comprehensive model is presented as Fig.  2, which the 

Fig. 2  The proposed model architecture
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algorithms used in it are sequel discussed in more detail. In this model, management 
process is divided into two parts: local and global managers. These two parts are 
related to each other, and the local manager sends information related to the condi-
tion of the host to the global manager at specified intervals. The global manager 
has information about all hosts and uses them in the migration decisions required 
to placement and consolidation of virtual machines, which require global visibility 
from the datacentre.

The local manager is located on the hosts and, as it is clear from Fig. 2, has differ-
ent sections that interact with each other. The resource monitoring section monitors 
the state of resources, such as processing resources, memory, and bandwidth and 
gave them to the analysis section. Analysis section, according to algorithms, deter-
mines the state of local machines in terms of over, average and under-loads. In the 
case of under-loading, all virtual machines are selected for migration, and in coordi-
nation with the global manager, necessary measures are performed to consolidation. 
In the case of overloading, the critical state of machines is examined, and if con-
firmed, based on the policy of selection part of virtual machines, the global manager 
will be informed, then some virtual machines are selected for migration so that the 
system exits from the critical state.

3.1  Recognizing the critical condition of physical machines

According to the performed research, any live migration can consume up to 10% of 
processor utilization. In addition, if there is no proper migration policy, we may have 
to switch some servers from Sleep to ON state, which results in high energy costs.

Therefore, in cloud computing centres with thousands of hosts, an unnecessary 
migration disrupts the overall system equilibrium and negatively affects the perfor-
mance of running programs [27].

Due to the heterogeneity of systems in the datacentre, considering a constant 
value, as a threshold for overload, cannot be appropriate. For example, there is less 
probability that a host with more number of cores goes into overload state by adding 
a virtual machine, but at the same circumstances, a host with a less number of cores 
more likely goes into overload state by adding this virtual machine. It is why over-
loading of each machine should be considered according to its particular conditions. 
On the other hand, the processor utilization level is not the only important factor, 
and the amount of main memory fullness should be addressed as another important 
factor. It is possible that a machine, in terms of processor utilization, is in a good 
condition, but a large amount of its memory is full, so, in this case, the machine 
should be considered as an overloaded system, as it may lead to an SLA violation.

Therefore, in the analyser, the processor and memory status is monitoring 
together. Given the overloading of the processor, and its single or multi-core state, as 
well as the amount of filled memory, the eleventh states are defined as Table 3.

The local regression(LR) algorithm is used to detect whether the CPU is over-
loaded. If the processor load is under 20%,  it is considered under-load. In the case 
of the main memory, if more than 80% of the memory is full, the amount of used 
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memory is considered high, and if memory is filled less than 20%, we consider its 
use low.

Therefore, according to Table 3, C7, C9, and C11 clusters are considered clusters 
with critical machines.

3.2  Selecting virtual machine for migration

An important factor to choose a virtual machine to migration is migration time.
Migration time, according to Eq. 1, depends on both the amount of using main 

memory and bandwidth. Hence, the lower use of main memory by the virtual 
machine leads to faster migration. The shorter time migration leads to the lower cost 
of the migration, according to Eq.  2. Another factor that many studies have paid 
less attention to it is the amount of VM’s CPU usage. The migration at a short time, 
which results in the release of a greater percentage of processors, is more suitable.

Mi is the amount of memory used by VMi , Udi is the total performance degrada-
tion by VMi , t0 is the initial time of migration, Tmi is the time taken to complete 
the migration, Ui(t) is the CPU utilization by VMi , and Bi is the available network 
bandwidth.

According to the mentioned points, the basis of choosing a virtual machine to 
migration from critical servers is migration index. This index is determined based on 
the ratio of using processor to the occupied main memory by each virtual machine, 
according to Eq. 3.

(1)Tmi =
Mi

Bi

(2)Udi = 0.1∫
t0+Tmi

0

Ui(t)dt

Table 3  Definition of virtual clusters based on processor and main memory status

Using memory Single or multi-core Processor status Virtual clusters

Low Single or multi-core Under-load C1
Average Single or multi-core Under-load C2
Low Single or multi-core Average load C3
Average Single or multi-core Average load C4
High Single or multi-core Under-load C5
High Single or multi-core Average load C6
Low Single core Overload C7
Low Multi-core Overload C8
Average Single core Overload C9
Average Multi-core Overload C10
High Single or multi-core Overload C11
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The algorithm of this section is presented below.

• Set a list of critical servers of C7, C9, and C11 clusters.
• Set a list of virtual machines for each critical server, and assign each one a 

migration index according to Eq. 3.
• Arrange the list of virtual machines in descending order, based on the migration 

index. If this parameter was equal to some virtual machines, arrange based on 
less use of main memory.

• Take out the first virtual machine from the list, and if it excludes the server from 
the critical condition, select it for migration, and put it on the migration list. 
This takes out the server from the critical state; however, it remains close to the 
threshold.

• If the server is still in the critical state, then we have to choose the next virtual 
machine from the list and transfer it to the migration list. This work is repeated 
so that the server exits from a critical state.

3.3  Virtual machine placement policy

In this policy, to replace the selected virtual machines to migration, it is indicated 
that migration should not overload the destination. Because such migration has two 
major disadvantages: firstly, it increases the possibility of SLA violation at the des-
tination and secondly, increases the possibility of another migration in the destina-
tion, which in turn needs energy consumption. Therefore, the introduced virtual 
cluster in Table 3 has been used, and their application is explained in the steps of the 
algorithm.

This policy has used a population-based simulated annealing algorithm, which 
is a parallel run of this algorithm. According to the function of simulated annealing 
algorithm, and the outputs of the fitness function (Eq.  3) at any temperature, and 
their adaptation to the problem conditions, which indicates they are Markov-based, 
the following strategies are presented. 

1. To develop the initial population, there should be several lists of servers. This list 
should not include overload, under-load, and off-line servers. To prepare these 
lists, the available servers in the virtual clusters C3, C4, C5, C6, C8 and C10 are 
used according to Table 3. In these lists, servers are arranged in ascending order 
based on the amount of using the processor.

  Then, we create a list of chosen virtual machines to migration. (The number of 
members in both lists of servers and virtual machines should be equal; otherwise, 
the primary servers of the list repeat due to under-loading.)

  Several randomized arrays are selected from this server list and are considered 
as the initial population. Then, this initial population (lists) are evaluated. The 
normalized valuation criterion is the total increase in the listed servers’ consumed 
energy, in which, the lower, the better. 

(3)MI =
Uc

M
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 In this equation, E is the energy before assigning virtual machines and E′ is the 
energy after their assign.

  It is obvious that the total resources assigned to virtual machines should not be 
greater than the total assignable resources to the server.

2. Determining the best answer, we find the best list from the list sets and keep it.
3. Setting the initial temperature T = T0
4. Repeating steps 5–8 until reaching absorption state or the number of steps seems 

sufficient (internal loop of the algorithm).
5. For each member of the population, a certain number of neighbours are produced 

and evaluated. Providing the neighbour in each list is through certain methods. 
To this end, methods such as inserting, inverting, replacing, etc., can be used.

6. List neighbours are sorted in descending order based on the evaluation criterion, 
which is normalized of increasing the consumed energy, and among them, the 
best members win, the same number of main populations.

7. According to SA law, each member of the main population compares with a mem-
ber of the winning neighbours’ population. (If it was better, it would be accepted; 
otherwise, it might be accepted with a possible probability.)

  As we know, in the simulated annealing algorithm, if Δf < 0 , a new change 
is accepted, but if Δf > 0 , the new change is accepted or rejected based on 
the Metropolis algorithm. The Metropolis algorithm is such that a random 
number R is chosen from the normal distribution in the interval of 0 to 1, if 
exp(−Δf∕T) > R , the new change is accepted; otherwise, it is rejected.

  In fact, according to the above, it can be said that by repeating the produc-
tion of the answers and accepting them by using the Metropolis rule, there is a 
sequence of answers, which forms the Markov chain. The ending of this chain, 
with a limited and sufficient length, can be similar to a state, in which a physical 
system at a given temperature reaches a thermodynamic equilibrium.

  Since the state of the system does not depend on previous states, and only 
depends on the current state, the Markov chain conditions are established, and 
the studied system is a Discrete Time Markov Chain.

  In this case, we define the state of space S according to the values that the 
fitness function F can have. This space consists of twenty states, with an equal 
length of the interval (0–1). Hence, the first (0.95–1) and the last states (0–0.05) 
have been defined (because we are looking to reduce the amount of energy con-
sumption).

  In other words, at this stage, the states of each temperature are modelled by a 
Markov chain. Markov chain length is considered equivalent to the number of 
repeat steps at a given temperature. Since in the final stages of the problem solv-
ing, in which the algorithm approaches the minimum point, many of the proposed 
changes are rejected and the admission rate decreases; therefore, the length of 
the chains may infinitely increase. To prevent such a problem, the concept of the 
absorbing state in the Markov chain is used.

(4)F =

∑n

i=1
Éi −

∑n

i=1
Ei

∑n

i=1
Éi
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  The ‘i’ is called absorbing state if, by entering this state, it is impossible to exit.
  Considering the nature of the problem, the state (0–0.05), which is the best 

one, is considered as the absorption state, and achieving it, we finish repeating at 
that temperature. In fact, the condition of ending the repetition at any tempera-
ture is reaching the absorbing state, or the constant number of repetition at that 
temperature. Of course, it can be proved that this absorbing Markov chain finally 
reaches the absorption state, but to high speed implementing the algorithm, if we 
do not reach the absorption state after a certain number of attempts, we will end 
the repetition at that temperature.

Theorem The defined absorbing Markov chain eventually enters the absorbing 
state.

Proof Given the nature of the problem, and created Markov chain at each tempera-
ture, the Ergodicity of the chain is obvious, because there is the probability of going 
from one state to another (not necessarily in a single move). Assume that the starting 
point is a state such as Si where ‘i’ can be each of defined 20 states, then the problem 
would be solved in the state of (0–0.05). Otherwise, the state of (0–0.05) would be 
achieved after passing n step with the probability of p. Otherwise, other states would 
be achieved with the probability of 1–p. The probability of not to achieving absorp-
tion state after n time is less than or equal to (1 − p)n , where the possibility tends 
towards zero with an increase in n and eventually the absorption state is achieved. 

8. The best answer so far has been updated. If this answer within the specified 
interval is as an absorbing state, end repetition at this temperature, and if the 
termination conditions of the algorithm are not met, the temperature is reduced 
based on Eq. 7, and start from step 4. 

� is a constant parameter, whose value is arbitrarily chosen from 0.8 to 0.99. 
The performed studies show that when the temperature is high, � can be small 
to increase the computational speed, but as the calculation progresses and the 
temperature decreases, � value should be large to ensure the convergence of the 
method.

9. End.

3.4  Selecting under‑load machines

At this stage, the defined clusters in Sect.  3.1 are used. The physical machines, 
which are located in under-load clusters, are in priority of shutting down. All vir-
tual machines, respectively, migrate from cluster servers C1 and C2 to other cluster 
servers. In fact, several points are considered in these migrations. For example, the 
destination should not include C7, C9, and C11 clusters’ machines.

(5)TK+1 = � × TK
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4  Performance evaluation

In this work, we choose simulations to evaluate the algorithms. CloudSim has 
been chosen in our evaluations. For experiments, the data provided as a part of 
the CoMon project, a monitoring infrastructure for PlanetLab  [27], were used. 
These values are also found in the CloudSim simulator in the examples/workload/
planetlab path, which we used the case 20110303.

Table  4 shows the specifications of the simulation environment. Each server 
has a bandwidth of 1 Gbps, and half of the bandwidth has been considered in the 
simulations made for migration and the other half for VM communication. The 
simulation period has been considered to be 86,400 s.

In simulations, we used the three types of Virtual Machines as shown in 
Table 5.

Actual workload has been used in the scenarios so that the results are reli-
able. It is a part of CoMon project [28] that has been collected from over a thou-
sand VMs from the servers located in over 500 places around the world. Table 4 
of [29] gives a brief overview of the workload used in our experiments.

4.1  Performance evaluation metrics

For performance evaluation of the algorithms, some metrics were used. In this 
section, we define them. 

 OTF:  The fraction of time during which active servers have experienced the CPU 
utilization of 100%.

 PDM: The total performance reduction occurring as a result of virtual machines 
migrations.

Table 4  The specifications of the simulation environment

Servers Number of 
single cores

Number of 
dual cores

CPU frequency of 
each core (MHz)

Memory (GB)

HP ProLiant ML110 G4 100 300 1860 4096
HP ProLiant ML110 G5 100 300 2660 4096

Table 5  The three VM types used in our experiments

VM types Cores Capacity (MIPs) RAM (MB) Storage (GB) Band-
width 
(Mbit/s)

Large 1 2000 1536 2 1000
Medium 1 1500 768 2 1000
Small 1 1000 512 2 1000
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 SLAV:  OTF and PDM are two metrics for measuring the level of SLA violations. 

In Eqs.  6 and 7; N denotes the number of serves, Tsi shows the total time during 
which 100% utilization of server i leads to SLA violation, and Tai is the total time in 
which server i is in the active mode. Moreover, M stands for the number of virtual 
machines, Cdj shows the estimated decrease in performance of virtual machine j as 
a result of migration, and Crj refers to the total processor capacity requested by VMj 
during its lifetime. In this work, C dj is assumed to be equal to 10% of the proces-
sor capacity during all migrations of VMj . The OTF and PDM criteria determine 
the SLA violation level, separately. Therefore, a hybrid metric, which considers 
decreased performance with regard to the overload of server and migration of virtual 
machines, is proposed and is called SLA violation (SLAV). This metric is calculated 
as shown in Eq. 8.

 

 Energy: The total energy consumption in cloud datacentre.
 Migrations: The total number of migrations performed in N servers in the data-

centre.
 ESV: This metric is proposed to combine the two parameters Energy and SLAV. 

The main objective of resource management in cloud-based datacentrs is to 
minimize both energy cost and SLA violations. Therefore, we consider a com-
bined metric in Eq. 9 to take into account both energy cost and the level of 
SLA violations. 

4.2  Simulation results

In the proposed algorithm, the LR is used to determine overload. Therefore, in simu-
lation, the combination of LR-MMC and LR-MMT has been used to compare with 
the proposed model.

The specifications of the simulation and details on the physical and virtual 
machines are presented in Tables 4 and 5. The comparison between the algorithms 
has been performed in overload, average load, and under-load. This comparison is 
based on standard metrics, which are defined in Sect. 4.1.

(6)OTF =
1

N

N
∑

i=1

Tsi

Tai

(7)PDM =
1

M

M
∑

j=1

Cdj

Crj

(8)SLAV = OTF × PDM

(9)ESV = Energy × SLAV
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In the simulations, the proposed algorithm has a considerable advantage over oth-
ers, and its performance in all comparison metrics has been better than other algo-
rithms. The simulation results, to further study, are discussed in Figs. 3, 4, 5, 6, 7 
and 8.

Considering the improvements in the proposed algorithm, as Fig.  3 implies, 
energy consumption has significantly decreased. These reductions at low load, aver-
age load, and high load have been 14.3%,  19% and 21%, respectively. Preventing 
unnecessary migrations, along with shutting down more under-load servers have 
played an important role to achieve this goal. In a high load, for instance, the aver-
age number of server migration to Sleep state in this algorithm has been 4107 times, 
and this number in other ones is 3951 and 3938 times. The initial suitable arrange-
ment of virtual machines and their consolidation over specific periods, which are 
according to the placement strategies introduced in Sect. 3.3, has played a signifi-
cant role to reduce energy consumption.

Fig. 3  The energy consumption of algorithms

Fig. 4  The SLA violation evaluation of algorithms
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In many studies on reduction of energy consumption, the low increase in SLA 

Fig. 5  The migration evaluation of algorithms

Fig. 6  The PDM evaluation of algorithms

Fig. 7  The OTF evaluation of algorithms
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violations is considered acceptable. However, considering the important points of 
the proposed algorithm, such as the reduction in unnecessary migrations, on the 
one hand, and considering the processor and memory conditions, on the other hand, 
have resulted in the reduction in the SLA violation compared to other algorithms. 
Figure 4 shows the performance of compared algorithms in this field in which the 
proposed algorithm compared to the best ones, at high, average and low loads have 
had 10%, 13.6%  and 20% reduction, respectively.

The proposed approach has prevented unnecessary migration, and in the case of 
overload, criticality of the server is also examined, and, if necessary, migration will 
be performed based on processing ability and the amount of memory. The definition 
of virtual clusters and the servers’ membership in these clusters, given the state of 
the processor and memory along with a proper definition of regulations, have led to 
timely and targeted migration. As a result, the number of migration has dramatically 
reduced as shown in Fig. 5. This decline is considerable in high load and is about 
17% of course, and this decline also on average load and low load has been 11% and 
7%, respectively.

Another reason for declining the number of migrations is by using VM place-
ment policies. Applying policy that prolongs the interval between two migrations, 
as possible as, is particularly important. In other words, the choice of migration 
destination should not be such that in the near future, lead to another migration, or 
lead to situations to inevitable migration. Markov chain-based placement policy, as 
described in Sect. 3.3, due to considered points tries to find a proper arrangement of 
virtual machines on physical machines to reduce unnecessary migrations.

According to Eq.  2, the increase in VM migrations can increase performance 
degradation. Therefore, reducing unnecessary migrations is needed. Due to the 
reduction in migrations in the proposed algorithm, its performance degradation is 
also in a better status than the other algorithms and its improvement compared to the 
second algorithm is 10% (Fig. 6).

In Fig.  7, the percentage of cases when the CPU is overload is compared. 
Although in all three algorithms, similar LR policies have been used to recognize 
overload, adopting appropriate policies has caused better performance of the pro-
posed algorithm than other two ones that are 1.8 and 2%, respectively.

Fig. 8  The ESV evaluation of algorithms



7455

1 3

New comprehensive model based on virtual clusters and absorbing…

In Fig. 8, the algorithms are compared in terms of the ESV parameter. As it is 
mentioned in Eq.  9, the ESV parameter is directly related to energy consumption 
and SLA violation. The reduction in SLA violations and energy consumption com-
pared to the other two algorithms has caused also the better performance of the pro-
posed algorithm in this case. The proposed algorithm, in comparison with the best-
compared algorithm, is better, 24%, 27% and 35%  in low load, average load, and 
high load.     

5  Conclusions and future works

In the present study, a comprehensive model was proposed to reduce energy con-
sumption with regard to service-level agreements. In order to improve the resource 
management process and reduce energy consumption through breaking down the 
main problem into smaller sub-problems, either a new algorithm was introduced for 
each sub-problem or previous algorithms were improved. In the proposed model, 
all phases were run in a distributed manner; however, the phases were centralized 
when replacing a virtual machine requiring a global perspective. First, the algorithm 
examined the critical state of machines using an algorithm that determined a high-
load host with specific conditions among other active hosts. Then a virtual machine 
selection algorithm was used to select the virtual machines to migrate from criti-
cal hosts. After preparing a list of selected machines for migration using the virtual 
machine selection algorithm, a new host was considered as the destination for the 
migrating virtual machines. In this phase, Markov chain along with the simulated 
annealing meta-heuristic algorithm was employed. Finally, low-load hosts were 
selected using a low-load host selection algorithm to be hibernated when all vir-
tual machines completely migrated. For future studies, the model presented in this 
study can be further complemented from several other aspects. Future works can 
also focus on the following novel aspects of the present study:

• Research has confirmed that a high percentage of traffic in a datacentre is asso-
ciated with its internal traffic and communication among programs [30]; there-
fore, it is of paramount importance to use network-aware policy that is to place 
virtual machines with higher communication traffic on adjacent physical servers 
through examining the relationships among different virtual machines. To do so, 
clustering and placing virtual machines linked together in a cluster or in adja-
cent clusters might work. Due to the reduced use of network equipment such as 
switches in this case, energy consumption further reduces.

• With understanding the behaviour and pattern of using resources in different 
applications, further attempts should be made to the extent possible to avoid 
placing applications with similar requests for resources on a server as this may 
lead to a competition for capturing such specific resources, resulting in further 
SLA violation.

• Update period and how information is exchanged between local and global man-
agers would also be addressed in future studies. A dynamic algorithm with high 
prediction accuracy can significantly affect the efficiency.
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