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Abstract
Efficient task and workflow scheduling are very crucial for increasing performance, 
resource utilization, customer satisfaction, and return of investment for cloud ser-
vice providers. Based on the number of clouds that the scheduling schemes can sup-
port, they can be classified as single-cloud and inter-cloud scheduling schemes. This 
paper presents a comprehensive survey and an overview of the inter-cloud schedul-
ing schemes aimed to allocate user-submitted tasks and workflows to the appropri-
ate virtual machines on multiple clouds regarding various objectives and factors. It 
classifies the scheduling schemes designed for a variety of inter-cloud environments 
and describes their architecture, key features, and advantages. Also, the inter-cloud 
scheduling approaches are compared and their various features are highlighted. 
Finally, the concluding remarks and open research challenges in the multi-cloud 
scheduling context are illuminated.

Keywords  Task · Workflow · Scheduling · Virtual machine · Multi-cloud · 
Federation · Distributed cloud

1  Introduction

Cloud computing is a network-based growing technology aimed to provide vari-
ous IT services according to the pay-for-use model for a variety of organizations 
and customers [1]. It mainly applies virtualization to share the data centers (DCs) 
resources among multiple VMs and conduct more effective and energy-efficient 
resource management. However, the increasing demand for more resources in 
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various contexts puts a heavy demand on the cloud DCs and this [2, 3] finally may 
lead to problems such as resource contention, service interruption, lack of interoper-
ability, QoS degradation, and SLA violations. In addition, using a single cloud for 
service deployment is susceptible to various failures and even security attacks such 
as DDoS attacks, leading to service interruptions and low availability. To prevent 
the reliance on a single CSP, inter-cloud environments are provided which benefit 
from the several independent or cooperating clouds.

By using multiple clouds instead of one, the applications and services that need 
horizontal scaling can be spanned on the participant clouds in the inter-clouds with 
different pricing models [4, 5]. Thus, by providing users with a variety of virtual 
resources from different IaaS platforms, their QoS requirements can be satisfied [6, 
7]. The inter-clouds may consist of organizations such as cloud federations, multi-
clouds, and hybrid clouds. Task and workflow scheduling problems are known to 
be NP-complete problems [8]. In environments that utilize multiple independent 
clouds, the constituent clouds may interact or cooperate with each other in differ-
ent topologies. Efficient resource management is one of the main challenges in both 
single-cloud and inter-cloud environments [9, 10]. Task and workflow scheduling 
is one of the effective tools to satisfy customers objectives in terms of QoS, cost, 
and performance while aiding the CSPs by reducing SLA violations (SLAV), reduc-
ing power consumption costs, providing green computing, more return on invest-
ment, and so on [11–13]. Numerous task and workflow scheduling schemes are pre-
sented in the literature, which regarding their target environment can be categorized 
as scheduling schemes devoted to single cloud and scheduling schemes dedicated 
to inter-cloud environments. Scheduling algorithms single-cloud environments try 
to assign user-submitted tasks to the proper VMs by considering constraints such 
as deadlines and cost while in the inter-cloud environment each task should be 
assigned to a proper VM in a proper try to map the user’s submitted tasks onto vari-
ous heterogeneous virtual resources dispersed in different CSPs regarding some con-
straints [14]. Scheduling problems are widely studied in the single-cloud environ-
ment, and various heuristic [15–25] and metaheuristic [26–31] scheduling schemes 
are provided in the cloud computing literature. With the increasing trend toward the 
inter-cloud environments, the scheduling problem is focused by research communi-
ties and numerous state-of-the-art task and workflow scheduling solutions for the 
inter-cloud environments are provided aiming to better benefit from computing and 
storage infrastructure provided by them. Figure 1 indicates a sample broker-based 
architecture for inter-clouds which can be considered in such environments. How-
ever, there is a lack of review article, to present a comprehensive survey and tax-
onomy of the inter-cloud scheduling schemes and highlight their capabilities and 
features.

Motivated with these issues, this article puts forward a comprehensive analysis 
and survey of the scheduling frameworks provided for the inter-cloud systems. To 
be more specific, it first presents the taxonomy of the inter-cloud environments 
and specifies their challenges as well as their functional and non-functional prop-
erties. It then provides general background knowledge about the task and work-
flow scheduling and classifies various methods and features that are considered 
in the scheduling process. Then, a classification of the investigated inter-cloud 
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scheduling schemes is introduced based on the type of inter-cloud environment 
which each scheme is designed for. Moreover, it provides an extensive survey of 
these scheduling approaches and focuses on the state-of-the-art solutions applied 
to effectively and efficiently assign users tasks and workflows to the various dis-
tributed virtualized resources of the participant clouds in the inter-cloud. Besides, 
a comparison of the evaluation metrics, simulator software, scientific workflows, 
their properties, and advantages are presented which can illuminate the less inves-
tigated area that can be further focused on future research directions. To the best 
of our knowledge, this article is the first one solely dedicated to reviewing the 
inter-cloud scheduling frameworks. The main contributions of this paper are as 
follows:

•	 Basic concepts and features regarding inter-cloud environments and task and 
workflow scheduling schemes are provided which are essential for a better 
understanding of the studied scheduling frameworks.

•	 A taxonomy of the inter-cloud task and workflow scheduling frameworks 
are provided according to the environment of each scheme. Then, a skeptical 
review of these schemes is presented and their various features are explored 
and discussed.

•	 A comprehensive comparison of the investigated schemes is provided which 
is very crucial for highlighting limitations of current studies in the scheduling 
context and finding areas that should be further focused in future researches.

The rest of this review paper is structured as follows: Sect.  2 provides the 
principal concepts about the inter-cloud environments and scheduling of tasks 
and workflows; Sect.  3 presents the taxonomy and a survey of the inter-cloud 
schemes. Meanwhile, Sect. 4 provides a comparison of the studied schemes, and 
at last, Sect. 5 puts forward the concluding issues and future research areas.

Fig. 1   A broker-based architecture for inter-clouds
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2 � Inter‑clouds environment

By definition, inter-cloud is an interconnected cloud of clouds that are unified based 
on open standard protocols for cloud interoperability. Figure 2 indicates a classifica-
tion of the inter-cloud systems. As shown in this figure, cloud federation and multi-
clouds are two main categories of inter-cloud environments. In general, a federation 
cloud is an inter-cloud where a set of CSPs are interconnected to enable interoper-
ability as well as sharing and exchanging their virtual resources with each other to 
present a single pool of resources to cloud customers. Federation can provide vari-
ous cloud services [32] and can be used for the collaboration of governmental or 
private clouds. Federation clouds can be further classified as follows:

•	 Peer-to-peer federation In this case, each participant cloud in the federation is a 
peer cloud which collaborates with others without any mediator. In this type of 
cloud federation, there is no central component, but distributed entities may be 
employed for brokering.

•	 Centralized federation In this type of cloud federation, the participant clouds in 
the federation benefit from a central entity that assist them to perform resource 
registering, sharing, and brokering [19].

On the other hand, a multi-cloud contains multiple independent clouds that have 
no volunteer interconnection or sharing of their virtual resources. As a result, in 
such environments, managing virtual resources provisioning and scheduling is the 
responsibility of clients [33]. Generally, in multi-cloud environments, the portability 
of the applications between the clouds is of high importance. The following types of 
multi-cloud are considered in the literature [34, 35]:

•	 Multi-cloud Services In this case, a user may access the multi-cloud environment 
by using a service hosted by the cloud client externally or in-house and contain 
broker components.

•	 Multi-Cloud Libraries In this case, a user himself should apply its own broker 
via a unified cloud API as a library to access and benefit from the multi-cloud 
environments.

The advantages of the inter-cloud systems can be listed as follows:

•	 Performance guarantee Service performance can be maintained by using 
resources from other participant clouds in the federation.

Fig. 2   Classification of the 
inter-clouds

Inter-Cloud

Federation Multi-cloud

Peer to Peer Centralized Service Libraries
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•	 Availability The geographical distribution of the participant clouds in the inter-
cloud allows migration of services, VMs, and data to increase the availability of 
services.

•	 Regional workloads Maintaining QoS is important to improve users’ experience. 
Popular services that can be accessed from various points around the globe can 
direct their workloads to the regional clouds.

•	 Dynamic distribution of workload Due to geographical dispersion, it is possi-
ble to redirect workloads to clouds closer to customers. A cloud federation is 
an inter-cloud organization with a voluntary characteristic. It should have maxi-
mized geographical dispersion, a well-defined marketing system, and be regu-
lated regarding the federal agreement that determines the behavior of heteroge-
neous and autonomous clouds.

•	 Convenience The federation provides convenience for customers about con-
tracted services, with unified visualization of the various services available.

2.1 � Inter‑cloud challenges

These highlights focus on cloud federations and are based on motives presented in 
the taxonomy proposed in the work done to the comprehensive set of inter-clouds. 
The following main challenges can be considered for inter-cloud environments [19]:

•	 Resource management Cloud computing benefits from elasticity to adaptively 
provision virtual resources to deal with load fluctuations. In cloud federations, 
each associated CSP can offer their idle virtual resources to other CSPs in the 
federation as well as requesting various virtual resources from them according 
to cloud pre-established rules defined by a contract. Prediction accuracy of the 
applied methods for workload estimation is a challenging issue that CSPs should 
deal with it. Heterogeneity of cloud resources, the discovery of cloud resources 
and services as well as provisioning these resources are of the issues which 
should be challenged in the inter-cloud environments.

•	 Economic barriers In general, each CSP tries to increase its profits. However, 
because of the lack of standards, CSPs may use proprietary data storage meth-
ods, resources management protocols, and GUI. This leads to the lock-in prob-
lem in which customers will be confined to specific CSP and may face technical 
and monetary costs for migrating from one CSP to another.

•	 Legal issues Some customers and organizations are restricted to the use of com-
mercial clouds. In federations, data location or destination can be defined in 
advance. This behavior can be used to overcome the legal constraints faced by 
some institutions.

•	 Security In inter-cloud environments, the customers and clouds must trust each 
other, but trust establishment is complex and there is a need for the trustworthi-
ness evaluation mechanisms in the federation. Some of the existing inter-cloud 
schemes employ X.509 certificates for authentication purposes. In this context, 
having a single sign-on authentication method in the inter-cloud environments 
can be very useful.
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•	 Monitoring In the cloud federations, clouds’ resources should be monitored and 
their related data must be collected and analyzed to determine the need for load 
distribution or other management. For this purpose, a monitoring infrastructure 
is required to collect and process monitoring data.

•	 Portability Inter-cloud VM mobility must not prevent the control of the clouds 
on their resources. Also, according to data portability property, users should 
have control over their PaaS and SaaS applications’ data to be able to move them 
from one cloud to another.

•	 Service-Level Agreement In the federated clouds, each participant cloud has its 
own SLA management method, but having global SLAs between a federation 
and its customers is an ideal issue in these environments.

2.2 � Cloud federation properties

This subsection specifies the functional and non-functional properties of the cloud 
federation architecture, found from the related cloud literature.

2.2.1 � Functional properties

From the cloud federation literature, the following functional properties are achieved 
[1]:

•	 Access In cloud federations, CSPs employ each other’s virtual resources. But, to 
enable this, the required access credentials to the relevant users and CSPs must 
be issued and the required authentication and authorization mechanisms among 
heterogeneous CSPs should be decided.

•	 Business model To access the virtual resources of the CSPs, the required busi-
ness models among CSPs should be considered.

•	 Contracts The contracts have a direct relationship with the business model, but 
extend their scope beyond maintenance parameters of the business model. SLAs 
are contracts between cloud providers and external customers that act as a guar-
antee of service fulfillment. In cloud federations, there is the FLA which con-
tains recommendations, rules, and other items that determine the behavior of 
clouds toward the organizations.

•	 Integrity describes the consistency of the environment regarding the offer and 
demand of resources by cloud providers in the federation. This integrity is an 
important property because the federation without it can be uncharacterized, 
becoming just another organization of multiple clouds. For example, without this 
property certain cloud providers can only consume resources and not offer any.

•	 Interoperability In a cloud federation, interoperability is needed for data 
exchange and resource sharing among different domains using methods such as 
ontology, brokering, and standard interfaces.

•	 Monitoring This can be performed for the federation and its applications, which 
the former try to maintain the organization of federation and the latter focus on 
the federation applications/services running on its infrastructure.
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•	 Object The object is the unit of service that a CSP can present and it will be used 
among the participants of the federation when resource consumption is needed.

•	 Provisioning Provisioning consists of the decision and coordination of the distri-
bution of applications to external customers through federation providers. These 
actions consider the installation, planning, migration of application components 
when convenient or necessary, match making, data replication, etc.

•	 Service manager Service management discovers the presented services in the 
cloud federation.

2.2.2 � Non‑functional properties

These properties are not directly related to the services presented in the federation, 
but those related to the usage behavior of the environment. Non-functional proper-
ties for the cloud federation are as follows [1]:

•	 Centric It indicates the focus of implementation and usability of some elements 
in their architecture and makes it possible to find the features that the federation 
tries to increase.

•	 Expansion This property reflects the expansion of a federation horizontally, ver-
tically or a hybrid of them.

•	 Interaction architecture The interaction of external users with the federation can 
be performed centrally through a single access point, or in a decentralized way 
using each cloud.

•	 Practice niche The niche property describes the profile of customers about the 
payment of consumed resources.

•	 Visibility Determines how the federation is seen by the external users. Transpar-
ent visibility does not reveal the structure of the federation, but with translucent 
visibility, the external user can be aware of the federation architecture.

•	 Volunteer Participation in a cloud federation should be voluntarily, and each 
cloud should have some knowledge about the federation structure to be able to 
cooperate with other clouds.

3 � Scheduling schemes

Figure  3 depicts the various features of the task and workflow scheduling schemes. 
As shown in this figure, the evaluation and analysis of the task and workflow sched-
uling schemes can be conducted on the real systems or by using simulators software 
like CloudSim. Generally, the scheduling process is aimed to assign the required tasks 
to the appropriate VM. To handle the client’s requests, scheduling schemes can ben-
efit from homogeneous or heterogeneous VMs, in which in the second case, sched-
uling methods should select an appropriate type of VM for each task. Moreover, the 
CPU considered for each VM can be single core or multi-core. Besides, some of the 
scheduling schemes may also try to select the PM where the VM finally will be placed 
on. Moreover, based on the number of sites or DCs, applied in the cloud, scheduling 
approaches can be classified as a single site or multi-site scheduling schemes, in which 
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Fig. 3   Task and workflow scheduling features
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in the latter, the scheduling approach should also select the site or cloud on which the 
tasks should be placed and run. The user’s submitted tasks can be classified as com-
putationally intensive or data intensive, in that in the second case, the applied data can 
be non-replicated, replicated, local, or remote. Data-intensive scheduling schemes deal 
with a large volume of the data which may be fixed located in the predefined location, 
or they may be movable by incurring some monetary costs and overheads. Moreover, 
based on the number of workflows, scheduling schemes support, they can be classi-
fied as single or multiple-workflow schemes. Furthermore, in the workflow scheduling 
approach, the task execution order may be specified as scheduling output. While most 
scheduling schemes consider static power management, some others may benefit from 
the DVFS-based dynamic power management which reduces the operating frequency 
of CPU to mitigate its power consumption while meeting the deadline. Besides, some 
of the scheduling solutions consider the monetary cost of the task and workflow sched-
uling which may rely on the fix or dynamic pricing. In addition, regarding the security 
support in the scheduling solution, they can be classified as insecure scheduling and 
secure scheduling schemes.

4 � Proposed inter‑clouds scheduling schemes

A number of task and workflow scheduling frameworks such as [31, 36–47] are 
designed for various inter-cloud systems. This section is aimed to illuminate the main 
features and capabilities of these scheduling frameworks.

•	 SWFs applied in the studied solutions to analyze the merits of the schemes.
•	 Evaluation factors employed in the simulation process.
•	 Simulators and CSPs applied in the evaluation phase of the task and workflow 

scheduling schemes

Figure 4 exhibits the classification of the scheduling schemes and the proposed solu-
tion provided for the various multi-cloud environments. As shown in this figure, we 
first classify the proposed scheduling approaches based on the environments designed 
for them. Afterward, we further classify them according to the task dependency and 
categorize them into task scheduling and workflow scheduling branches.

4.1 � Multi‑cloud Scheduling schemes

This subsection investigates the scheduling approaches such as [19–25, 30] designed 
for multi-cloud environments.

4.1.1 � Workflow scheduling in multi‑cloud

In [48], Gupta et al. proposed a workflow scheduling approach for multi-clouds that 
considers the transfer time. It computes the B-level priority of the tasks and con-
ducts the VM selection regarding the computed B-level priority of the tasks. But it 
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does not support preemptive scheduling in a multi-cloud environment. They con-
ducted their experiments on standard SWFs and indicated that their scheme is able 
to outperform the HEFT and improves makespan and resource utilization.

In [49], the authors provided a priority-based two-phase workflow scheduling 
algorithm for heterogeneous multi-cloud systems that can deal with large workflows. 
It considers factors such as computation costs and computation costs for priority 
and then maps the tasks according to their priority to the proper VMs. The authors 
analyzed their approach by performing their experiments on the standard SWFs and 
compared it with the other scheduling methods such as HEFT and FCFS. They indi-
cated that their approach outperforms other algorithms based on speed-up, average 
cloud utilization, and makespan.

The work in [50] presented a broker-based solution for workflow scheduling in 
a multi-cloud environment, which enables choosing a target CSP using a service 
broker for and manages workflow data regarding customers’ SLA requirements. 
However, they do not consider the data locality of the multi-cloud systems in their 
approach.

Lin et  al. [51] presented MCPCP, a workflow scheduling approach which pro-
vides an efficient method to mitigate the workflow execution costs while meeting 
the specified deadlines. In this process, they have adapted PCPA or partial critical 
paths algorithm for the multi-cloud environment. It considers cost per time inter-
val, different instance types from various CSPs, homogeneous intra-bandwidth, and 
heterogeneous inter-bandwidth. The authors indicated that workflow scheduling in 
the multi-cloud can outperform scheduling with a single cloud, even with low band-
width communication links. Nevertheless, they did not explore the impact of execu-
tion time accuracy and fluctuations.

Fig. 4   Classification of the inter-cloud scheduling schemes
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In [52], the authors introduced a multi-objective PSO-based scheduling approach 
for SWF in the multi-cloud environment, intending to decrease the makespan and 
cost while increasing reliability. The cloud computing environments may suffer 
from transient faults, which may result in the workflow execution failure. In this 
scheme, the authors considered the probability of failure by a Poisson distribution 
and the probability of successful task execution using an exponential distribution. 
This scheduling scheme considers tasks execution location and their data transmis-
sion order. This scheme first selects the IaaS platform; then, it chooses the VMs’ 
type and determines the order of data transmission among tasks. This scheduling 
approach operates based on the PSO algorithm and takes into account the loca-
tion of tasks execution and the order of the tasks. They considered a task queue for 
each CSP and assumed an infinite number of VM to be accessible for CSP users. In 
addition, for each CSP a pricing model and some performance metrics are applied. 
The authors have conducted their evaluations in Python and applied SWFs such as 
LIGO, Montage, CyberShake, and SIPHT in their experiments. They indicated that 
their algorithm is able to outperform the CMOHEFT (constraint-MOHEFT which is 
a modified MOHEFT algorithm by authors) and RANDOM scheduling algorithms.

In [53], the author provides a pricing model and a truthful task scheduling and 
applies factors like monetary completion time and cost.

Chen et al. [54] designed an adaptive task scheduling approach that considers the 
flexibility of precedence constraints among tasks. It deals with multiple-workflow 
scheduling using a rescheduling heuristic which supports task rearrangement. The 
scheduling of several workflows simultaneously is a challenging issue due to the 
heterogeneity of the distributed resources located on different sites and resource 
contention among them which prevents effective resource utilization. This scheme 
considers the uncertainty in the resource performance predictions that have a nega-
tive impact on the robustness of the scheduling method. By performing experiments, 
they indicated that despite some inaccuracies in the predictions their rescheduling 
approach can provide better results.

In [55], the authors put forward a multi-site workflow scheduling that applies 
performance models to forecast the execution time and conduct adaptive probes to 
detect the network throughput among sites. They employed applications by apply-
ing the Swift which is a script-based framework for parallel workflow execution 
and used two distributed multi-clusters multiple clouds. The authors indicated that 
their approach is able to enhance the utilization of resources and mitigate the execu-
tion time. The advantages include introducing the workflow skeletons concept and 
extending the SKOPE approach for modeling data movement and computations of 
the workflows.

The scheduling approach in [56] extends PCP and provided a communication-
aware approach for data-intensive workflow scheduling for the multi-cloud environ-
ments. It modifies the partial critical paths to reduce the execution cost and meet 
the deadlines. They divided each workflow into some paths in which tasks in each 
path have more data exchange among themselves and low data exchange with other 
paths. It is evaluated using three synthetic SWFs.

Zhang et  al. [57] provided a DC selection solution to decrease the number of 
DCs while having enough storage for SWF execution. They also improved inter-DC 
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network usage for the data transfer of SWFs and put forward a data placement algo-
rithm by applying k-means to place the SWF data and lessen the initial data transfer 
among DCs. In addition, a multilevel task replication scheduling method is provided 
to mitigate the data transfer among DCs in the SWF executions.

Table 1 exhibits the factors and workflows applied in the simulation process and 
the simulation environments and software utilized in the workflow scheduling solu-
tions designed for the multi-cloud environments.

4.1.2 � Task scheduling in multi‑cloud

In [34], Panda et al. presented ATS, an allocation-aware task scheduling algorithm 
for heterogeneous multi-cloud. It consists of matching, allocating, and scheduling 
steps while aiming to mitigate makespan and tasks rescheduling. The authors per-
formed their experiments using the synthetic datasets and analyzed metrics such as 
the average utilization of the cloud resources and makespan.

In [35], the authors provided a multi-objective approach for scheduling of tasks 
in the heterogeneous multi-cloud environments, which decreases the makespan and 
cost as well as enhancing resource utilization. Their proposed algorithm applies 
the CMMS or cloud min–min scheduling and PBTS or profit-based task schedul-
ing which are two previously proposed scheduling approaches. It mainly tries to 
reduce the tasks of scheduling cost and makespan. They conducted simulations on 
the benchmark and synthetic scheduling datasets and exhibited that their algorithm 
is able to balance cost and makespan of schedule better than the PBTS and CMMS.

The work in [58] proposed three task scheduling algorithms, called MCC or min-
imum completion cloud, MEMAX or median max, and CMMN or cloud min–max 
normalization for heterogeneous multi-clouds to mitigate the total execution time 
and increase the average cloud usage. The first one of these algorithms operates 
in a single phase while the two others operate in two phases. The MCC algorithm 
finds the completion time of the existing tasks on all clouds and assigns them to the 
clouds that have the lowest completion time. In this scheme, MEMAX first com-
putes the average execution time of all tasks on all clouds. In the second step, it 
chooses the task with a maximum average value and allocates it to the cloud which 
results in the lowest execution time. They conducted simulations with the MAT-
LAB software using different benchmark and synthetic datasets to evaluate makes-
pan and average resource utilization. They indicated that CMMN better can reduce 
the makespan than others and the MEMAX can lead to better resource utilization 
than others. Also, these algorithms can outperform the base Min–Min and Max–Min 
scheduling algorithms.

In [59], Tejaswi et al. provided a GA-based approach for task scheduling prob-
lem, which applies makespan as its fitness function. They assumed that expected 
time to run each task on each cloud and also the dependency among tasks is known. 
The initial population is randomly generated in which each gene in a chromosome 
denotes a task that is allocated to one of the clouds. The authors have evaluated their 
algorithm using different benchmark datasets using C ++ and MATLAB software 
and analyzed the makespan achieved by their approach. In these simulations, they 
considered 512 and 1024 tasks to be scheduled on the 16 and 32 clouds.
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In [60], the authors proposed a power-aware scheduling approach for decentral-
ized clouds which considers resource failures to prevent deadline violations. They 
introduced two methods for weighing conflicting objectives to consider their signifi-
cance to produce a power efficiency and resource utilization. The advantages include 
reducing power consumption, job rejections, and deadline violations.

The approach provided in [61] presented CYCLONE, a platform for SWF in the 
heterogeneous multi-clouds that considers issues such as access control, data protec-
tion, and security infrastructure for distributed processing of bioinformatics data and 
distributed cross-organizations scientists. The CYCLONE is created based on the 
main features of the SlipStream cloud management platform and enables the provi-
sion of inter-cloud network infrastructure and security infrastructure.

Frincu et al. [62] provided a scheduling algorithm aimed to achieve fault toler-
ance, high availability, resource utilization, and mitigating cost. This scheme uses 
a multi-objective SA to maximize resource usage, and application’s fault tolerance 
and availability via proper distributing its component on the allocated nodes, reduc-
ing running cost by optimizing the component to host mappings via rescheduling the 
component when the host load is high or low. Their algorithm is compared with the 
round robin scheduling algorithm on social news applications and synthetic loads 
and costs.

The approach provided in [63] introduced MORSA, a multi-objective real-time 
scheduling framework to decrease deadlines and mitigate job execution costs. The 
game theory is employed for the truthful information provided by the CSPs. This 
scheme is analyzed with synthetic and randomly produced tasks. As an advantage, 
the proposed approach reduces the execution times, compared with the MOEA.

In [64], Kang et  al. presented a scheduling scheme to handle multiple divis-
ible workloads on the multi-clouds, which considers scheduling factors such as the 
release times, ready times, computation of loads, and the topology of the network 
according to the dedicated links. They applied a step-based multi-round scheduling 
approach in the static and dynamic scheduling approaches that the first one assumes 
the release times of VMs are known, while the other considers that it is unknown 
until they are released. Although a prediction model can be used to predict the 
release time of computing nodes, it is not applied in this scheme.

In [65], Panda et  al. presented UQMM, an uncertainty-based QoS-aware 
Min–Min algorithm that considers uncertainty-based QoS factors in a heterogene-
ous multi-cloud environment. This algorithm is evaluated on the synthetic work-
flows and also two SWFs. The authors compared their approach with the min–min, 
min–max normalization, and smoothing-based scheduling methods and evaluated its 
results by using statistical tests such as ANOVA and t test. But, this algorithm does 
not consider execution modes, such as best effort and advanced reservation.

The scheduling approach in [66] provides three task scheduling algorithms, 
denoted as AMinB, AMaxB, and AMinMaxB, for heterogeneous multi-cloud 
systems which are extensions of the Max–Min and Min–Min algorithms. These 
algorithms perform matching, allocating, and scheduling steps. The allocating 
step fills the gaps between matching and scheduling. Multi-cloud collaboration 
makes mapping more efficient than others. The authors conduct their experiments 
on two benchmark and synthetic datasets and realize that their scheme is able 
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to reduce makespan and resource utilization and throughput in comparison with 
the Max–Min, Min–Max, and Min–Min methods. But, they did not analyze the 
execution cost, transfer cost, and the deadline of their approach.

In [67], the authors propose three task partitioning scheduling algorithms for 
the heterogeneous multi-cloud environment, denoted as CTPS, CMMTPS, and 
CMAXMTPS, in which the first one is an online algorithm and two others are 
offline. It comprises two preprocessing and processing steps for scheduling a task 
in two clouds aiming to reduce the scheduling makespan and increase utilization 
of resources. The preprocessing completion time of the tasks is calculated over 
all the clouds. Then, a task is selected and assigned to a cloud. They have consid-
ered factors such as resource utilization and makespan in their experiments. But, 
they have not considered the communication time between the preprocessing and 
processing phases and the cost of the transfer and execution time.

The introduced approach in [68] presented GAC​CRA​TS, GA-based user-aware 
task scheduling and resource allocation for multi-cloud systems. TLBO is applied 
to extract the task–VM pair having minimum makespan time, whereas GAC​CRA​
TS tries to minimize the makespan of tasks and maximization of user satisfaction 
rate. The algorithm performs mapping and scheduling the tasks. It operates in 
two steps, in which in the first step, it performs GA-based resource management, 
and then, it conducts the shortest job first scheduling.

In [69], the authors put forward DSS, an adaptive scheduling method for multi-
cloud systems that combines the divisible load theory and node availability fore-
casting methods to provide high performance. The advantages include using a 
forecasting method for estimating the ready time of VMs and processing time of 
the workloads using previous data about processing times. For this purpose, they 
assumed that a dataset is located on each VM for training in which its size will 
increase as more processing loads enter the system. Their proposed architecture 
for the multi-clouds supports several geo-scattered gateways, in which each of 
them has a scheduler that is responsible for receiving loads and scheduling them 
on the VMs. The gateways share a pool of VMs that have various computational 
and communication features. Also, the gateways may be connected to all nodes 
using links with various capacities. They indicated that their scheduling approach 
is able to reduce the tasks’ processing time.

In [70], Heilig et  al. proposed BRKGA-MC, a biased random key GA for 
resource management in the multi-clouds which finds a proper configuration 
for resource, regarding the different IaaS offerings to satisfy user demands. This 
algorithm determines a feasible approach with excellent quality making it suit-
able for being included as a decision support tool in cloud brokerage. It decreases 
costs and execution time. The costs consist of the VM purchasing costs and the 
communication cost between tasks located in various VMs. Nonetheless, the 
location of CSPs is not considered in this solution.

Table 2 shows the evaluation factors applied in the simulation process and the 
simulation environments and software utilized in the task scheduling approaches 
designed for the multi-cloud environments.
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4.2 � Scheduling schemes for distributed clouds

This section is aimed to provide a discussion on the scheduling solutions such as 
[33, 71, 72] provided for distributed cloud in the scheduling litterateur.

4.2.1 � Task scheduling in distributed clouds

In [73], Alsughayyir et  al. presented EAGS, a workflow scheduling approach to 
decrease the power usage in a decentralized multi-cloud which contains geo-distrib-
uted heterogeneous clouds which are provided by various CSPs.

When this scheme receives an application, it computes critical path execution 
time using the best VM which can be offered to the user application. When this 
execution time is less than the specified deadline, the application will be accepted 
for scheduling. In the scheduling process, the tasks can be assigned to the local 
resources or remote resources in other clouds. To mitigate power consumption, 
this workflow scheduling framework benefits from DVFS. The authors have evalu-
ated their approach with the min–min scheduling algorithm and indicated that their 
approach can reduce power users better than the Min–Min method.

Kessaci et  al. [74] presented MO-GA, a multi-objective GA with a Pareto 
approach to mitigate the power usage, CO2 emissions in geographically distrib-
uted CSPs. They put forward a greedy heuristic approach to increase the number of 
scheduled jobs. This scheme is analyzed using load traces of various instances from 
Feitelson’s parallel workload archive. The advantages include mitigating the power 
usage by applying DVS within the DC and enabling delays for the applications by 
using a pricing model with penalties.

The work in [75] introduced near-optimum scheduling considering the heteroge-
neity of multiple DCs in a CSP which takes into account factors like power cost, CO2 
emissions, load, and CPU energy efficiency. This scheme can decrease power usage 
to increase profit and carbon emissions by applying managing CPU voltage via DVS 
or dynamic voltage scaling. However, they have not considered the energy and delay 
of moving datasets between the DCs in data-intensive applications. In addition, they 
have not analyzed the profit and power sustainability in the VM allocation.

The scheduling framework in [76] put forward an approach for multi-resource 
allocations and multi-job scheduling in the distributed and heterogeneous clouds. 
This method mitigates the makespan and increases resource utilization, and achieves 
a joint solution for the distributed cloud job scheduling. This scheme consists of 
three components: job scheduling component, resource allocation component, and 
infrastructure management component. Nevertheless, they did not consider load bal-
ancing in the distributed clouds.

Yin et al. [77] presented a two-step scheduling algorithm for geographically dis-
tributed DCs in which in the first step, it groups tasks regarding the data sharing 
relations among them and models this relation using hypergraphs, partition tasks 
into groups by using the hypergraph partitioning and dispatches the achieved groups 
to the DC to benefit from data locality. Then, it trades off the completion time in DC 
based on the relations between tasks and groups. In the second step, it balances the 
completion time across DCs regarding relations among groups and tasks. They used 
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the China-Astronomy-Cloud model for their experiments and indicated that their 
scheduling approach can reduce the makespan and the transferred data. However, 
they have not considered more complex, heterogeneity, and realistic conditions in 
the network.

The introduced approach in [78] presented AMP, an ACO-based approach for the 
geographically distributed DCs, which increases the profit and considers the users’ 
and CSPs’ satisfaction. AMP formulates the maximization of resource utilization 
problem as an optimization problem regarding DC’s and customers’ constraints with 
binary integer programming. The authors designed a low complexity, requests dis-
patching, and resource management approach to solve the large-scale problems using 
the ACO algorithm and considered the capacity constraints of DCs. The advantages 
of the AMP include increasing CSP profit via dispatching service requests to the 
appropriate DCs, and Table 3 specifies the evaluation factors applied in the simula-
tion process as well as the simulation environments and software utilized in the task 
scheduling schemes designed for the distributed cloud environments.

4.3 � Scheduling schemes for cloud federation

This section is intended to provide a discussion on the scheduling solutions such as 
[79, 80] provided for cloud federation in the scheduling litterateur.

4.3.1 � Workflow scheduling in cloud federation

In [81], the authors investigated the scheduling of the large workflow on feder-
ated clouds based on the QoS factors. They have used SMARTFED for the cloud 
federation and applied their algorithm to schedule various workflows based on the 
QoS parameters such as resource utilization, cost, makespan on the cloud federa-
tion. They have applied SmartFed which is a cloud federation simulator, built on 
the CloudSim. It adds the required packages for federation DC, allocator, Queue 
management, and storage while importing packages for DC, cloudlets, and broker 
from CloudSim. For VMs allocation in DC, they used a round robin algorithm. In 
addition, for workflow scheduling in federated clouds the WorkflowSim simulator is 
applied which is open source and can model workflows in the form of XML files as 
DAX.

Coutinho et al. [82] provided GraspCC-fed, an approach to produce the optimal 
estimation of the required number of VMs for each workflow in the single CSP and 
federated clouds. GraspCC-fed is based on the Greedy Randomized Adaptive Search 
Procedure (GRASP) that predicts costs according to the workflow execution time 
and cost. GraspCC-fed specifies the required configurations for workflow execution 
and the number of VMs for each CSP that must be allocated for the execution of 
workflow regarding users’ constraints. They extended their scheme to handle work-
flow executions in the federated clouds and combined it with the SciCumulus work-
flow engine for this purpose.

In [83], the authors proposed MOHEFT, a multi-objective list-based scheduling 
algorithm for SWFs. It extends the HEFT workflow scheduling method to achieve 
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near-optimum Pareto front via the crowding distance, to reduce cost and makespan. 
They evaluated MOHEFT with real-world and synthetic workflows using the HV 
metric and compared it against the HEFT and SPEA2. The authors indicated that 
MOHEFT obtains better makespan and cost. To be more specific, when a workflow 
has a few parallel tasks, MOHEFT and SPEA2 provide better results than HEFT, 
while for balanced workflows with more parallel tasks, MOHEFT outperforms 
SPEA2. They conducted their experiments using GoGrid and Amazon EC2 and 
indicated that when data communications are more than the computation time, the 
cloud federation cannot be well benefited.

Table 4 specifies the evaluation factors and workflows considered in the simula-
tion process of the workflow scheduling schemes designed for the cloud federation 
environments. In addition, the employed simulation environments and software uti-
lized in these scheduling approaches are highlighted.

4.3.2 � Task scheduling in cloud federation

Various task scheduling solutions such as [47] are designed for federated clouds 
which this section is dealing with.

In [84], Nguyen et  al. provided DrbCF, a decentralized broker to differentiate 
ratio-based job scheduling to handle the workload. The variation in cloud infrastruc-
ture is recognized comparing with the fixed equal ratio among cloud sites in a cloud 
federation. When the cloud capacity fluctuates, the differentiated ratio enables the 
cloud sites to find a proper partner running its task. Advantages include enabling 
the load transfer between the CSPs, enabling a limited capacity site to access other 
CSPs at peak demand and preventing overloading caused via external loads.

In [85], the authors introduced GWpilot, to provide decentralized, multi-user, 
middleware independence, adaptive brokering, compatible with legacy programs, 
and the efficient execution of tasks. This solution can instantiate VMs depending on 
the available resources, allowing users to consolidate their resource provisioning. 
However, regarding the cost models applied in this scheme, it does not support the 
public CSPs.

The work in [63] provided a distributed job scheduling method using game the-
ory to handle resource management in the cloud federation. Each job contains some 
tasks and communication among them. This scheme groups tasks based on their 
communication pattern to mitigate communication latency and messaging overheads 
among participant clouds in a cloud federation. It also finds the Nash equilibrium to 
enhance the cloud federation’s advantage by using a pricing strategy that considers 
the competition degree in resource conflicts and cost. They evaluated their approach 
using Taiwan UniCloud and demonstrated that the CSPs can achieve more profit by 
outsourcing their resources and the federated clouds can have enough resources.

In [86], Gouasmi et al. introduced an exact scheduling algorithm for cloud federa-
tion environments, to process MapReduce applications in geographically distributed 
clusters, and solved it as a mixed-integer program. It presents a baseline for this 
exact scheduling model and formulates it as a mixed-integer program. The advan-
tages include considering data locality, cost of the VMs, and data transfer cost while 
meeting the deadline.
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The approach in [87] puts forward FDMR, a geographically distributed algorithm 
to run MapReduce jobs in the federated clouds and mitigate the execution cost while 
considering deadline constraints. This work introduces an exact scheduling method 
using a linear integer program as a baseline to evaluate and discuss the heuristic 
algorithm. The reduction in idle VMs in the federation has a direct effect on decreas-
ing the costs and job response time. In addition, the FDMR can enhance the utiliza-
tion of federation resources and considers factors such as data transfer, data locality, 
and availability of resources. Nevertheless, their scheme does not take into account 
the budget constraint. The performance evaluation proves that FDMR is able to 
reduce job execution costs while considering deadline constraints.

Gouasmi et al. [88] presented FedSCD, a distributed scheduling scheme to handle 
MapReduce applications in the federation’s distributed clusters. It takes into account 
the data locality and tries to reduce VMs and data transfer costs among clusters 
while regarding the specified deadlines. It decreases the cost through outsourcing 
the MAP tasks and splitting their related data to the idle VMs into other clusters 
existed in the federation. The advantages include enhancing performance consider-
ing the cost, resource utilization, and response time. This scheme performance of 
this scheme is evaluated against partially distributed scheduling method in a feder-
ated cloud and provides better resource management and scheduling response time 
while reducing job execution cost by decreasing idle VMs and preventing resource 
wastage. Table 5 specifies the evaluation factors applied in the simulation process 
as well as the simulation environments and software utilized in the task scheduling 
schemes designed for the cloud federation environments.

4.4 � Scheduling schemes for hybrid clouds

A hybrid cloud consists of a set of private clouds and public clouds. The users sub-
mit their tasks/workflows to their private clouds which belong to their organizations. 
When private clouds lack the required resources to execute the customers’ tasks, the 
private cloud may decide to forward these tasks to the public clouds. In this process, 
one of the main objectives of the hybrid cloud scheduling schemes is to minimize 
the number of tasks that should be sent to public clouds for execution.

4.4.1 � Workflow scheduling in hybrid cloud

This subsection investigates the workflow scheduling schemes such as [11, 89–107] 
provided for the hybrid cloud. For instance, in [108], the authors proposed HCOC, 
a cost-aware scheduling algorithm for hybrid cloud to speed up the workflow execu-
tion regarding the deadlines. It supports multiple cores and can reduce the makes-
pan. It enables the users to control costs by tuning the execution time of the work-
flow. If the available bandwidth between two public CSPs can be predicted, this 
scheme provides better results, but they have not considered this issue.

The approach in [109] presented a service workflows scheduling solution in 
a hybrid cloud to determine which services should use paid virtual resources and 
which types of the resource must be requested to reduce costs in specified deadlines. 
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They have deployed a hybrid cloud that offers support for automatic service instal-
lation in the resources dynamically provided by the grid or the cloud. As an advan-
tage, it is able to schedule workflows in a real CSP for reducing their execution costs 
and meeting the execution deadlines.

The work in [9] analyzed scheduling algorithms regarding the uncertainty of the 
communication links availability. In clouds, such precise data are hard to obtain due 
to concurrency in communication links, which enlarges the makespan and costs, and 
lack of knowledge on the infrastructure such as network topology in public clouds.

Lin et al. [110] provided HIAP, an online scheduling method for SWF on hybrid 
clouds which considers factors such as deadlines and cost in the scheduling pro-
cess. It partitions the application into a set of dependent tasks and considers the 
constraints such as bandwidth, data transfer cost, and computational cost. They also 
considered the execution time accuracy and tried to handle the fluctuant instances.

Table 6 specifies the applied workflow, evaluation factors, and simulators applied 
in the simulation of the workflow scheduling schemes designed for hybrid cloud 
environments.

4.4.2 � Task scheduling in hybrid clouds

This subsection investigates the workflow scheduling schemes such as [17, 111–137] 
provided for the hybrid clouds. For example, in [138], Calheiros et al. designed an 
architecture for the cost-aware dynamic provisioning and scheduling to complete 
tasks’ execution within their deadlines regarding the task level load. As an advan-
tage, they also used an accounting approach to determine the share of the cost of 
utilization of public CSP resources to be assigned to each user.

Yuan et al. [139] introduced PMA, a profit-aware algorithm to find the temporal 
price fluctuations in hybrid clouds. It can schedule arriving tasks to run in the pri-
vate and public clouds by combining the SA and PSO algorithms. The advantages 
include increasing profit and throughput of the private CSP as well as meeting delay 
constraints.

In [140], the authors presented TTSA, a task scheduling solution that models cost 
reduction as a mixed-integer linear problem. The near-optimal scheduling produced 
by the TTSA can increase throughput and reduce the cost of private cloud while 
meeting the deadlines of all the tasks. But, factors such as dispatching time and exe-
cution delay are not considered in this scheduling model.

Table 7 exhibits the simulators, environments, and evaluation factors applied in 
the evaluations of the task scheduling schemes proposed for the hybrid clouds.

5 � Discussion

This subsection puts forward a comparison of the scheduling schemes in a multi-
cloud environment, outlined and studied in the previous section. The result of this 
section can illuminate the directions of future research and help to develop new 
scheduling solutions for multi-cloud systems. This section provides the following 
information about multi-cloud scheduling schemes:
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•	 Publication year of the investigated scheduling frameworks inter-cloud.
•	 Evaluation factors considered in the simulation process of DC scheduling solu-

tions.
•	 Environments and simulations applied to evaluate and analyze DC schemes.
•	 Metaheuristic and heuristic methods adapted to handle the scheduling process.
•	 Datasets used to evaluate the designed scheduling frameworks and algorithms.

Figure 5 exhibits the number of task/workflow scheduling schemes each year. As 
shown in this figure, the number of task/workflow scheduling schemes is increasing 
and this context can be considered as an active research area. However, workflow 
scheduling investigated less than task scheduling in inter-cloud environments. Thus, 
the workflow scheduling problem can be analyzed further in the following studies.

Furthermore, Fig.  6 depicts the number of scheduling frameworks published 
for various inter-cloud environments, in which as shown in this figure fewer work-
flow scheduling researches have been conducted in the various inter-cloud envi-
ronments. Thus, further research can be conducted to more effectively evaluate 
workflow scheduling in different environments. Also, as shown in this figure, most 
of the investigated scheduling schemes are designed for hybrid and multi-cloud 
environments.

Figure 7 exhibits the number of schemes which have applied each kind of simula-
tors/environment in the inter-cloud scheduling approaches. It indicates that MAT-
LAB, Amazon EC2, and CloudSim are applied by most of the studied scheduling 
approaches. In addition, as shown in this figure, only a few schemes have imple-
mented their suggested approach on the real cloud computing platforms such as 
OpenStack and Microsoft Azure. Consequently, in the next studies, to better verify 
the proposed scheduling frameworks it can be evaluated in such real environments.

Also, Fig. 8 lists the evaluation factors considered in the simulation process of the 
inter-cloud scheduling frameworks. As shown in this figure, factors such as makes-
pan, cost, and cloud utilization are applied by most schemes to evaluate the outlined 
inter-cloud task and workflow scheduling solutions.

Fig. 5   Number of the workflow and task scheduling schemes in each year
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Figure 9 depicts the SWFs used in the inter-cloud scheduling schemes and the 
number of schemes which have applied each of them. As exhibited in this figure, 
SWFs such as Montage, Ligo, and Cybershake are mostly analyzed by the outlined 
workflow scheduling schemes provided for various inter-cloud environments. The 
popular scientific workflows can be described as follows:

•	 Montage It is created by the NASA/IPAC as a toolkit that can be used to produce 
custom mosaics of the sky using input images.

•	 Cybershake It is applied by the earthquake center of southern California to detect 
earthquakes in a region.

•	 Epigenomics This workflow is a data processing pipeline that contains various 
genome sequencing operations.

Fig. 6   Number of scheduling solutions proposed for each inter-cloud environment

Fig. 7   Applied simulators and environments in the inter-cloud scheduling approaches
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•	 LIGO This workflow is used in astronomy applications such as black holes 
and neutron stars.

•	 SIPHT It is used in a bioinformatics project at Harvard University.
•	 WIEN2 k It is a computationally intensive application in the material science 

field for performing electronic structure computation of solids. It has a bal-
anced structure.

Fig. 8   Evaluation factors applied in the inter-cloud scheduling schemes

Fig. 9   SWFs used in the inter-cloud scheduling schemes
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Figure 10 depicts the various factors which have been used in the outlined sched-
uling schemes and the number of schemes which have applied each factor into 
account in assigning tasks to the inter-cloud environments. As shown in this figure, 
factors such as cost, SLA, resource, and data are mostly considered by the investi-
gated schemes. To this end, in future studies, other factors such as security and fault 
tolerance which are of high importance in the distributed environments should be 
taken into account, considering the growing of DDoS security attacks in number and 
complexity.

6 � Conclusion

Effective scheduling of tasks and workflows are of high importance in various cloud 
computing environments, and especially in inter-cloud, which consists of numer-
ous virtual resources in multiple clouds. Scheduling is able to reduce energy con-
sumption by effective resource management while meeting deadlines and preventing 
SLAVs.

This paper focuses on the scheduling schemes provided to deal with various chal-
lenging issues in the inter-cloud environment. It first presents the background knowl-
edge and basic concerns regarding the multi-cloud environment and scheduling of 
the tasks and workflows. Then, it classifies the investigated scheduling approaches 
based on the environments which are designed for. Also, each category is further 
categorized into task and workflow scheduling schemes. Besides, a skeptical review 
of the inter-cloud scheduling schemes is provided and their main pros and cons are 
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illuminated. Then, these schemes are compared to highlight their applied datasets, 
evaluation factors, and simulators.

Regarding heavy reliance on the inter-cloud schemes on the underlying network 
infrastructure, the reliability of data links should be investigated from two distinct 
aspects: first, the data links may go down; second, their bandwidth may fluctuate. 
Both of these problems can be handled approximately with a prediction model for 
the applied data links in the inter-cloud environment. Moreover, to provide relia-
ble scheduling in inter-cloud, the failure of VMs and their performance fluctuations 
should be taken into account. Again, by using prediction models, the performance 
variations in VMs can be considered in the real-time and deadline-sensitive schedul-
ing problems. Security is another important open issue in the distributed and net-
work-based solutions which must be considered in the scheduling of applications in 
the inter-clouds. For example, in heterogeneous environments, VMs with different 
security levels and prices can be considered. Also, several security levels can be 
considered for the tasks and their accessed data in repositories. Moreover, the exist-
ence of secure links with various options can be assumed. Furthermore, each cloud 
in the inter-cloud environment may benefit from different security policies which 
can be considered in the scheduling process. For example, some clouds may prohibit 
to access remote data repositories or prevent the applications and workflows from 
transferring their data to other clouds. Regarding the before mentioned issues, con-
ducting secure scheduling in inter-cloud environments can be further investigated in 
the future. Also, problems such as selfish clouds which only incur load to the inter-
cloud and do not cooperate with other clouds, and various kinds of DDoS attacks 
should be handled in the future. Load balancing is one of the conflicting objec-
tives which should be considered in future studies and multi-objective scheduling 
approaches to trade-off customer’s objectives and cloud objectives, and inter-cloud 
objectives should be designed.
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