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Abstract
A distributed denial of service (DDoS) attack is an attempt to partially or com-
pletely shut down the targeted server with a flood of internet traffic. The primary 
aim of this attack is to disrupt regular traffic flow to the victim’s server or network. 
DDoS attacks are volumetric attacks, and non-legacy IoT devices with low security 
such as webcams, baby monitoring devices and printers are compromised to form 
a botnet. High traffic from compromised IoT devices is rerouted to servers to dis-
rupt their regular services. DDoS attacks are to an extent covered in the research 
literature. However, existing research do not discuss all DDoS attacks on general 
servers and botnet attacks on IoT devices and suggest few detection and mitigation 
solutions which are limited to addressing attacks on the cloud environment. Exist-
ing survey focuses either on the cloud layer or the IoT layer. A complete survey of 
DDoS attacks for both IoT and the cloud environment is not present in the current 
literature. Our survey is a comprehensive approach which includes general DDoS 
attack motivations and specific reasons why attackers prefer IoT devices to launch 
DDoS attacks. Various attack methods to compromise IoT devices and tools used 
to deploy botnet-infected IoT devices for DDoS attacks on the cloud layer are pre-
sented. A detailed attack classification on IoT devices and the cloud environment 
is presented considering that IoT devices are first compromised and then used by 
attackers against their primary targets on the cloud layer. Various state-of-the-art 
defense measures in the current literature for defense against DDoS attacks are pre-
sent. Suggestions to implement an essential first line of defense for IoT devices are 
suggested. Our paper, to the best of our knowledge, is first to provide a holistic study 
of DDoS attacks from IoT devices to the cloud environment.
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1  Introduction

Distributed denial of service (DDoS) attacks are a constant threat to cybersecu-
rity since the first attack in 1999 against the University of Minnesota [1]. A band-
width depletion attack using UDP flooding technique was carried out for 2 days. 
In 2016, a Web site of a security consultant Brian Krebs and a French Webhost 
were targeted with an attack traffic of 620 Gbps and 1.1 Tbps, respectively. The 
attack was named Mirai, a Japanese word which translates to “The Future” [2] 
using a collection of 600,000 infected IoT devices. With the public release of the 
Mirai source code, more attacks followed including the famous Dyn attack which 
was of a volume of 1.2 Tbps [3]. The attack brought down hundreds of Web sites 
including Netflix, Twitter, GitHub and Reddit. The IoT environment is severely 
vulnerable to DDoS attacks and from being used to launch DDoS attacks on other 
targets. The growth of DDoS attack volume is steadily increasing. It is observed 
to be operating at a volume of 100 Gbps in 2013 and 2015. There is an increase in 
attack volume reported in 2016 and 2017 at 800 Gbps and 1.35 Tbps, respectively 
[4]. With the introduction of non-legacy IoT devices, DDoS attacks have grown 
to be more dangerous. Attackers are now able to exploit the poor security imple-
mentation in IoT devices which allows them to hijack and use them to attack the 
intended server or network. Figure 1 highlights the steady growth of spending on 
security on IoT by organizations. It is observed that as the spending is growing 
on utilization of more IoT devices, the attack volume has also increased. As per a 
survey conducted by Gartner in 2018, nearly 20% of organizations observed that 
they had experienced at least one DDoS attack. The current security spending on 
IoT in 2018 was at 1.5 billion USD and is forecasted to grow to 3.1 billion USD 
by 2021 [5]. There is an increasing industry focus on IoT security spending which 
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points to the need for innovative defense mechanisms for IoT environment to be 
discussed.

The primary target of the DDoS attack is to deprive victims of the network and 
bandwidth resources resulting in a denial of service to honest users [6]. The attacker 
initially targets non-legacy IoT devices such as CCTV cameras, webcams, baby 
monitoring devices and smart watches, which have poor built-in security and suffer 
from other constraints such as low computational power and battery capacity. Due to 
their weak security, an attacker injects malware using tools such as the Mirai code or 
the LizardStresser tool and seizes control of the device. An infected device is called 
a bot, and multiple bots grouped together are termed as a botnet. Unlike traditional 
botnets which are used to steal bank credentials, spam the user with advertisements 
and cause click frauds, IoT botnet is used for launching DDoS attacks on servers. 
These compromised devices are then used collectively to form large volumetric 
attacks such as TCP, ICMP and UDP flooding attacks and HTTP GET/POST attacks 
using open-sourced tools such as GoldenEye, LOIC, Pyloris and DDoSim.

Several DDoS attack surveys  as shown in Table  1 have been presented in the 
research literature which does not cover all aspects related to DDoS attacks. Many 
among the existing studies are focused on attack taxonomies and defense mecha-
nisms based only on the cloud layer. Alzahrani et  al. [7] and Chaudhary et  al.’s 
research [8] focused on identifying DDoS attacks on cloud environments. They do 
not provide an attack taxonomy for types of attacks on the cloud layer. They discuss 
defensive techniques to defend against DDoS attacks on the cloud layer. Many of the 
DDoS defense survey researches are severely limited in the discussion of detection, 
prevention and mitigation defense techniques against DDoS attacks. Wani et  al.’s 
[9] research is focused primarily on defense techniques which implement machine 
learning methods to secure the cloud layer from DDoS attacks. They compared 
various machine learning algorithms to determine the efficiency of each model in 
detecting DDoS attacks. Malik et al. [10] presented a survey which mentions a basic 
IoT attack taxonomy based on the IETF standard protocol layers which include the 
application, transport, network, adaptation and physical layer. It does not mention 
any attack tools used to infect IoT devices, nor does it suggest any defensive meas-
ures for IoT devices against DDoS attacks. Patgiri et al. [11] presented a survey for 
defending against DDoS attacks; however, it is limited to a single type of defensive 
measure using Bloomfilter technique and does not present details about attack types 
on the IoT or cloud layer. To summarize, existing recent literature do not provide a 
complete overview of the threat of DDoS attacks in cybersecurity. They either focus 
on only one environment, IoT or the cloud. A detailed taxonomy of attacks for both 
IoT and the cloud environment is not present. They do not discuss about any recent 
botnet attacks or the tools that attackers use to infect IoT devices and attack servers 
and networks with DDoS attacks.

Our survey paper implements a comprehensive approach where we present 
the motivations for attackers to use IoT devices to launch DDoS attacks. Attack 
tools are described to infect IoT devices with botnet malware and to launch DDoS 
attacks on networks and servers. New and evolving attack patterns such as multi-
vector attacks are presented along with a detailed taxonomy of attacks on both IoT 
layer and the cloud layer. Three types of defensive methodologies are included, 
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detection, prevention and mitigation of DDoS attacks which include several state-
of-the-art DDoS defense mechanisms. We cover both IoT and the cloud environ-
ment in detail, providing a complete view of DDoS attack and their defensive 
measures. This survey paper presents a detailed description of DDoS attacks from 
the formation of a botnet of IoT devices to implement them as sources of DDoS 
attack traffic.

The motivation of this article is to address the growing and severe threat to 
cybersecurity which has increased with the exploitation of millions of insecure 
IoT devices present in the market. The main contribution and significance of this 
comprehensive paper which covers all important aspects of DDoS attacks on IoT 
and the cloud environment are listed below:

•	 This paper presents the motivations for attackers to use non-legacy IoT devices 
to launch DDoS attacks. General motivations to launch DDoS attacks are also 
discussed.

•	 We discuss the evolving attack patterns from a single pattern of DDoS attack 
to multi-vector DDoS attacks.

•	 Separate attack tools employed to infect IoT devices and general tools which 
use infected IoT devices to launch DDoS attacks on servers and networks are 
examined.

•	 A highly detailed taxonomy for attacks on IoT devices which details attack 
methods used to infect non-legacy IoT devices to form a botnet is included 
Furthermore, the types of attacks that occur on individual layers of IoT 
devices are presented.

•	 A taxonomy of attacks on the cloud layer based on the attacker’s objective of 
bandwidth or resource depletion attacks is discussed. The different types of 
attacks on the cloud are also presented.

•	 Twenty-one detection, prevention and mitigation techniques are presented in 
detail for defending against attacks on IoT devices. We discuss their imple-
mentation environment and how they improve upon existing systems and 
related work.

•	 Basic defensive measure to act as a first line of defense for non-legacy IoT 
devices is discussed.

This paper is structured as follows, in Sect.  2, we discuss attack targets, moti-
vations for using IoT devices for attacks, the rise of multi-vector attacks using IoT 
devices and the tools used to infect IoT devices and conduct DDoS attacks. In 
Sect.  3, we provide the overall classification of DDoS attacks on the cloud layer 
based on their objectives. In Sect.  4, we discuss the methods used to infect IoT 
devices to be used as bots and the DDoS attack types on the IoT layer. In Sect. 5, we 
review the various state-of-the-art literature on detecting, preventing and mitigat-
ing DDoS attacks on IoT and present additional mechanisms that can be deployed 
to protect IoT environment. In Sect. 6, we discuss important findings in the paper 
and suggest improvements that can be made to provide necessary defenses on IoT 
devices to serve as an effective first line of defense against attackers. Finally, in 
Sect. 6, we conclude the paper.
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2 � DDoS attack targets and motivations for IoT

DDoS attacks have been targeting many industries over the years, and among 
them, the biggest brunt of them is felt by the Gaming industry. With over 79% 
of all DDoS attacks targeted at them, the gaming industry has been a constant 
target and as such had to face financial implications [6]. Many of the gaming 
companies such as Sony and Microsoft offer online multiplayer and downtime 
for even a few hours can deliver heavy financial losses. The Internet and Telecom 
industry which provides many services including Voice over Internet Protocol 
(VoIP) faces a substantial threat from DDoS. One such incident involved Skype 
by Microsoft, which was attacked and many of its users were unable to use the 
service due to poor connectivity [12]. The Financial Industry which is now more 
inclined toward online transactions has been under constant threat. In 2013, many 
American banks were targeted, and in 2016, the HSBC bank faced a DDoS attack 
making it difficult for its customers to access its services [13]. Cryptocurrency 
such as Bitcoin has also been under constant DDoS attacks.

2.1 � Attack motivation

We discuss underlying reasons why attackers choose IoT devices to launch DDoS 
attacks. There has been a growing trend of DDoS attack method used that exhibits 
an increase in attacker’s preference in using IoT devices to launch DDoS attacks. 
These devices have proven to be lacking in necessary security protocols which 
make them easy to take control. An attacker can infect an IoT device and spread 
the infection to other devices until it forms a collection of devices referred to as a 
botnet. Below we mention the deciding reasons that make IoT devices an attack-
er’s choice to launch DDoS attacks.

•	 Continuously connected The Internet of Things, as the name suggests, are 
devices which are always connected continuously to the internet. They are 
available to be infected throughout the day, throughout the year and are never 
shut down.

•	 Lack of basic security protocols Many of these devices come with no neces-
sary security protocols set in place from the manufacturers. They are often 
found to contain backdoors that allow them to be easily exploited.

•	 Easily exploitable passwords Owners of these devices rarely ever change the 
default password set by the manufacturer. It is common to find IoT devices 
sharing the same username “root” and “password” as the default set password. 
Attackers gain swift access to such devices.

•	 Inability to reset authorization Infected IoT devices once taken control over, 
leave the attacker to change the security credentials of the device unopposed. 
Should the infected device be ever traced during an attack, the owner of the 
device or the manufacturer cannot reset the security credentials to take control 
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back from the attacker. The attacker will use the device to cause as much dam-
age to the victim for as long as possible.

•	 No security firmware updates Manufacturers do not monitor the device’s secu-
rity credentials once they get shipped to the market. There are much secu-
rity loopholes found in the code which are exploited by the attackers. The 
manufacturers do not release security updates for these devices addressing the 
faulty software.

•	 Cost-effective IoT devices are not only easy to hack through but are also cost-
effective. Instead of investing and maintaining expensive servers to launch pow-
erful DDoS attacks, attackers can seize control of insecure IoT devices at zero or 
a fraction of the cost of maintaining a server.

There are various possible motivations to launch DDoS attacks. The following 
motivations are classified under five types [14, 15] and explain why an attacker 
would attempt to bring down a server or network:

•	 Political beliefs Some attackers with strong ideological beliefs or a sense of pat-
riotism feel the need to challenge an opposing view of a rival organization or 
nation. The 2008 Olympics incident where a CNN reporter questioned the Olym-
pics preparation which led to what is believed to be an attack conducted by Chi-
nese hackers to disrupt services provided by CNN. In 1997 during the Russian 
elections, Gary Kasparov, the chess Grandmaster, his Web site was attacked by 
a robust DDoS attack which resulted in his political party’s Web site being inac-
cessible for many days.

•	 Cyberwarfare Armed groups or government forces often to humiliate their rivals, 
attack their leader’s or their government’s Web site and deface it. Many such 
attacks occur on nations such as South Korea, Russia and Georgia have often 
been victims of Cyberwarfare. The Syrian Electronic Army emerged in 2011 in 
support of their president attacking many western news outlets and human rights 
organizations that were critical of him.

•	 Business rivalry Often businesses to overpower their rivals launch DDoS attacks 
to steal customers. Attacking their opponents ensures that their customers would 
be unable to use their services and instead flock to those of the attacker’s. Cus-
tomers, when faced with days of the denial of service, lose trust in the organiza-
tion’s ability to serve them. Such practices are not uncommon among gambling 
Web sites.

•	 Financial benefits Attackers often when attacking organizations leave a demand 
of ransom that if they wish to be relieved of the attack, then they must pay up or 
face a constant threat from them. While paying them would alleviate the organi-
zation, it also encourages attackers to attack again in the future. The 2018 DDoS 
attack on GitHub received a ransom demand of $15,000 embedded in a line of 
python code which they chose not to pay and resisted the attack.

•	 Intellectual challenge Attackers who wish to show their abilities among their 
communities of hackers commit a DDoS attack against others. There are many 
readily available online hackings tools and botnets that allow them to launch 
attacks. These are usually young enthusiasts wishing to make themselves famous.
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2.2 � Attacks on IoT devices

Attackers use non-legacy IoT devices as a means of launching DDoS attacks 
on servers and networks. These devices are equipped with low battery, and com-
putational power allows an attacker to easily infect them. Non-legacy IoT devices 
include routers, internet-connected audio speakers, CCTV and webcam cameras, 
office equipment such as printers and home appliances such as internet connectivity-
enabled thermostats, refrigerators, televisions and home security systems. Botnet 
attacks are possible on non-legacy IoT devices due to their weak inbuilt security. 
Legacy devices implemented in industrial domains are supported by high compu-
tational power systems. Though there are threats to the industrial domains against 
DDoS attacks, they are, however, from external non-legacy IoT devices and not sig-
nificantly from their own legacy-based IoT devices. To launch a DDoS attack as a 
substantial volumetric attack, an attacker first needs to form a botnet. A botnet is a 
collection of compromised non-legacy IoT devices known as bots. Their security has 
been compromised by an attacker using a brute-force method where an attacker is 
able to hack the authentication protocols and gain access. Often IoT device manufac-
turers design their products using a similar password for all devices. The password 
is set as ‘password’, and user ID is ‘admin’. An attacker who is aware of a single 
device’s security credentials can gain access to a multitude of unsecured devices. 
The owner of the IoT device, the host, is unaware that their device’s security has 
been compromised. The device, on the other hand, is in control of the attacker and 
they launch a DDoS attack by broadcasting packets from hundreds of thousands of 
infected devices toward their target. The attacker need not spoof the address of the 
packets sent as the source of the broadcast originates from other unaware device 
owners. There have been many botnet attacks, and among them BashLite, Mirai and 
Reaper are recent and popular:

•	 BashLite A popular malware whose primary target was Linux-based non-legacy 
IoT devices such as cameras and digital video recorders (DVR). The malware 
is responsible for infecting over a million IoT devices. The attacker can bypass 
the security protocols by applying brute-force method on the telnet access. The 
attacker is aware of the username and password for authentication can take con-
trol of the device. This botnet can launch DDoS attacks such as UDP and TCP 
flooding attacks and HTTP attacks with a volume capacity of 400 Gbps. The 
source code for this malware was leaked in 2015 and since then it has evolved 
and infected other IoT devices.

•	 Mirai Mirai botnet attack resulted in a large DDoS attack with a volume of 1.1 
Tbps using 148,000 infected IoT devices. The botnet infected non-legacy IoT 
devices such as CCTV cameras, DVR and routers. It is far more dangerous than 
the BashLite attack and was able to infect 4000 IoT device every hour. The range 
of infected devices covered 164 countries including Brazil, China, USA and 
Vietnam. This botnet can generate DDoS attacks such as SYN and ACK, UDP 
flooding, HTTP traffic and DNS attacks. The Mirai source code was published 
on Github and since then it has evolved and infected more IoT devices. While 
IoT devices have been available from much earlier, it was the 2016 Mirai botnet-
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based DDoS attack which brought to attention that IoT devices pose a significant 
threat to cybersecurity.

•	 Reaper The Reaper botnet is a variant of the Mirai code and is even more dan-
gerous. Unlike the Mirai botnet which infected IoT devices using their default 
credentials, Reaper is known to exploit other security vulnerabilities which are 
present in the code of the IoT devices. Infected devices include CCTV cameras 
and routers. The botnet implements a lightweight programming language known 
as LUA to launch DDoS attacks on these computationally weak IoT devices.

IoT devices are known to be used as a foundation to launch large DDoS attacks 
such as flooding and HTTP attacks. However, the attack pattern has now evolved, 
and it includes a new pattern known as Multi-vector attacks. Multi-vector attacks 
using IoT devices have grown in frequency over the years. Attackers would earlier 
initiate a single type of attack such as UDP flood attack, ICMP flood attack HTTP 
GET attack. However, over the years DDoS attacks have grown in complexity 
and are now a combination of multiple attacks are used to evade the defenses 
deployed by their victims. The attacker aims to disrupt services on a periodic 
basis. For example, the attacker may launch a single form of attack and stop 
leaving the victim to recover. As soon as the victim recovers, another attack is 
launched forcing the victim to deny service to its users. The cycle of attack will 
repeat. The attacker begins with a flooding attack initially during the first stage 
leaving the victim to initiate application layer defenses. The second attack, how-
ever, will be an amplification attack which will bypass the defenses set up and hit 
the victim’s servers. Among all the DDoS attacks launched in the second quarter 
of 2018, single vector attacks and multi-vector attacks are known to comprise 
52.03% and 47.97%, respectively. Figure  2 displays the current forms of multi-
vector DDoS attack combinations [16].

Fig. 2   Current form of the multi-vector DDoS attacks [16]
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2.3 � Botnet and DDoS attack tools

Several tools exist that are used to launch botnet attacks. These tools allow an 
attacker to form a collection of infected devices. These tools also enable to detect 
other botnets present in the IoT devices. If a device is pre-infected with another 
botnet, it will remove it and seize control over to disallow any other attacker from 
using it when attempting to launch a DDoS attack. We discuss some of them as 
follows:

•	 LizardStresser This botnet is a simple tool written in the C language and is capa-
ble of operating on IoT devices. It implements a brute-force method to login to 
different IP addresses using default manufacturer set user credentials. Devices 
with authentication protocols which cannot be altered by the user and are hard-
coded by the manufacturer are likely to be infected using this tool.

•	 Nitol This tool allows malware to infect an IoT device and communicates with 
the Command and Control server via a TCP socket. It transmits the device’s 
information to the attacker, such as computational power.

•	 Mr Black This tool is known to infect routers by contacting remote servers, 
which acts as a Command and Control. The device sends its performance infor-
mation to the server. The server keeps information about all infected device. This 
tool also allows the device to download an executable file via a control command 
to launch a DDoS attack and then terminates the connection.

•	 Mirai code This tool is written in the Go language, and it locates unsecured IoT 
devices by scanning different IP addresses. Once it locates an IP address of an 
unsecured IoT device, it attempts to access it via a brute-force method by guess-
ing the password and ID using known manufacturer’s default set user credentials. 
It can launch DDoS attacks on servers and networks such as SYN-ACK, UDP, 
DNS and HTTP flood attacks.

There are several readily available online DDoS hacking tools as shown in 
Table 2. These tools are often implemented once a large number of IoT devices are 
infected and can be used to cause large volumetric attacks. We discuss few of them 
as follows,

•	 Golden eye A multi-threaded attack tool used to launch DDoS attacks using 
HTTP GET and POST requests. It doesn’t provide features such as IP spoofing 
but works on all popular operating systems such as Windows, Linux and MAC 
[17, 18].

•	 LOIC An open-source tool used to launch UDP, HTTP and TCP attacks. It is a 
GUI tool which can deplete user’s CPU and memory resources. The Church of 
Scientology, Visa and Sony were attacked using LOIC tool [19, 20].

•	 Slowloris The attack is launched by opening multiple connections with the target 
and keeps them open for as long as possible. It uses Perl language and has both a 
GUI and Command-line interface [17, 21].

•	 XOIC A Graphical Interface tool used to launch TCP, HTTP, UDP and ICMP 
attacks using manually specified IP address, user-selected port and user-selected 
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protocol. Implemented using C# and is considered more powerful than the LOIC 
tool [17, 22].

•	 Pyloris A script-based tool used to launch HTTP, FTP, SMTP and Telnet attacks. 
Launches an attack using a Slowloris operating system and is used to test serv-
er’s ability to DDoS attacks [22, 23].

•	 DDoSim Launches attack such as TCP, HTTP, SMTP and UDP. Random IP 
addresses are used to stimulate several zombies with full TCP connection. A 
command-line interface implemented using C ++ is used to deprive the victim of 
its resources [17, 24].

•	 Tor’s Hammer Python-based attack tool used to launch HTTP attacks. It runs 
through TOR networks and can exhaust the victim’s server resources [25–27].

3 � DDoS attack classification

An attack on the IoT device requires authentication details such as username and 
password. An attacker can infect the device using a brute-force method and take 
command of it. However, an attack on the cloud layer requires a large volumetric 
attack to ensure that the target server is partially or completely shut down. An attack 
from a single computer or a few hundred devices would result in an insignificant 
impact on the server or network. Modern intrusion detection systems can withstand 
attacks from few devices. An attacker requires to launch a large volumetric attack 
like the Mirai attack used more than 600,000 infected IoT devices to attack servers 
and networks with strong inbuilt security systems. A successful DDoS attack on the 
cloud layer needs to flood the server or network with requests beyond its capabil-
ity to handle it. The 2008 GitHub attack with a volume of 1.35 Tbps shut down the 
server completely for 10  min. Attacks on IoT devices are simpler to execute and 
require little effort. An attack on the cloud layer requires thousands of infected IoT 
devices to successfully shutdown a server or network.

The attack classification literature presented in Mirkovic et al.’s research [6] and 
Specht et al.’s research [28], described the basic DDoS attack structure. We, how-
ever, chose to present a detailed and separate classification of types of attacks pos-
sible that cause DDoS as shown in Fig. 3. The DDoS attacks classification present 
the impact DDoS have on the victim’s network and bandwidth resources. In such 
attacks, the attacker aims to consume the victim’s limited available resources. The 
ideal situation would be to drop the malicious packets and allow the legitimate traf-
fic to go through. When packets are dropped, an honest user will cease their attempts 
to connect, however, an attacker would see this as an opportunity to increase their 
attempts to intensify the attack. The victim would find their CPU resources depleted 
and will deny service to all users. Another scenario involves in depletion of network 
bandwidth wherein an attack does not only affect the victim’s resources but also all 
system-dependent upon the victim’s server. Our classification addresses these two 
types of attacks on bandwidth and network resources. It is possible for an attack 
to impact both bandwidth and network resources at the same time. A summary of 
DDoS attack classification is presented in Table 3.
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3.1 � Bandwidth depletion attack

The aim of the attack is to consume all the network’s bandwidths using an attack-
ing army. The attack can be done by amplifying or broadcasting the attack pack-
ets to increase the attack. The legitimate users suffer a denial of service until the 
attack is detected and mitigated.

Protocol exploit attack The aim of the attack is to consume the resources of the 
victim by exploiting a feature as a weakness in their system. The attack is done 
by using a transport layers such as a User Datagram Protocol (UDP) or a network 
layer protocol such as Internet Control Message Protocol. The attacks using Pro-
tocol exploit method are explained below,

•	 UDP flood attack The attacker sends instructions such as the victim’s address, 
the duration of the attack to take place and the method deployed to perform 
the attack on different infected devices known as the Masters [1, 29, 30]. It 
is possible that the attacker may first send it to a Master Control program or 
communicate directly with the Masters. The Master Control program will 
communicate the attack instructions to the Masters which will cause them 
to send multiple UDP packets at the random destination port on the victim’s 
computer with a spoofed Internet Protocol (IP) as the source. The victim will, 
in turn, send the Internet Control Message Protocol (ICMP) packets as the 
appropriate response to the spoofed address from which it never receives a 

DDoS Attack 
Classification on 

Cloud 

Bandwidth depletion 
attack

Amplification attack

NTP amplification 
attack

DNS amplification 
attack

CLDAP 
amplification attack

Protocol exploit 
attack

UDP flood attack

ICMP flood attack

Fraggle attack

Resource depletion 
attack

Malformed packet 
attack

Land attack

IP packet option field 
attack

Ping of Death

UDP fragmentation 
attack

Teardrop attack

Protocol exploit 
attack

TCP SYN attack

TCP PUSH + ACK 
attack

HTTP flood attack

SIP flood attack

Slow HTTP attack

Fig. 3   DDoS attack classification
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response [31]. Due to receiving a large number of packets and the lack of 
response, the victim’s computer will begin to slow down and ultimately crash.

•	 ICMP Flood attack The attacker sends multiple ICMP echo messages which 
contain the spoofed source address of the victim’s computer to an unprotected 
broadcast station [30]. The broadcast station will help augment the echo mes-
sages (DDoS attack) when attacking the victim’s computer with multiple echo 
reply messages. The more significant number of broadcast stations involved, 
the higher number of augmented messages the victim will receive. Smurf attack 
causes the victim’s computer to be flooded with high traffic of echo reply mes-
sages resulting in the slowing of the victim’s computer and eventually rendering 
it impossible to work with anymore [32, 33].

•	 Fraggle attack Fraggle attacks, also known as amplification attacks, flood the 
victim’s bandwidth with UDP_ECHO_PACKETS [34]. These attacks implement 
reflectors as their launching mechanism. A reflector that will further broadcast 
the message to the victim is known as the reflector such as a router or a DNS 
server. The reflectors will send the attack packet with the spoofed IP address 
similar to that of the victim [35, 36]. The attacker is hard to detect because of 
the spoofed IP; however, the reflectors are easily detectable as they are not using 
spoofed IP addresses.

Amplification attack These attacks generate a significant response as the attacker 
sends small packet sizes of smaller bytes, but by amplifying them, it transmits a vast 
number of packets to the victim who consumes all of its bandwidth resources. Two 
common types of such attacks are the Network Time Protocol (NTP) and the DNS 
amplification attack.

•	 NTP amplification attack The prime purpose of Network Time Protocol (NTP) 
is to synchronize the system clock with the server to set the time. The attacker 
exploits the NTP UDP protocol to send amplified data packets to the victim 
using a spoofed IP. NTP server attack is initiated by using the “MONLIST” com-
mand on the NTP server [37, 38]. Since the MONLIST reply packet is amplified, 
the MONLIST request packet itself sent by the attacker is much smaller at 64 
bytes. The MONLIST command or MON_GETLIST can be issued to the NTP 
server which replies with a list of 600 systems that have been interacted with 
[39] which shows that NTP is ideal to be used as an amplification attack.

•	 DNS amplification attack The attacker sends a DNS lookup request to the DNS 
servers using a spoofed IP address which is the address of the victim. The DNS 
server responds with the record and sends it to the victim [30]. The attacker will 
state for any “ANY” request which will carry as much information to the victim. 
Since the size of the request exceeds the capacity of the response, the DNS attack 
is an amplification attack. The response being valid replies from the server, it 
is difficult to determine whether an attacker sends the packets or they are from 
legitimate users [40, 41].

•	 CLDAP amplification attack Connectionless lightweight directory access proto-
col amplification attack uses UDP ports to send spoofed packets to the CLDAP 
server [42, 43]. UDP is often used in DDoS attacks as it does not authenticate 
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the sender’s address. The server sends the reply back to the spoofed address. The 
response can vary in between 46–55 times the size of the original packet and this 
it is one of the possible amplification attacks [44].

3.2 � Resource depletion attacks

Resource depletion attack aims to deprive the user of their memory, CPU, and 
socket. This attack is possible by either sending malformed packets such as the Ping 
of Death attack or by exploiting the weakness in the victim’s networks, application 
or transport layer protocols such as the HTTP Flood.

Protocol Exploit attack The weaknesses in the network layer protocols are 
exploited by the attacker resulting in the victim exhausting all their CPU and mem-
ory resources. Many protocols are exploited such as the Hypertext Transfer Proto-
col (HTTP), Session Initiation Protocol (SIP) or the Transmission Control Protocol 
(TCP).

•	 TCP SYN attack This attack involves exploiting weakness in the TCP protocol. 
The TCP handshake protocol requires a series of acknowledgements from both 
the parties to execute a successful handshake and establish connection [45]. 
As part of completing the handshake, the server sends the client a SYN ACK 
packet. The attacker exploits this protocol by sending spoofed SYN packets to 
the Server. Upon sending the SYN ACK request, the server keeps waiting for a 
reply which never arrives [46, 47]. The server stores the connection state in its 
memory stack until wither a timeout takes place or the connection is success-
fully established. The attacker floods the server’s memory and forces the server 
to drop SYN requests sent by honest users.

•	 TCP PUSH + ACK attack The PUSH and ACK bits of the header are set to ‘1’ 
[28, 36]. The botnet of attacking machines will send multiple of these TCP pack-
ets resulting in the victim server trying to clear its memory and send an acknowl-
edgement to the client [1, 47]. This forces the server to drop packets sent by hon-
est users.

•	 HTTP flood attack The attacker arranges a serious of infected systems known 
as bots as part of a botnet. The attacker will use bots to send large volumes of 
requests which expand the scope of the attack [47]. There are two means to exe-
cute an HTTP Flood attack [2]. The HTTP GET attack occurs when the attacker 
uses the botnet to place GET requests at the same time for files, images, etc. 
from the targeted server [45]. The server will be kept busy on replying to these 
requests to all infected systems on the botnet while preventing legitimate requests 
to be dropped. A GET request is much simpler to execute as any unsuspecting 
user may partake in the attack by simply visiting a Web site. An attacker may 
add an inline image in the body of a web-page. Anyone who visits the web-page 
may unknowingly send a GET request to the target server [48]. The HTTP POST 
attack involves the attacker using the botnet to submit forms on a Web site [46]. 
The Web site will be kept busy in this computationally and bandwidth-intensive 
task. Coupled with the fact that the requests are coming from many infected sys-
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tems, the server attaches additional resources [49]. The server is eventually over-
whelmed, and a denial of service event occurs. POST attacks are more dangerous 
for the server as they include parameters which trigger complicated processing 
and heavy operations on the server. As a result, POST request attacks are far 
more dangerous than GET request flooding.

•	 SIP Flood attack This attack aims to flood the SIP REGISTRAR or the SIP reg-
istration server and consumes all of its resources including CPU, network band-
width and memory [50, 51]. This attack will overwhelm the server, and legiti-
mate users will be unable to connect and suffer an outage. SIP attacks are made 
on services offering voice over IP (VOIP). An attack is possible by sending either 
SIP REQUEST, SIP INVITE, SIP INFO, SIP NOTIFY or SIP RE-INVITE [52].

•	 Slow HTTP attack This type of attack is a slow attack aims to slowly consume 
all the resources of the victim. Attacks such as Slowlories begin with sending 
information slowly [53, 54]. It will send a partial HTTP request, and then it will 
send the header request at intervals ensuring that the sockets remain open. The 
server then drops all legitimate requests, and a denial of service occurs. It can 
be mitigated by imposing a limit of transfer rate from a client. Another attack 
is R.U.D.Y. or R.U. Dead Yet [55]. This attack uses the form submission fields 
on the Web sites to launch its attack. Using multiple HTTP POST connections, 
the attacker will submit information in small-sized packets slowly. This behav-
ior forces the server to keep the link open for as long as possible and ultimately 
exhausting all its connections in the server table. The server will malfunction and 
deny service to honest user’s packets.

Malformed packet attack The basic structure of this attack is to send a deformed 
packet to the victim which will crash their system. These include Land attack, IP 
packet option field, Ping of Death and the Teardrop attack.

•	 Land attack This attack is possible by forming an infinite loop. The attacker sets 
the victim’s IP address as the source address of the packet sent [56]. When the 
victim or system replies to the packet, it essentially replies to itself resulting in 
an infinite loop. The system crashes eventually [57, 58].

•	 IP Packet option field attack The attacker randomizes the values in the IP packet 
optional fields. The optional field such as the quality of service is set to 1 which 
forces the system to spend additional time to analyze it. If an attacker sends a 
stream of such packets, the system exhausts its processing ability [59].

•	 Ping of Death The attack results in crashing the server by sending ICMP echo 
requests greater than the IP standard packet size limit. The maximum limit of an 
IP packet is 65,535 bytes. Larger packet sizes are broken into smaller fragments 
and then send as multiple packets. The attacker sends multiple oversized packets 
to the victim who when reassembles the packets, crosses well over the 65,536 
bytes limit [60, 61]. Passing the threshold leads to a buffer overflow which 
results in system crashing. Once the system crashes, it is now more susceptible 
to other attacks such as the Trojan horse attack.

•	 UDP fragmentation attack The attacker transmits across packets that are fraudu-
lent and are larger than the network’s maximum transmission unit. The server is 
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unable to reassemble the packets as it exceeds the size limit and thus the server’s 
resources are all consumed. This attack finally results in a denial of service to its 
users [44, 62, 63].

•	 Teardrop attack The attack occurs when the attacker sends fragmented packets to 
the system [62]. The system due to an error in the TCP/IP fragmentation assem-
bly sends fragmented packets with coinciding offset numbers. The packets upon 
overlapping upon one another result in crashing the target system [64, 65].

4 � DDoS attacks on IoT platform

Merging of smart devices with the internet and their constant communication has 
been a significant factor for the growth of IoT devices across multiple domains 
such as logistics, manufacturing industries, smart cities and homes. Industries 
benefit from data generated from these devices and optimized performance met-
rics that help in conditions such as to conserve energy, improve agricultural out-
put, monitor medical conditions of patients, improve industrial devices output, 
etc. IoT devices are open to intrusion attacks and can use further as platforms 
to launch large volumetric DDoS attacks on other platforms such as the cloud. 
Most of these devices sold have standard passwords which are shared among all 
devices. The 2016 Mirai attack used a brute-force method to take control of these 
vulnerable devices using a list of known passwords which allowed to infect thou-
sands of devices with ease. There are different layers from where DDoS attacks 
are launched from in the IoT platform as shown in Fig. 4; however, we first dis-
cuss the inherent weaknesses found in IoT devices which makes them open for 
formation of a botnet.

DDoS attacks on IoT

UDP flood attack

Application and Transport layer
CLDAP attack ICMP flood attack

DNS attack NTP attack

Ping of Death
Adaption layer

UDP fragmentation attack

Teardrop attack

Sinkhole attack

Network layer

Wormhole attack

Hello flood Sybil attack

Botnet

Duplication 
attack

Manipulating 
attack

Implanting 
unauthorized 
or dangerous 

code

Implanting 
unauthorized 
or dangerous 

code

Trojan attack

Fig. 4   Layered architecture of DDoS attacks on IoT
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4.1 � Formation of botnet on IoT devices

The computational constraints and low-power supply of these devices make them 
easy targets for attackers. Establishing complex security defense mechanisms 
on them appears to be very difficult with the current technology in place. These 
devices can not only be tampered physically but remotely which makes especially 
dangerous. The result of tampering these devices leads to abnormal traffic flow 
to pass which results in DDoS attacks. Each infected IoT device is called a bot, 
and the methods mentioned below are deployed to form a botnet of infected IoT 
devices:

•	 Duplication attack An attacker can attack the entire IoT ecosystem by estab-
lishing a new node which copies the information from an honest node and 
use it to flow abnormal traffic across the IoT ecosystem. Another harm pro-
duced from this fake node is that it acts as an unauthorized device and passes 
on inaccurate information to other connected devices which results in wrong 
data being generated overall. Incorrect data will severely impede industries 
that use IoT devices to optimize their services and result in causing damage to 
organizations.

•	 Manipulating attacks IoT devices do not require onsite human interven-
tion and are accessed remotely which makes them particularly susceptible to 
manipulation attacks. The attacker can take over the security of the device 
and use it to infect other devices with the aim to form a collection of infected 
devices which are also known as a botnet.

•	 Implanting unauthorized and dangerous code The attacker may upon success-
fully gaining access to an IoT node, inject malicious code to the device/node 
into its memory and gain access to the entire IoT ecosystem. This code can 
be used to further spy on the IoT network and seek new devices to infect to 
launch DDoS attacks.

•	 Depletion of device’s battery resource IoT devices contain low-power supply 
batteries, and as such for efficient usage they deploy a sleep mode to help man-
age the battery consumption of these devices. The device will power on when 
it is being required by the ecosystem and will enter in a low-powered state 
mode to conserve limited resources. An attacker may take advantage of this 
and upon successfully implanting a malicious code into the IoT device may 
force it to forego its sleep mode to deplete its battery resources as quickly as 
possible. This attack is extremely harmful in circumstances where a weather 
management system is unable to gather information from its sensor to accu-
rately predict weather conditions or a medical system in a hospital which con-
stantly requires an update on the patient’s condition and fails to report on any 
severe situation the patient may be suffering.

•	 Trojan attack This attack requires an attacker to install a triggering device on 
an IoT device when being manufactured. The attacker can exploit the device 
and gain information contained in the device itself or seek to gain access to 
the entire IoT ecosystem via the infected Trojan code.



5339

1 3

Distributed denial of service attacks and its defenses in IoT:…

4.2 � DDoS attack classification on IoT

There are many forms of attacks possible using IoT devices on their respective 
IoT-oriented ecosystems such as the cloud which is an integral part in providing 
relevant services to users. Cloud is also used to offer computational resources 
especially in the case of security. The low computational power of IoT devices 
requires them to rely on other platforms. The various types of possible attacks 
include Eavesdropping attack, Man in the Middle attacks, etc. However, the most 
dangerous of them is a DDoS attack. We discuss the layered architecture of DDoS 
attacks in IoT as shown in Fig. 4.

•	 Application and Transport Layer Internet Engineering Task Force (IETF) 
introduced the Constrained Application Protocol (CoAP) as the standard pro-
tocol at the application layer to facilitate smooth transport and provision of 
Web applications. CoAP is designed for IoT devices keeping in mind the spec-
ifications of low-power and low lossy networks such as simplicity, low over-
head, multicast support, and low energy expenditure. User Datagram proto-
col which is an unreliable and connectionless protocol is used to carry CoAP 
information from one node to another. The implementation of UDP makes it 
easily susceptible to DDoS attacks. There are various types of DDoS attacks 
carried out on the application and transport layer such as the UDP flood 
attack, ICMP flood attack, DNS attack, NTP attack and CLDAP attack. These 
attacks have been discussed above in the DDoS attack classification.

•	 Adaptation Layer Adaptation layer is responsible for defining the method to 
carry IP packets over the link layer. The maximum transmission unit (MTU) 
of a packet in IPv6 is of 1280 bytes making it unable to fit into an IEEE 
802.15.4 network whose size is limited to 127 bytes. Therefore, there is a 
need for an adaptation layer that enables IPv6 communications in IoT. The 
layer tools allow optimization of headers which include reassembly, fragmen-
tation, and compression of packets. Packet fragmentation attacks are possi-
ble via malformed packets as the layer tools make it difficult on low resource 
devices to process fragmented attacks. There are various types of attacks on 
the adaptation layer using malformed packets such as Ping of Death, Teardrop 
attack and UDP fragmentation. These attacks have been mentioned above in 
the DDoS attack classification.

•	 Network Layer The attacker attacks the IoT device by exploiting the weaknesses 
found in this layer. RPL protocol is aimed at IoT devices to reduce energy con-
sumption via traffic-flow methods such as point-to-point, point-to-multipoint, 
and multipoint to point. However, RPL protocol in IoT devices is vulnerable to 
DDoS attacks such as Sinkhole attack, Hello flood attack, Wormhole attack, and 
the Sybil attack. These attacks are discussed below,

(a)	 Sinkhole attack The attacker compromises the node inside the IoT network 
to launch a DDoS attack [66]. The attacked node attempts to attract neigh-
boring nodes on the routing metric implemented in the routing protocol. 
The attacker makes the sinkhole node to route the traffic through it making 
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it possible for to access the data and perform preferential/selective forward-
ing [67, 68].

(b)	 Hello flood attack The Hello packet is used by networks to announce that 
it is within range to another IoT node. An attacker using a computationally 
powerful device like a desktop or laptop will broadcast information via a 
powerful transmission that can convince every node that it is within range 
[69]. The attacker may confuse the network giving the impression that it 
is the preferred or parent route and have them all transmit their data via it. 
Since the attacker is not within the range of these nodes, the packets sent 
will be lost. Packets can also be spoofed via routing updates to allow two 
nodes to keep sending packets to one another [70, 71].

(c)	 Wormhole attack The attacker performs a replay attack among two non-
neighboring nodes in the network. This attack is considered severe in the 
IoT network [72]. A route is formed between two malicious nodes where 
they forward packet to one another. The neighboring nodes assume that 
these packets are close to one another and transfer the packets through 
them. This attack is considered harmful as the attack has complete control 
of the two nodes and the data passing through it [73, 74].

(d)	 Sybil attack The attacker will fraudulently steal or promote its identity as 
multiple distant nodes in a peer-to-peer network. The attacker affects the 
routing protocols and overall management of the network [75, 76]. The 
attacker can achieve control over the network to decrease its effectiveness. 
Network performance and integrity deteriorates under a Sybil attack [77].

5 � DDoS attack defense on IoT

Detection of DDoS attack traffic is only one element in defense against DDoS 
attacks, and while it is an important aspect, prevention and mitigation are two key 
criteria which help protect the IoT environment. Prevention helps in ensuring the 
detected DDoS attack does not result in disabling or takeover of the system. Mitiga-
tion helps in reducing the severity of the ongoing DDoS attack on the IoT platform 
[78]. In this section, the different prevention, detection and mitigation mechanisms 
are discussed. The defense mechanisms are shown in Fig. 5, and their summary is 
present in Table 4.

5.1 � DDoS prevention on IoT

To prevent Denial of service attacks on the healthcare IoT ecosystem, Rajagopalan 
et al.’s research [79] proposed a mutual authentication scheme between the gateway 
and the client based on Datagram Transport Layer Security (DTLS) handshake. The 
gateway will include a list/table of nodes that are preapproved to communicate with 
other nodes within the medical IoT environment. The gateway manages an active 
session column to ensure if the node is corresponding with another node, the same 
node is denied communication with other nodes in the IoT ecosystem. The gateway 
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will increase the count each time the node requested a connection with other nodes, 
and if it crosses a limit, it will finally block it. The proposed method prevents both 
DDoS and Replay attacks. The prevention method is theoretically examined, and 
no practical implementation is mentioned. The proposed model strengthens the dis-
advantage found in related works of lacking computational power in IoT layer by 
ensuring all computational work is done on the Smart e-Health gateway. This takes 
the load off from the medical sensors which cannot handle heavy processing.

Dao et al.’s research [80] proposed a mobile edge computing-based MECshield 
mechanism to safeguard Heterogenous IoT environment. This mechanism uses 
mobile edge computing to deploy several smart filters at the edge of the network. A 

DDoS Attack defense

Prevention

Mutual Authentication 
Scheme

MECshield

NBC-MAIDS

MAEC-X 

Fast path

Classifier system

Honeypot

Detection

Machine learning 
classifier algorithms

NTP 

BLSM-RNN

Sampling based 
approach

Event processing

Fuzzy logic

Deep learning

Mitigation

Honeypot

Algorithm to calculate cosine 
similarity of vectors

SDN and SVM

SDN and Fog

Network Functions 
Virtualizations

Deep reinforcement 
learning

SDN

Fig. 5   DDoS attack defense on IoT
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central controller monitors the communication between intelligent filters and shares 
identifying features of the attacking traffic to smart filters. The dilemma of the for-
mation of a bottleneck in traffic flow is resolved by placing the filters at various 
mobile edge points. Based on the attack method deployed, the smart filter is trained 
using its local attack traffic features obtained from the different IoT devices where 
the smart filters are applied. The experimental setup for practical implementation 
used three different datasets, the CAIDA-attack traffic, NSL-KDD and DARPA data-
sets. Attack traffic is based on three types, sensor traffic, monitor traffic and alarm 
traffic. The SOM filters are trained using the datasets. At the destination site, proto-
col, port number and flow number are applied for SOM training at the MECShield 
agent. At the source site, protocol, port number, packet/flow, transmission contiguity 
and flow number are applied to SOM training at the MECShield. Results show better 
detection accuracy and rate due to optimized SOM filters. The proposed MECshield 
framework improves the detection rate and accuracy over other distributed and cen-
tralized self-organizing map (SOM) filters by separately training the SOM maps in 
the MECshield agents by separate local IoT traffic.

Mehmood et al.’s research [81] proposed implementing a machine learning-based 
classification algorithm to prevent DDoS attacks on IoT platform. The mechanism 
deployed is termed as Naive Bayes Classifier-Multi-agent Intrusion Detection Sys-
tem (NBC-MAIDS). The Intrusion Detection System implements a Naive Bayes 
algorithm, and it is used across the nodes in the IoT ecosystem in the form of 
multi-agents. These agents monitor the nature of the traffic and the management of 
nodes. Multi-agents are deployed to audit the network traffic, classify if the incom-
ing packet is an attack packet or not, drop the attack packet and manage the traffic 
database, and communicate with other agents to monitor the detection results and 
inquire about further information. To implement the proposed algorithm, NS 2.35 
was used to simulate and evaluate the results. Source and destination nodes were 
randomly selected after being infected. This helps to determine the threat effec-
tiveness. NBC_MAIDS was compared with the performance with the Bio-inspired 
Reputation and Trust Model (BRTM) WSN and Distributed Reputation-based Bea-
con Trust System (DRBT) model. Results showed that NBC-MAIDS outperformed 
other models in attack detection rate. The NBC-MAIDS strengthens other intrusion 
detection systems in detection accuracy using machine learning-based solutions by 
implementing multiple agents for accurate DDoS attack detection.

Dao et al.’s research [82] proposed a prevention method via a multi-access level 
edge computing. The architecture involves a controller located at the cloud while 
the MAEC-X clients which include the attack detection and prevention module are 
present at the edge nodes and the data center. The clients will monitor the traffic 
in real time and when a DDoS attack occurs, they will report to the controller the 
IP address, section port, attack method used, the source of the attack and security 
level of the attack. The controller will warn the clients of the security status and 
assign prevention policies for effective prevention. To counter attacks such as UDP 
and ICMP flood attacks, the MAEC-X deploys filters at both the source and destina-
tion of the attack packets. To prevent attacks such as Ping of Death and SYN Flood, 
the clients will mark packets as suspicious which exist from sensory nodes or ther-
mal sensors requesting connections within short intervals. HTTP GET/POST attacks 
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can be prevented by having the edge nodes report abnormal traffic to the controller 
which will block the suspicious packets. The proposed prevention method is theoret-
ically examined, and no practical implementation is mentioned. To strengthen multi-
access edge computing (MAEC) in 5G networks against DDoS attacks, MAEC-X 
utilizes the computational power present at the edge of the network to generate local 
rules for controlling malicious traffic generated from terminals.

To secure IoT against DDoS attacks, Bhardwaj et  al.’s research [83] proposed 
a proactive defensive measure while making edge the first line of defense against 
DDoS attacks. The ShadowNet Web Service will be stored in the cloud with Shad-
owNet edge functions running at the edge nodes. These edge functions will transmit 
a sketch of the data profiles collected from the incoming packet traffic known as 
Shadow packets to the ShadowNet Web service via a path known as ShadowNet 
Fast path. The Webs service will assess if the incoming traffic is a legitimate packet 
or a DDoS attack. It is, however, not without its demerits. Firstly, this approach fore-
goes accuracy over speed because of which there is no way of identifying if it’s a 
genuine attack or a Flash crowd. Secondly, the concept is based on its application 
on a singular network, i.e., it is insufficient to handle data from different geographi-
cal positions. If it were to be deployed, the Fast Path utilized to transfer data to the 
ShadowNet Web service may not be as quick as required. They tested it against UDP 
and HTTP GET flooding attacks. To evaluate the proposed system, GENI platform 
was used to create a testbed where there are four virtual machines, the attacker, 
ShadowNet edge function, ShadowNet service and the victim. HTTP GET via sen-
sors and UDP flooding attacks via cameras were simulated. The attack pattern was 
intended to follow the Mirai attack pattern of short bursts and also experimented 
attack sessions for extended periods of time. Based on the experimental analysis, 
the proposed system detects UDP flood attacks 10.6 times faster than other existing 
models. The proposed model addresses the disadvantage of other existing systems 
in detecting malicious traffic in real time. It implements a priority packet scheduling 
policy which sends smaller packets containing small keywords for self-authentica-
tion which travel at a faster rate than other normal packets.

The above discussed methods provide solutions to prevent DDoS attacks on IoT 
networks. The mechanisms mentioned below prevent DDoS attacks and can be 
applied successfully on the IoT environment.

According to Sahi et al.’s research [84] proposed CS-DDoS system, a new detec-
tion and prevention method to prevent a DDoS TCP attack on a cloud environment. 
The Least Squares Support Vector Machine (LS-SVM) classifier system is used to 
analyze the incoming packets and judge if the cloud is under attack or normal traf-
fic is flowing. The proposed system is built upon two foundations, Detection phase, 
and Prevention phase. During the first phase, it will collect all incoming traffic and 
check their sources with a prior formed blacklist if their sources are known attack-
ers of the cloud. If not blacklisted, it will send the packet to the classifier to meas-
ure whether the packet is part of an attack or not. If it results in normal, it will be 
allowed to connect with the cloud and if not, it will be sent to the second phase, the 
prevention phase. During this phase, the administrator is informed of the attack, the 
packet is added into the blacklist and finally dropped. Four different classification 
algorithms were used to experiment the CS_DDoS system using LS-SVM, Naïve 
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Bayes, k-nearest and multi-layer perceptron algorithms. LS-SVM demonstrated an 
accuracy rate of 94% from multiple source and 97% from single-source TCP flood 
attacks. Existing solutions offer low accuracy in DDoS detection and suffer from 
scalability issues as the network grows. The proposed CS_DDoS offers a faster and 
accurate detection while maintaining its scalability.

Manoja et al.’s research [85] proposed implementing a Honeypot tool to prevent 
DDoS attacks on the Cloud environment. The intention is to lure the attacker into a 
false notion that they have successfully attacked the Cloud server. Honeypot acts as 
a shield for the cloud by collecting data regarding the attacker and the attack type. 
Based on the attack type, security measures can be implemented on the cloud to 
safeguard it. The honeypot will now block access to all the attacking IP addresses 
collected by it. All attack traffic with irregular patterns from victimized devices, i.e., 
attack packets with spoofed IP addresses are transferred to a different virtual com-
puting device. The proposed Honeypot tool is theoretically examined, and no practi-
cal implementation is mentioned. The proposed study addresses the disadvantage 
of existing system where the network fails to respond when assaulted with several 
packets. Honeypot-based network strengthens traditional networks by shifting all 
attack packets to a virtual computer and blocks all attack IP addresses.

5.2 � DDoS detection on IoT

Doshi et  al.’s research [86] proposed classifier-based machine learning algorithm 
to monitor network traffic to prevent the DDoS attack on the IoT ecosystem. Their 
proposed idea was able to detect DDoS attack traffic on local IoT nodes implement-
ing using a computationally low-cost algorithm with a 0.99 accuracy. For simula-
tion, different algorithm models are tested and compared including K-nearest algo-
rithm, support vector machine, decision tree, Random forest and neural network. 
The choice of features selected was a limited feature set to avoid high computational 
overhead. IoT devices have the disadvantage of low computational power and so 
they cannot run heavy machine learning solutions. The proposed detection mecha-
nism implements a packet-level detection policy with low feature set to reduce com-
putational overhead. The detection algorithm was able to perform detection in real 
time on IoT devices and the accuracy was recorded at 0.99.

Kawamura et  al.’s research [38] proposed implementing an NTP-based DDoS 
attack detection mechanism for the IoT environment. During a DDoS attack, there is 
an overall delay in the system processing and as such the device clock deviates from 
the server clock. The NTP client will communicate the NTP server to assess the dif-
ference in the device clock time from the primary server clock. Based on the clock 
difference, DDoS attack events can be detected if the clock is unable to synchronize 
continuously with the server. To simulate the mechanism, background processes 
were made to run on the node. Chrony is used as the time synchronization module. 
The interval between the IoT device and the NTP server is set at 2 s. Polling interval 
between the NTP server and the local NTP server is set at 1024 s. Apache Bench 
is used to generate DDoS attacks. Results show that the system is ready for real-
time event detection on IoT devices as it demonstrates a precision value of 0.92 with 
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a recall value of 1.0. Existing DDoS detection systems use Honeypot, firewall and 
packet capture solutions which are expensive and require periodic maintenance with 
high technical knowledge. The proposed model supplements the existing solutions 
with the NTP-based solution which requires no periodic maintenance and expensive 
equipment for implementation.

Detection of botnet formation on the IoT devices and network, McDermott et al.’s 
research [87] proposed implementing a machine learning-based solution using Bidi-
rectional Long Short-term Memory Recurrent Neural Network. Detection of DDoS 
attack is done by analyzing the packet flow. Compared to other flow detection meth-
ods, the proposed method focused on text identification within features. Prediction 
of attack vectors is made using Word embedding for text identification. The pro-
posed methodology is simulated using UDP flooding and DNS attacks which dis-
played 98% accuracy in attack detection. The attack type was split between train and 
validate. Each model was trained over 20 iterations. Existing methods of detecting 
botnets based on signature or flow-based anomaly intrusion detection are unable to 
prevent IoT-based botnet attacks. The proposed solution offers better attack vector 
detection accuracy by performing at the packet level focused on the text recognition 
in the features selected.

The above discussed methods provide solutions in detection of DDoS attacks on 
IoT networks. The mechanisms mentioned below also detect DDoS attacks and can 
be applied successfully on the IoT environment as well.

Nguyen et  al.’s research [88] proposed an approach to detect DDoS traffic at 
the edge gateway in a Software-Defined Network (SDN). There are multiple sam-
ple collectors placed at different switches. The incoming traffic is forwarded to the 
Intrusion Detection System for analysis. Assuming an attack scenario where there 
are a large number of packets, but their volume is small, they suggested placing 
the sample collector at the Edge gateway to help block any suspicious traffic from 
heading to its destination. The collector collects samples of traffic heading to each 
domain which makes it possible to detect the small volume of traffic. The controller 
will apply a new network policy wherein it will send new policy instructions to the 
collectors to block any suspicious traffic from heading toward its destination. The 
detection mechanism was tested on UDP, ICMP and TCP attacks. To evaluate the 
attack, a testbed was setup consisting of a network with 6 switches connected using 
OpenSwitch. The user devices were connected at the edge gateway. The IDS with 
the rule and the sampling rate is calculated at the edge gateway. The sample traffic 
is forwarded to the IDS by the network for analysis and the result of the detection is 
updated in the database. Other sampling-based methods are unable to detect suspi-
cious traffic in small volume; however, proposed method sets the rule with sampling 
rate at the edge gateway which enables it to detect small volume of attack traffic.

Cardoso et  al.’s research [89] suggested a Complex Event Processing Intrusion 
Detection System (CEPIDS) which would allow a real-time analysis of traffic. The 
Intrusion Detection System (IDS) has been placed at the network edge. CEPIDS via 
an Event filter will monitor and collect network traffic. The Event Processor which 
includes two modules, Packet analyzer and Attack Detection, will analyze the traffic 
packets based on their properties and determine which attack the network is under. 
The CEP will send rules to the Action Engine which will further send an alert on 
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the malicious activity taking place and block access to the relevant services. The 
proposed model was tested on a Raspberry Pi device to ensure that it performs well 
on devices with low computational power such as IoT devices. The attack simu-
lation was conducted on a Raspberry Pi 3 Model B device where the CPU usage, 
the Ram usage and the packet arrival rate and the count of attacks are determined. 
Existing open-sourced IDS such as SNORT and BRO consume high RAM and CPU 
resources whereas the proposed CEP mechanism using event processing consumes 
less resources. This enables it to be implemented on IoT devices.

Mondal et al.’s research [90] proposed using Fuzzy Logic to secure cloud envi-
ronments from DDoS attacks. It is implemented on the Cloud layer where all incom-
ing traffic is first filtered through the Fuzzy system and then allowed entry to the 
cloud. Using the IF–THEN logic, the Fuzzy Inference system will report any high 
amount of data traffic and report to the cloud. Should the traffic seem very large for 
the cloud, it may activate the defense systems or discard the data entirely. The Fuzzy 
IF–THEN rule is simulated using the MATLAB software. An increase in packet 
arrival rate, the attack status becomes high whereas an increase in entropy rate, the 
attack status decreases. Other existing defense systems are expensive and difficult to 
establish. The proposed implementation of the Fuzzy logic system is cost-effective, 
reliable and simpler to implement.

Yuan et al.’s research [91] proposed using a DeepDefense method implementing 
a Deep Learning to help improve DDoS detection. The Recurrent Neural Network 
(RNN) was used to identify attack packets. They formulated the DDoS detection as 
a sequence classification problem and transformed the packet-based DDoS detection 
to the window-based detection. In simulation, RNN noticeably outperformed other 
models in identifying attacking packets as it was able to learn features better. Trac-
ing the history from previous packets using RNN; Long Short-term memory Neu-
ral Network (LSTM) and Gated Recurrent Unit Neural Network (GRU) were used 
to eliminate all scaling issues. RNN showed better performance in generalization 
than Random Forest. Existing machine learning method-based IDS are limited by 
the shallow representation models and provide an error rate of 7.57%, whereas the 
proposed model based on RNN offers a lower error rate of 2.1%. RNN benefits from 
its design which enables it to learn traffic patterns from sequences of network traffic.

5.3 � DDoS mitigation on IoT

To successfully prevent DDoS attacks on IoT devices, Anirudh et  al.’s research 
[92] proposed using a honeypot to secure the IoT ecosystem where all traffic goes 
through the IDS. If the traffic is malicious, it will route all traffic toward the hon-
eypot to analyze and gather information about the nature of the attack. Information 
about the attacker is collected such as the IP address and MAC address, and the data 
are logged in a database. If the attacker repeatedly sends malicious packets matching 
with the same IP address, the IDS will block the attacker from any further communi-
cation with the network. If the traffic does not match with the log, it will be allowed 
to pass through. To practically implement the proposed solution, a socket server cli-
ent model is used with a central server and nodes connected to it which emulates as 
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an IoT model. The simulation consists of bots introduced in 10 steps ranging from 0 
to 100. Existing honeypot-based DDoS mitigation solutions are theoretically based 
and cannot be proven to be effective. The proposed system is practically imple-
mented on the IoT environment and results show a 55–60% increased efficiency in 
attack detection over systems without honeypot implemented.

Yin et  al.’s research [93] proposed an algorithm which aims to detect whether 
the IoT platform is under a DDoS attack, identify the intruder and terminate the 
attack at its source. The algorithm ascertains the cosine similarity of the vectors of 
each incoming packet rate at the Software-Defined IoT (SD-IoT) switches. When 
the incoming malicious packet has no identical match with the flow table, it will 
forward the packet to the controller. The controller will determine from which port 
the packet was sent. The algorithm is applied to determine the infected IoT node 
from which the attacking packet was forwarded. The algorithm serves to instantly 
discover which IoT node is being used to launch DDoS attacks and can be mitigated 
promptly. To test the proposed algorithm, the algorithm calculates the cosine vectors 
of each packet at the SD-IoT switches. Based on the value of the cosine similarity 
determined, the DDoS attack is detected. Existing solutions use DPCC algorithm 
which is unable to address large amounts of traffic and as such fails to detect DDoS 
attacks on the SD-IoT switches. The proposed algorithm uses the threshold value 
to detect a DDoS attack and results show faster detection and mitigation of DDoS 
attacks on IoT devices.

Identifying the sub-par level of inbuilt security of IoT devices, Bhunia et  al.’s 
research [94] proposed a combined SDN and machine learning-based detection and 
mitigation mechanism termed as SoftThings. SDN is applied to continuously moni-
tor the packet traffic flow and report of any anomalies in the network using the SDN 
controller. A classification-based Support Vector Machine (SVM) is implemented 
at the controller to identify the malicious packet flow. Once it detects the source of 
the incoming malicious traffic from the IoT node, it is partially or fully blocked. The 
controller is updated with the newly identified source of the attack and prevents the 
attacking node from communicating with other IoT nodes. The proposed method 
is tested with TCP flooding attacks. The proposed scheme uses Mininet to simu-
late IoT devices and is tested using different attack scenarios. In the first scenario, 
a single IoT device is accessible only via a SDN-enabled switch is under an attack. 
In the second scenario, two IoT devices are connected to the switch and one of the 
devices is compromised. In the third scenario, three devices are present where two 
of them are part of the botnet. A non-linear SVM machine learning algorithm using 
kernel trick gave accurate detection results. The proposed framework addresses the 
problem in existing frameworks in detecting DDoS attacks at the higher level of the 
network and focus on device security. The framework focuses on early detection 
of attacks on IoT layer by detecting attack traffic in the network at the edge of the 
network.

According to Ozcelik et  al.’s research [95], to combat IoT DDoS traffic, they 
used Mirai botnet attack as the case study and suggested using Edge-oriented detec-
tion scheme while using Software-Defined Networking (SDN) and Fog approaches. 
The security function was placed on the endpoints of the edge node to be close to 
the IoT devices in a fog computing environment. There are two phases in DDoS 
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mitigation used here with first involving a scanning phase to first identify the attack 
packets and second, implementation of rules to blacklist and drop all flows from 
the malicious host. A typical DDoS attack involves the malicious host attempting to 
connect with as many other hosts as possible to infect them. In the proposed archi-
tecture, ECESID utilizes four modules to detect the attacking packet. It will deter-
mine whether the TCP packet is an attack packet. It will now check the failure count 
of the flagged packet and update the TCP-SYN queues based on the timeout and 
Reset occurrences. If the unsuccessful attempts exceed the limit, the host is added 
to the blocked list. SDN makes it possible to easily dictate the packet flow rules and 
assign rules as and when necessary. The ECESID scheme is implemented using the 
Mininet WiFi to emulate IoT nodes and Floodlight is used to implement the security 
model. Benign traffic was generated using iperf and attack traffic was demonstrated 
the Mirai botnet firmware. The proposed solutions focus is on Mirai-based attacks 
and their mitigation which are commonly used to launch DDoS attacks. The author 
has provided simulated results which show an effective defensive approach against 
Mirai-based attacks. Existing solutions focus on other botnet attacks which makes 
it difficult to know with certainty if they can provide adequate defense from Mirai 
attacks.

The above discussed methods provide solutions to successfully mitigate DDoS 
attacks on IoT networks. The mechanisms mentioned below also help in mitigation 
DDoS attacks and can be applied successfully on the IoT environment as well.

Alharbi et  al.’s research [96] proposed using Network Functions Virtualization 
(NFV) and Edge computing to mitigate DDoS attacks with the aim to protect from 
all DDoS attacks. The proposed model is based on two processes, Traffic Screen-
ing on edge networks and taking advantage of Autonomy and Scalability by imple-
menting NFV. The Traffic Screener module will inspect the flood of packets based 
on traffic and packet features. If the packets are malicious, it will perform Virtual 
Security Functions (VSF) based on the type of attack, i.e., network layer or applica-
tion layer. If the VSF demands more resources to handle the attacking traffic, more 
resources will be allocated to it via the Resource Allocation module. The Traffic 
Screener module interacts with the Resource Allocation module to manage scalabil-
ity and demands of the VSFs. The proposed scheme is theoretically examined, and 
no practical implementation is mentioned. Existing solutions do not defend against 
all forms of DDoS attacks and some violate a user’s privacy as they are based on 
ISP. The proposed scheme is implemented at the organization’s datacenters which 
reduces latency but also maintains a user’s privacy.

Liu et al. ‘s research [97] proposed a mitigation framework based on deep rein-
forcement learning which can learn the DDoS attack situation it is facing and defend 
against it in real time. Their method can increase or slow down the attack traffic 
flow. Using an SDN controller where the network traffic is collected, the deep rein-
forcement learning method can target the attacking traffic and leave the legitimate 
traffic to have target access. The framework can defend against flooding attacks such 
as ICMP, UDP and TCP SYN. The framework architecture includes two modules, 
the Information Collection module, and the DDoS mitigation module. The first mod-
ule is implemented to collect the network traffic so that the reinforcement learning 
may take appropriate actions and the second module contains two parts, Mitigation 
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server, and an agent. The mitigation server functions on the SDN controller while 
the agent is equipped with the deep reinforcement learning algorithm and these two 
work together to mitigate the DDoS attack in real time. The mitigation agent uses a 
reward function by which it is trained to protect the victim’s server from being over-
loaded and allows legitimate traffic to pass through successfully. Should the agent 
fail, it receives a negative reward of − 1. The framework shows high performance 
in mitigating malicious packets as it uses OpenFlow protocol to have a global view 
of the entire network and collects information on a regular interval. The model’s 
mitigation solution is implemented in TensorFlow and deployed in a different virtual 
host. The deep reinforcement agent is trained using benign and attack traffic. The 
model is evaluated on five different attack patterns such as constant-rate, increas-
ing, pulse and group attacks to launch DDoS attacks on the victim’s server. The 
proposed solution’s algorithm is placed at the SDN controller compared to exist-
ing solutions which execute the algorithm at the switches. This enables to view the 
entire network’s traffic flow information from the SDN controller.

Ahmed et  al.’s research [98] discussed using Software-Defined Networking 
(SDN) architecture to detect and mitigate DDoS attacks on IoT systems. To achieve 
accuracy in DDoS detection and mitigation, they used SDN infrastructure to over-
come the sampling-based anomaly detection constraints to collect traffic flow statis-
tics maintained at switches. Open flow protocol allows switches to be managed by 
an external controller. The controller will assess if the received packet from the flow 
table is malicious and in which case it will drop the packet at the immediate routers. 
The proposed mitigation solution is a theoretically presented and hence no practi-
cal implementation is demonstrated. Existing sampling-based approaches are a lossy 
process and as such provide inaccurate profiling of network traffic. The proposed 
model collects traffic flow statistics from SDN-enabled switches to achieve higher 
detection accuracy.

6 � Discussion and suggestions

6.1 � Discussion

There is an extensive study done while preparing this survey to propose the types 
of DDoS attacks possible and their defense mechanisms as shown in Table 5. The 
paper focuses on the following key areas:

•	 Motivation to why attackers prefer IoT devices to commit DDoS attacks on serv-
ers and networks.

•	 The tools required to capture non-legacy IoT devices to form botnets. These 
compromised devices are used to launch large volumetric attacks using readily 
available tools to commit DDoS attacks.

•	 Growing trend for attackers to launch multi-vector DDoS attack combinations 
deployed using IoT devices.

•	 The different kinds of DDoS attacks that take place based on bandwidth and 
resource depletion objectives.
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•	 Formation of botnet using IoT devices to use to commit DDoS attacks on 
other platforms.

•	 DDoS attacks on IoT devices.
•	 The defense mechanisms in place based on three criteria, prevention, detec-

tion and mitigation against DDoS attacks.

We presented multiple defense solutions against DDoS attacks on IoT. Study-
ing Table  5, we learn that mechanisms such as Mutual authentication scheme, 
MECshield, Fast Path, Event processing among others, utilize the advantage that 
Edge and Fog layer provides in monitoring the network level traffic. Some of 
the mechanisms such as ECESID, machine learning algorithms such as SVM 
and deep reinforcement learning take advantage of SDN. They implement SDN 
flowtable which is used to maintain a list of identifying features of the detected 
malicious packet data. They also implement the SDN controller which moni-
tors the traffic to help detect and prevent DDoS attacks. The honeypot-based 
tool is implemented at the network level to prevent all types of DDoS attacks. 
SDN-based solutions which were evaluated and simulated were found to stop all 
DDoS attacks except SIP flood and slow HTTP attacks.

The most common types of DDoS attacks witnessed are UDP flood attacks. 
During the first and second quarter of 2018, UDP flood attack has consist-
ently been responsible for half of all DDoS attacks [99, 100]. To summarize 
the observations found in Table 5, we determine that to prevent UDP flooding-
based DDoS attacks, MECshield, multi-access edge computing and fast path are 
suggested as appropriate prevention mechanisms. Other solutions offer good 
detection accuracy such as machine learning classifier algorithms, BLSM-RNN, 
sampling-based approach, fuzzy logic, event processing and deep learning. To 
mitigate the UDP flooding-based DDoS attacks occurring on devices, servers 
and networks, Honeypot-based network security, algorithms which study the 
cosine similarity of attack vectors, Network Function Virtualization and Deep 
Reinforcement Learning algorithm are effective solutions.

DDoS attacks have increased in volumetric size from 100 Gbps in 2013 to 
1.35 Tbps in 2017. A lot of research work is done to detect, prevent and mitigate 
such attacks and yet it continues to show an upward trend. One of the prime rea-
sons for such explosive growth are insecure non-legacy IoT devices [101–103]. 
Many of these devices do not have the necessary security protocols in place to 
defend themselves from malicious intrusion. Thus, it is vital to study and pre-
sent state-of-the-art defense mechanisms to thwart such attacks. We have pre-
sented multiple mechanisms that can be implemented to thwart DDoS attacks on 
IoT platforms. Many of these mechanisms are tested on IoT environments. How-
ever, there are some mechanisms which are implemented on edge and fog lay-
ers. Upon close reading, we have observed that these mechanisms can be imple-
mented to prevent DDoS attacks on IoT platform.
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6.2 � Suggestions

Despite the studied solutions in Sect.  5, there are still some necessary protocols 
which must be in place to act as the first line of defense for IoT devices as shown in 
Fig. 6

•	 Change passwords Many of the IoT devices come shipped with a default pass-
word set on them. The problem arises when the entire product line has the same 
password in place. It does not take much time to figure out what is the default 
password set across the range; an attacker could own one of the devices and use 
the same password to attack other devices. An ideal solution would be to change 
the password in the device settings which hardly takes any time.

•	 Implement a firewall The first line of defense against foreign intrusion is a fire-
wall placed on the network. However, many users look over this necessary pro-
tection mechanism assuming they are safe as long as their router password is not 
known to anyone else. An easy to implement solution is to make use of a Virtual 
Private Network (VPN) service to provide an additional layer of security which 
would monitor incoming traffic on their networks.

•	 Update firmware One of the critical weak points among the IoT devices is the 
lack of security updates from their manufacturers. The Mirai botnet attack 
exploited this weakness using the BrickerBot and operated many of these 
devices to attack their victims. The attacker will always seek new methods to 

Change 
default 

passwords

Implement a 
firewall

Update 
firmware

Maintain 
a log

Educate 
users

Centralized 
body

Government law

Disable 
plug and 

play 
support

Fig. 6   Suggestions to secure IoT devices from DDoS attacks
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infect devices, and thus, it is imperative that device manufacturers periodically 
issue device firmware updates to stay a step ahead.

•	 Centralized body There is a need for a body that can provide certification to IoT 
devices based on their level of inbuilt security. Certain security standards must 
be set in stone that IoT device manufacturers must follow. Devices that can be 
easily exploited should either be labeled as insecure or refused to be sold at all. 
However, it is possible that cheap priced insecure devices can flood the market 
through back-channels and to prevent that from happening, the government can 
make it a law requiring all Internet Service Providers (ISP) to block internet 
access to such IoT devices.

•	 Government law A local government body should require by law that all ISP pro-
viders by default should implement preventive measures such as Ingress filter-
ing. This filtering process helps in detecting attacking traffic and can be used to 
halt an ongoing traffic by blocking all packets with spoofed IP addresses. It can 
be implemented on edge devices such as a router which will deny access to bad 
traffic and allow legitimate traffic to pass through. For this to be an effective solu-
tion, a mandated law passed by the government must be in place.

7 � Conclusion

In this survey, we presented motivations and reasons for attackers to select non-leg-
acy IoT devices to launch DDoS attacks. We listed different types of tools that are 
available for attacking IoT devices to form a botnet and further tools are discussed 
which allow to use IoT bots to launch DDoS attacks. We presented a detailed and 
systematic classification of different types of DDoS attacks that take place on the 
cloud. We discussed how IoT devices are infected to be used as bots and presented a 
classification of DDoS attacks on the IoT environment. Furthermore, we studied and 
provided a detailed overview of twenty-one state-of-the-art defense mechanisms in 
existing and current research literature to prevent, detect and mitigate DDoS attacks. 
This survey helps in providing a complete overview of the types of attacks possi-
ble with specific kind of tools available and how to defend against them based on 
specific objectives, i.e., to detect an attack, to prevent or to mitigate them. Finally, 
recognizing the lack of security in IoT devices by default, we have suggested some 
protocols that must be in place as the first line of defense to protect IoT devices from 
being misused to launch a DDoS attack.
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