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Abstract
Data center network virtualization is being considered as a promising technology 
to provide a performance guarantee for cloud computing applications. One impor-
tant problem in data center network virtualization technology is virtual data center 
(VDC) embedding, which handles the physical resource allocation to virtual nodes 
(virtual switches and virtual servers) and virtual links of a VDC. When node and 
link constraints (including CPU, memory, storage and network bandwidth) are both 
taken into account, the VDC embedding (VDCE) problem becomes NP-hard. The 
VDCE is so crucial that took wide consideration since it directly affects the execu-
tion, resource use and power consumption of data centers. To the best of our knowl-
edge, there is no published work that precisely outlines open challenges connected 
with VDCE problem including all of its variants. On this point, this work tries to 
articulate this problem and bring research taxonomy for succinct classification of 
existing works. Moreover, we summarize the possible techniques already presented 
in the literature and we establish a classification based on a taxonomy study. At the 
end, we examine the limitations of existing solutions and identify the related open 
challenges.

Keywords Data center network virtualization · Cloud computing · Virtual data 
center embedding · Embedding algorithms · Resource allocation

 * Mahdi Khemakhem 
 m.khemakhem@psau.edu.sa; mahdi.khemakhem@enetcom.usf.tn

 Ameni Hbaieb 
 ameni.hbaieb@redcad.tn

 Maher Ben Jemaa 
 maher.benjemaa@redcad.tn

1 ReDCAD Lab. - LR13ES26, National School of Engineers, University of Sfax, Sfax, Tunisia
2 College of Computer Engineering and Sciences, Prince Sattam Bin Abdulaziz University, 

Al-Kharj, Saudi Arabia
3 LOGIQ Lab. - UR13ES71, National School of Electronics and Telecoms of Sfax, University 

of Sfax, Sfax, Tunisia

http://orcid.org/0000-0001-5603-1947
http://crossmark.crossref.org/dialog/?doi=10.1007/s11227-019-02854-1&domain=pdf


6325

1 3

A survey and taxonomy on virtual data center embedding  

1 Introduction

The Internet has made significant impact on our society, business models and our 
daily lives. As a new paradigm for the future Internet, cloud computing has drawn 
the attention of the general public in recent years. In simple terms, cloud com-
puting is able to create a virtual environment which allows both software and 
hardware to be shared by multiple users via Internet. With cloud computing, busi-
nesses are no longer required to incur investment on purchasing hardware and 
software licenses in order to deploy their services and applications. Moreover, 
human expenses can also be reduced since the operating and maintaining cost 
will be shifted to the cloud side [19].

Among different cloud delivery models, the infrastructure as a service (IaaS) 
is typically delivered to users as virtual machine (VM) instances with different 
resource configurations and quality of service (QoS) guarantees. The emergence 
of server virtualization technologies has allowed multiple VMs to coexist on the 
same physical host and operate them independently of each other. An infrastruc-
ture provider (InP) depending on server virtualization is able to create, manage 
and allocate resources for virtual components. By sharing infrastructure, the cost 
of operating and equipment investment can be greatly reduced.

To ensure meeting the QoS to users, it is necessary that VMs are efficiently 
mapped to given physical machines (PMs). The process of mapping VMs to PMs 
is known as virtual machine placement (VMP). Obviously, VMP is one of the 
major issues in cloud computing [50].

However, only server virtualization is not enough to address the entire limita-
tions of today data center architectures. Particularly, data center networks still 
suffer from a number of limitations pertaining to the manageability, network per-
formance and security. Motivated by these restraints, there is an emerging trend 
toward fully virtualizing data center networks in addition to server virtualization 
[6]. So far, most of the existing work on network virtualization has been focused 
on virtualizing traditional Internet service provider (ISP) networks. Thus, virtual-
izing data center networks is a relatively new research direction and a key step 
toward fully virtualized data center architectures.

In a virtualized data center (VDC), some or all of the hardware (e.g., servers, 
routers, switches and links) are virtualized. As a result, recent study suggestions 
have supported the idea of offering both computing and networking resources in 
the form of virtual data centers (VDCs). Basically, a VDC is a logical instance 
of a virtualized data center consisting of a subset of the physical data center 
resources. One of the main challenges associated with the management of cloud 
computing data center resources is the problem of allocating resources to VDCs, 
known as the virtual data center embedding (VDCE) or mapping problem, which 
aims to find an efficient mapping of virtual components to the physical com-
ponents (e.g., servers, routers, switches and links) that have limited resources. 
Since various VDCs share the physical resources, mapping of VDCs becomes 
critical as efficient and effective integration solutions can cost less and result in a 
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better QoS. Therefore, it is substantial for infrastructure providers to optimize the 
embedding of users’ requests to improve their income.

In the literature, the survey of [6] presents data center virtualization frame-
works, particularly the enabling data center architectures. In addition, the authors 
compare different proposals using a set of qualitative metrics including: scala-
bility, fault tolerance, deployability, QoS support and load balancing. Some sur-
veys have been conducted on the VDCE such as the work presented in [13, 61]. 
In [61], the authors focused on the embedding techniques and compared their 
functionalities. In [13], written in Spanish language, a taxonomic classification 
was suggested. Besides, the authors discussed the future research directions in 
terms of type of algorithms, fault tolerance, distributed allocation and ecological 
allocation. On the other hand, our work goes beyond what the aforementioned 
papers provide: (1) The VDCE problem in all its variants is discussed and cur-
rent approaches proposed by academic community are categorized. (2) A more 
comprehensive survey of the literature is presented. (3) We discuss well-known 
problems that are closely related to the VDCE problem, from which are worth 
drawing inspiration.

The rest of this paper is organized as follows: Section  2 articulates the key 
concepts concerning the issue of VDCE problem. Section 3 presents the taxon-
omy based on research dimensions for classifying the existing literature in the 
concerned research area. Section 4 classifies the existing state of the art based on 
proposed research taxonomy. Section  5 presents the summary and our plan for 
future work. The paper ends with some conclusive remarks in Sect. 6.

2  Key concepts

This section presents the concepts connected to embedding cloud computing vir-
tual data center that forms the fundamentals of our research work.

2.1  Business model

Unlike the traditional networking model, data center virtualization separates the 
role of the traditional ISP into two: an infrastructure provider (InP) and a service 
provider (SP) [6]. Hence, it separates the role of deploying networking mecha-
nisms, i.e., protocols, services (i.e., SP) from the role of owning and maintain-
ing the physical infrastructure (i.e., InP). Besides being the company that owns 
and manages the physical infrastructure of a data center, an InP leases virtualized 
resources to multiple service providers/tenants. Each tenant creates a VDC over 
the physical infrastructure owned by the InP for further deployment of services 
and applications offered to end users. Thus, several SPs can deploy their coex-
isting heterogeneous network architectures required for delivering services and 
applications over the same physical data center infrastructure.
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2.2  Virtual data center

Usually, VMs are used by clients to accomplish certain jobs, frequent portions of 
a larger application. For instance, we consider a three-tier web application that is 
composed of: a web server, an application server and a database server. Data transfer 
between the different servers is a part of the architecture. If the exchange of data 
between the application server and the database server fails, it may result in an unde-
sirable growth in response time or latency along with raised energy consumption 
in the concerned hardware elements. Additionally, all the services turn inaccessible 
despite the communication between web servers and databases. In this manner, it is 
essential to support the dependencies between entities in the virtual model of virtual 
data centers in terms of bandwidth [52].

Motivated by this observation, currently, a considerable number of research 
papers suggest a better approach of allocating resources in the form of virtual data 
centers instead of VMs [28]. Essentially, a VDC represents a client request to deploy 
an application in a cloud data center. It is composed of virtual machines, routers 
and switches connected through virtual links. Each virtual link is described by its 
bandwidth capacity, propagation delay and so on. Hence, this allows infrastructure 
providers to achieve better performance isolation between VDCs and to implement 
more fine-grained resource allocation schemes. Meanwhile, VDCs allow service 
providers to guarantee predictable network performance for their applications.

Figure 1 shows two examples of VDC requests. The first example of virtual data 
center request represents an application based on the well-known three-tier architec-
ture. Three-tier architecture is a client–server architecture in which different compo-
nents are developed and maintained as independent modules on separate platforms. 
In this example, the user interface, functional process logic and data access are con-
nected throw a guaranteed bandwidth. Each tier could involve numerous servers for 
availability, replication or balancing reasons. The second VDC request considers an 
example of a parallel processing application. The data are partitioned across multi-
ple parallel computing slave nodes with each node having its own hardware to pro-
cess the data locally. Meanwhile, the master node maintains and manages the nodes 
in the cluster. In this architecture, all communications happen via local network.

Fig. 1  Examples of VDC requests
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2.3  What is VDCE problem?

The goal of resource allocation for any specific cloud service provider is to max-
imize profit by either optimizing applications QoS, in order to avoid violation of 
the service-level agreements (SLAs) [8]. A violation is interpreted into a punish-
ment that he has to pay and maximizing resource utilization, or improving energy 
efficiency. However, the goal of cloud user is to minimize payment by renting the 
resources.

VDCE problem is all about integrating cloud provider activities for utilizing and 
allocating resources taking into account the restrictions of cloud data center capac-
ity in order to fulfill the demands of the customers. It needs the type and amount 
of resources required by each application so as to complete a user job, where 
resources are often outlined as CPU, memory, disk, network bandwidth and delay. 
The order and time duration of allocation of requests are also an input for an optimal 
assignment.

A cloud owner’s resource management actions toward simultaneously maximiz-
ing revenue, minimizing resource wastage and enhancing QoS can be classified as 
follows [35]:

• Initial embedding It deals with continuous arrival of VDC deployment requests 
at runtime. Quick response is a crucial metric for ensuring a high service quality 
of the embedding.

• Overload migration When physical resources are not enough to answer the run-
ning virtual resources demands, virtual nodes/links can be migrated to a different 
host to make available the needed resources.

• Consolidation In this context, various virtual machines are hosted on the mini-
mal possible physical servers, and remainder of the needless resources are 
switched off to sleep mode. The reduction in the number of servers has a notice-
able benefit on data centers.

• Load balancing The goal is to balance the distribution of load across data center, 
thus avoiding a situation where there is a big discrepancy in resource usage lev-
els and increasing the number of physical resources available for hosting other 
VDCs.

2.4  Related embedding problems

At first glance, the VDCE problem is not different from the traditional virtual net-
work embedding (VNE), virtual cluster embedding (VCE) and service function 
chain (SFC) embedding. In fact, VDCE problem is tightly connected to these prob-
lems, since they have the similarity that they try to place virtual objects on appropri-
ate location, which can be considered as a variant of the resource allocation prob-
lem. However, each problem focuses on different applications and use cases. In this 
section, we will summarize the similarities and differences of the previously men-
tioned embedding problem variants.
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2.4.1  Virtual network embedding

Similar to server virtualization, network virtualization aims at creating multiple 
virtual networks (VNs) on top of a shared physical substrate network (SN) allow-
ing each VN to be implemented and managed independently [12, 18]. A VN is a 
combination of active and passive network elements (network nodes and network 
links) where virtual nodes are interconnected through virtual links, forming a virtual 
topology. By virtualizing both node and link resources of a SN, multiple virtual net-
work topologies with widely varying characteristics can be created and coexist on 
the same physical hardware. This leads to the problem of how the virtual networks 
be realized by the physical networks, which is the main challenge in network virtual-
ization and is called virtual network embedding (VNE) problem. As we mentioned, 
both VN and SN abstractions are graphs that consist of nodes and links. Therefore, 
to some extent, VNE problem is finding a subgraph in the physical network topol-
ogy that is isomorphic with the virtual network topology.

Relationship between VDCE and VNE Both VNE and VDCE problems rely on 
virtualization techniques to partition available resources and share them among dif-
ferent users. However, multiple features make the VNE and VDCE different prob-
lems including: (1) While virtualized ISP (VNs) networks generally consist of 
packet forwarding elements (e.g., routers), virtualized data centers include diverse 
types of nodes including servers, routers, switches and storage nodes. Hence, 
unlike a VN, a VDC is composed of various types of virtual nodes (e.g., VMs, vir-
tual switches and virtual routers) with different resources (e.g., CPU, memory and 
disk). (2) In addition, in the context of network virtualization, virtual links are char-
acterized by their bandwidth. Propagation delay is an essential metric when nodes 
are geographically distributed. Nevertheless, since a data center network covers a 
small geographic area, the propagation delay between nodes is negligible; hence, 
it is always ignored when defining VDC virtual links [5, 28]. (3) Furthermore, dif-
ferent from ISP networks, data center networks are built using topologies like the 
conventional tree, fat tree, or Clos topologies with well-defined properties, allowing 
to develop embedding algorithms optimized for such particular topologies. In sum-
mary, data center network virtualization is different from ISP network virtualization, 
because one has to consider different constraints, resources and specific topologies.

2.4.2  Service function chain placement

An operator network consists of a large number of intermediate network functions 
(NFs). Network address translators (NATs), load balancers, firewalls and intrusion 
detection systems (IDSs) are examples of such functions. Traditionally, these func-
tions are implemented on physical middle boxes, based on special purpose hardware 
platforms that are expensive and difficult to maintain and upgrade. Following the 
trend of virtualization in large-scale networks, network functions that were deployed 
as middle boxes are also being replaced by virtual network functions (VNFs). Typi-
cally, network flows go through several network functions. That means a set of NFs 
is specified and the flows traverse these NFs in a specific order so that the required 
functions are applied to the flows. This notion is known as service function chaining 
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(SFC) [55, 60]. The challenge is hence to find the best placement for the function 
chains in network function virtualization infrastructure, considering the require-
ments of individual requests as well as the overall requirements of all network appli-
cations and the combination of requests. The problem is known as service function 
chain placement.

Relationship between VDCE and SFC placement Even if SFC placement seems 
to be similar to the VDCE problem, they are quite different due to the following fea-
tures: (1) In SFC placement problem, traffics must flow through predefined ordered 
network functions. However, VDCE problem do not have such order requirement. 
(2) Moreover, forwarding latency behavior is a specific aspect of SFC placement 
that is not addressed in VDCE problem. Depending on service characteristics, 
SFCs have different latency requirements. For example, the chain for the latency-
sensitive service such as the multimedia streaming and voice over IP (VoIP) has a 
tight latency requirement, while the chain for the file download service has a loose 
latency requirement. (3) Additionally, virtual network functions can be shared by 
multiple flows. However, different VDCs are typically independent, i.e., a flow of 
a VDC A do not traverse through the virtual machines/switches of another VDC B. 
(The flow may traverse the physical resource that host the virtual machine/switch of 
B.)

2.4.3  Virtual cluster embedding

Early works on virtualized data center have modeled the virtual network connect-
ing the virtual machines as a virtual cluster (VC) [5, 68]. A virtual cluster is a star-
shaped virtual network topology connecting virtual machines to a logical switch 
with absolute bandwidth guarantees. This virtual network abstraction is attractive 
for its simplicity and its flexibility since it supports all communication patterns. The 
question of how to embed a virtual cluster in a given data center such that it con-
sumes a minimal amount of resources while providing its performance guarantees is 
an interesting algorithmic problem called: virtual cluster embedding (VCE).

Relationship between VDCE and VCE The VC embedding problem is similar 
to the VDCE problem. However, the major difference between them is the virtual 
infrastructure. While the VDC is composed of different types of virtual nodes (e.g., 
VMs, virtual switches and virtual routers), the VC is restricted to a set of VMs and a 
virtual switch connecting them; thus, a VC is a part of a VDC. Hence, the VCE is a 
special case of the generalized VDCE problem which will be possible to solve it by 
using an algorithm designed for VDCE problem.

2.5  Problem formulation

Regularly, the VDCE problem can be defined according to [56] as follows:
The physical data center is expressed by a graph Gp = (Mp, Sp, Lp) where Mp is 

the set of physical servers, Sp is the set of physical switches and Lp is the set of phys-
ical links. Both physical nodes and links have requirements. Node requirements can 
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be CPU, RAM, geographic location, etc. However, link requirements can be band-
width, delay, etc.

The virtual data center request consists of virtual machines, virtual switches and 
virtual links, also expressed by a graph Gv = (Mv, Sv, Lv) ) with requirements that 
represents the demands of the virtual machines and links. The mapping of virtual 
nodes and links onto the physical infrastructure is performed by an embedding 
algorithm.

The VDCE problem can usually be divided into at least three types of separate 
mappings: virtual server mapping, virtual switch mapping and virtual link mapping.

• Virtual machines mapping: �M ∶ Mv
↦ Mp

  In this first stage, the goal is to assign each VM in Mv into exactly one physi-
cal machine in Mp . The mapping must obey the capacity of hardware; that is, the 
physical machine that accommodates a VM must have enough capacity.

• Virtual switches mapping: �S ∶ Sv ↦ Sp

  The second stage is about mapping each virtual switch in Sv to a physical 
switch in Sp . Along with the hardware capacity constraint, the major idea here 
is to assign virtual switches to physical ones while considering the former VM 
placement.

• Virtual link mapping: �L ∶ Lv ↦ Lp

  Finally, each virtual link is mapped either to a physical path (unsplittable flow) 
or a set of physical paths (splittable flow) in the middle of the corresponding 
physical machines/switches that accommodate the end virtual machines/switches 
of that virtual link.

Figure  2 depicts a scenario of an embedding process. The physical and virtual 
nodes are labeled with letters inside the corresponding machine/switch. We have 
the embedding of Gv on Gp as �  , where �  is defined as follows: �M(a) = (A) , 
�M(b) = (B) , �M(c) = (C) , �S(d) = (E) and �L(ad) = {AE} , �L(bd) = {BE} , 
�L(cd) = {CF,FG,GE}.

VDCE problem complexity Solving the VDCE problem is NP-hard, as it consid-
ers simultaneously two NP-hard problems: embedding of virtual links and virtual 
machines. In fact, a sufficiently general formulation of the VM placement problem 
includes the well-known bin-packing problem [47] as a special case, and hence, it 
is strongly NP-hard. Even the allocation of a virtual link set to single physical path 
such as the virtual link embedding is also NP-hard since it is considered as a reduc-
tion from the unsplittable flow problem [14].

3  Taxonomy of VDCE approaches

As we mentioned earlier, there is a number of virtual data center approaches 
that has not yet been surveyed. We were guided by the literature to consider the 
dimensions of our taxonomy. By reading the state-of-the-art papers, we were able 
to explicitly extract the highlighted dimensions. To do so, this section makes a 
comparison based on the following dimensions: data center network topology, 
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cloud architecture, problem decomposition, embedding approaches, objective 
function and solution techniques.

3.1  Data center network topology

Different network architectures for data centers have been considered and 
achieved in both academia and industry. This section targets single-root tree 
topology, Clos topology and fat tree topology, which are frequently adopted to 
evaluate cloud resource allocation mechanisms.

3.1.1  Conventional data center network topology

Modern data centers pursue to a great extent a frequent network architecture, 
known as the three-tier architecture [34]. At the basic level, known as the access 
tier, each server attaches to one (or two, for redundancy function) access switch. 
Each access switch connects to one (or two) switches at the aggregation tier, and 
finally, each aggregation switch attaches with numerous switches at the core tier.

Fig. 2  Mapping of VDC request 
onto a shared data center



6333

1 3

A survey and taxonomy on virtual data center embedding  

3.1.2  VL2

VL2 [25] is a new architecture that shares many aspects with the earlier one. 
More precisely, it is a three-tier architecture with major distinction that the core 
tier and the aggregation tier that form a Clos topology [15], i.e., the aggregation 
switches are linked with the core ones by creating a complete bipartite graph.

3.1.3  Fat tree

Fat tree [43] is a special category of Clos topology that is defined in a treelike 
construction. The topology is based on the concept of pods: It is constituted of 
k-port switches involving k pods. Each pod contains two layers (aggregation and 
edge) of k/2 switches. Each of (k∕2)2 core switches has one port attached to each 
of the k pods.

3.1.4  BCube

BCube [27] is a new multi-level network architecture for the data center with 
the following distinguishing feature: Servers are part of the network infrastruc-
ture, i.e., they forward packets on behalf of other servers. BCube is a recursively 
defined structure. At level 0, BCube0 consists of n servers that connect together 
with an n-port switch. A BCubek consists of n BCubek−1 connected with nk n-port 
switches.

3.1.5  Star

It is one where there is a central switch connected to other devices. The switch 
must have n ports to support n servers. Generally, they are used to represent virtual 
requests and not to build a physical network supporting a data center.

3.2  Cloud architecture

The VDCE problem has been studied in two different cloud architectures: single 
cloud and multi-cloud.

3.2.1  Single cloud

The VDCE problem within a single data center has been largely studied in the litera-
ture. It considers the case where all the VDC units are allocated within the same data 
center. In this case, the InP has a single DC with a number of physical resources. 
Generally, the number of servers is expected to be high enough to serve all cus-
tomers requests. Classical objectives are minimizing the utilization of resources and 
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optimizing global energy consumption, subject to performance restraints (SLAs). 
For more details, the reader may refer to [28, 56, 57, 70, 72, 74, 76, 77].

3.2.2  Multi‑cloud

There are only negligible number of researches that have examined the problem of 
VDCE within geographically distributed DCs. Multi-cloud embedding of VDCs 
considers a distributed infrastructure consisting of multiple data centers located in 
different regions and interconnected through a backbone network. In such a process, 
as shown in Fig. 3, VDC components are divided into several parts and assigned to 
different physical data centers. Papers taking into account such architecture are due 
to [2, 3, 30].

In such an environment, since users may require services from various loca-
tions, traffic between DCs is very significant. Obviously, the essential problem 
in the process of decision making is calculating the optimal mapping schema for 
several VDCs while ensuring application performance and QoS. However, provid-
ers are also challenged by minimizing the inter-DCs traffic made by the various 

Fig. 3  Example of VDC deployment over a multi-cloud architecture (source: [3])
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communicating VMs belonging to the same VDC to avoid possible network conges-
tion problems and reduce energy consumption of DCs. This interest is due to the 
attempt to obtain a trade-off between operational costs and performance.

3.3  Problem decomposition

In this work, we clearly distinguish three types of decompositions of the VDCE 
problem: one stage, multistage and inter-InP. We elaborate on these decompositions 
in the next subsections.

3.3.1  One‑stage decomposition

Some approaches have used one-stage decomposition to solve VDCE. They attempt 
to solve the three subproblems simultaneously. This decomposition was achieved by 
[28, 72, 74].

3.3.2  Multistage decomposition

As already been mentioned in the formulation Sect.  2.5, the VDCE problem is 
solved when its three embedding phases: VM mapping, switch mapping and link 
mapping are solved. The multistage embedding starts by VM mapping stage as it 
provides the input to solve the next stage. Lately, some approaches have proposed 
to solve virtual switches and links in different stages, while others intend to jointly 
embed virtual switches and links in one stage. Some examples for this variant are 
the works proposed in [56, 57, 70, 77].

3.3.3  Inter‑InP decomposition

Taking into account different InPs, we can decompose the embedding across several 
InPs into a set of single-InP problems. Obviously, at the arrival of a VDC request, 
the first stage aims at splitting it into several partitions. Hence, each partition is then 
embedded in different data centers and connected through an external links among 
InPs. Inside each InP, the sub-requests belonging to the same VDC are mapped 
using ordinary VDCE algorithms; see [2, 3].

3.4  Embedding approaches

As it is proposed by [18] to classify VNE approaches, all VDCE approaches pre-
sented in the literature could be classified according to whether static or dynamic 
and concise or redundant.

3.4.1  Static versus dynamic

VDCE approaches can be classified as dynamic and static; however, in most 
real-world situations, it must be approached as an online problem which stems 
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from two major factors. First of all, the amount of physical resource is variable 
throughout time due to the possibility of addition, removal and temporary una-
vailability of hardware/software in a data center. Additionally, users requests 
come and stay in the system for an arbitrary amount of time without knowing in 
advance the changement of the resources requirements [58]. Over time, the VDC 
requests leaving the system are continuously releasing resources.

• Dynamic approaches attempt to reconfigure VDC requests already mapped in 
order to reorganize the distribution of resources and optimize the use of infra-
structure resources. The main idea in these approaches is to use live migration 
[53], whereby running virtual resources are paused, serialized and transferred 
to a different host, where they are once again scheduled for execution. Live 
migration offers many benefits, including maximizing fault tolerance, simpli-
fying system maintenance and, from the resource management view, ensuring 
global embedding objectives, such as load balancing and consolidating virtual 
components on a minimal number of hosts. For more details, readers can refer 
to [21, 28, 30, 72, 74].

• Static approaches do not provide the possibility of remapping one or more 
VDC. In fact, the unpredictable and changing nature of users’ requests in these 
approaches is ignored and the mapping of the VDCs is fixed throughout the 
lifetime of the request and it will not be recalculated for a long period of time. 
For more details, readers can refer to [3, 56, 70, 77].

3.4.2  Concise versus redundant

Survivability has lately been an important issue for network virtualization. Since 
virtualization enables running multiple virtual resources on a shared physi-
cal infrastructure, a failure in the physical component can disturb other virtual 
resources that are mapped to it; therefore, the survivability needs to be consid-
ered in the process of embedding virtual resources to ensure required VDC avail-
ability. To do that, VDCE problem can be formulated as concise or redundant 
problems.

• A redundant approach is mostly a protection method for physical device 
breakdown, which reserves fall-backup resources before any failure happens. 
The main challenge in this approach is to compute the number and determine 
the placement of redundant virtual resource provisioned as backups, with the 
goal of maximizing VDC availability; see [57, 72]. Embedding solutions that 
consider multi-path virtual link embedding are an example for this strategy 
[76].

• Concise approaches, however, only use as much physical necessary resources to 
satisfy the requirements of VDC requests. This means that there is no guarantee 
that the virtual data center can recover when a physical resource fails. A vast lit-
erature is dedicated to the concise approaches; see, e.g., [2, 3, 28, 30, 56, 70, 74, 
77].
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3.5  Objective function

Multiple VDC mappings can be created over the same physical data. Some map-
pings may be more efficient than others in terms of different objectives. In this work, 
the objectives that were pursued by the existing approaches to solve the VDCE prob-
lem with similar goals are classified into four objective function groups that are pre-
sented in the following subsections.

3.5.1  Economic profit‑related objectives

Since the purpose of an InP is basically to maximize its profits, some studies have 
investigated the same goal of maximizing income, but proposed different modeling 
approaches. The important issue in these schemes is to achieve the cost saving while 
considering the QoS of cloud services and honoring the SLAs.

Maximizing the economic benefit could be achieved by:

• Minimizing operations costs related to the cost of using the data center that may 
include expenses for powering physical infrastructure, maintenance charges, etc 
[3, 70].

• Maximizing revenue of the infrastructure provider that can be done by ensuring 
the accommodation of the largest possible number of users’ requests [3, 74].

• Avoiding penalties due to low service quality by means of satisfying the cus-
tomer requirements by fulfilling their quality of service requirements [30].

• Maximizing utilization of resources to produce fully used servers and reduce 
wastage of resources [28].

3.5.2  Performance‑related objectives

Certainly, the major concern of cloud client is to have a satisfactory performance 
on their running applications in the cloud. Accordingly, a good VDCE solution 
helps to serve as many customer requests as possible with the given set of resources, 
while guaranteeing QoS requirements defined by the service provider for each VDC 
request. This objective can be achieved by:

• Satisfying service-level objectives like response time, job completion time, etc. 
[28, 72].

• Minimizing reliability related to the system resilience to fault and its capacity of 
recovery [77].

• Balance load among infrastructure resources in order to minimize the stress on 
overutilized resources and distribute the load fairly between the others [56].

3.5.3  Energy‑related objectives

Typically, cloud data centers are huge with too many processing, computing resources, 
power systems and cooling systems. Maintaining such large-scale infrastructures 
consumes enormous amount of energy and imposes a large carbon footprint on the 
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environment [36, 73]. Due to the high cost of power consumption as well as the con-
cerns for global warming and CO2 emissions, energy-aware VDCE schemes are very 
substantial in cloud computing. They attempt to generate more efficient and low power 
utilization data centers. This results in reduced maintenance costs for the InP. Thus, 
there are strong economic incentives to find an energy-efficient VDCE solution, such as 
minimizing the number of active server, links or other data center components.

• Minimize overall energy consumption since cloud data centers are huge with too 
many processing and computing resources, techniques for energy-efficient resource 
allocation must be addressed [30, 70].

• Minimize the number of running PMs by calculating the minimal number of active 
physical resources needed to host users’ requests [72].

• Minimize carbon footprint to control the environmental impact of the infrastruc-
tures and ensure that carbon emissions generated by the leased resources should not 
exceed a fixed bound [2].

3.5.4  Network traffic objectives

The intra-data center and inter-data center network traffic has an important impact on 
the SLAs, revenue of the cloud providers and the efficiency of the cloud computing 
services. With the growing tendency toward communication applications, network-
aware VDC assignment approaches have become very important. These approaches 
focus on the traffic connected subjects in the VDCE problem for the cloud data cent-
ers and attempt to decrease network traffic. In addition, some of these approaches dis-
tribute network traffic equally and attempt to prevent bottleneck. For instance, some 
applications use huge amounts of data that are to be mapped on specialized storage 
components, leading to considerable network traffic between compute servers and stor-
age servers. In such cases, the available network bandwidth may become a bottleneck 
which has a significant effect on the SLAs, revenue of the cloud providers and the per-
formance of the cloud computing services.

• Minimize network traffic to avoid situation of network congestion, meaning that the 
traffic load on some link exceeds its bandwidth capacity [3, 57].

• Minimize bandwidth consumption by keeping low utilization of each physical link 
[77].

Most of the previously mentioned objectives are not independent from each other or 
even conflicting; for instance, many objectives like energy consumption minimization 
could be transformed into economic profit objective. Hence, the VDCE strategy must 
balance between these goals.
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3.6  Solution techniques

As mentioned previously, the VDCE problem is NP-hard. Based on this, we can 
classify the proposed techniques to solve the problem into two categories: exact 
algorithms and heuristics.

3.6.1  Exact algorithms

Since the VDCE problem holds the bin-packing problem as special case, which is 
NP-hard in the strong sense [49], there may be no chance for an exact algorithm 
with polynomial or pseudo-polynomial convergence time. Nevertheless, optimal 
techniques including integer linear programming (ILP) are proposed to solve VDCE. 
However, exact calculations usually attempt on taking care of little instances of the 
issue, so they will make benchmark results that represent an ideal bound to heu-
ristic-based VDCE solutions. Software instruments implementing these algorithms, 
usually known as solvers, are accessible (e.g., CPLEX [33]). A good example is the 
work of [70].

3.6.2  Heuristics

Due to the fact that exact solutions require a high running time, it is necessary to use 
techniques with a balance between the optimal solution and runtime to embed the 
resources. Heuristic solutions would estimate strategies to solve optimization issues. 
Normally, heuristic solutions are created on the need of low duration of the time and 
employed on the complex instances of the issues. A vast literature has proposed this 
solution technique including: [2, 3, 28, 30, 56, 57, 70, 72, 74, 77].

3.6.3  Metaheuristics

As the exact solution for large-scale problems is hard to find, metaheuristics (like 
genetic algorithms [32], ant colony optimization [16], simulated annealing [38], 
etc.) can be used to find near-optimal solutions by improving a candidate solution 
with attention to a specific measure of quality. The following two approaches bring 
examples of metaheuristic-based solutions for VDCE: Gilesh et al. [23, 24].

4  State of the art in VDCE approaches

The VDCE problem can be seen in the literature in different forms; each one with 
the goal of developing the most effective embedding technique (placement or map-
ping in some sources). In this section, we provide a review of the literature that 
address the problem of resource allocation in virtualized data centers. For each 
work, we present a brief description of its context, its main goal and its solving tech-
niques; then, we conclude it with a brief challenging critique.

We developed criteria for inclusion and exclusion of papers in order to narrow 
the scope of the analysis. To be included in the review, a study must: (a) have an 
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exploration or examination of virtual resources allocation in both nodes and links in 
virtualized data centers; (b) be an empirical study or theoretical article; (c) be pub-
lished in a peer-reviewed journal or by an international conference; (d) be written 
in English language and available for download from electronic database or library; 
and (e) be published during the current decade (from 2010 to 2018). We excluded 
from the review any literature that focused on issues related to virtual resource 
allocation with different use cases including: virtual network embedding, virtual 
machine placement and virtual cluster placement because these problems merit their 
own review. Table 1 illustrates the most significant characteristics of the reviewed 
research works. Table 2 shows the significations of acronyms given in Table 1.

Guo et al. [28] propose an architecture called SecondNet to implement a virtual-
ized data center, which was proposed for the cloud to attain high scalability, elastic-
ity, high utilization and practical deployment. Within this architecture, an algorithm 
for assigning servers and virtual links is the first attempt to solve the VDCE prob-
lem. The mapping algorithm considers the migration of servers in case of failure, 
or to improve network capacity data center, it can also increase or decrease the use 
of resources that were initially reserved for a request. The embedding algorithm 
consists of three main stages. In the first stage of mapping, the physical servers are 
grouped into clusters of different size and appropriate cluster is searched instead of 
the entire physical network when allocating the VDC request in order to minimize 
the allocation time instead of looking at each server for each. This further reduces 
communication costs because a VDC must be assigned to one group, characterized 
by the fact that the servers that make it up are located in a hop limit. In the second 
stage, virtual servers are assigned to the target group, and in the third stage, virtual 
links are assigned starting with the highest demand for bandwidth using the shortest 
path method. A robust spanning tree of the network topology has been obtained to 
signal the failures in the nodes or links to the VDC manager to adjust the affected 
VDCs. This ensures that the service is not affected for the victims of failures. If the 
path real location does not solve the problem of disconnection, it has to be imme-
diately switched over to other solutions like virtual machine migration for uninter-
rupted services to the customers. SecondNet is simulated and verified the results in 
three network topologies like BCube, fat tree and VL2.

Zhani et  al.  [74] propose a dynamic model, called VDC planner that seeks to 
reduce energy costs. As [56], in addition to mapping servers and virtual links, also 
consider the switches as part of this process. Furthermore, it uses migration to 
both improve VDCE solution and better support the fluctuation of requests while 
decreasing total migration costs. VDC planner partitions the general problem into 
various usage scenarios, including VDCE, VDC scaling as well as dynamic VDC 
consolidation. The authors implemented two heuristic algorithms to support the pre-
vious scenarios. The first heuristic is created for migration-aware VDCE with the 
goal of finding a possible embedding of the request that incurs less migration cost. 
This problem is formulated as a minimum knapsack problem [10] and solved using 
simple greedy algorithm. The second heuristic is conceived for dynamic VDC con-
solidation. It attempts to reduce the number of running machines used to accom-
modate VDCs during light workload. The performance of the algorithm is evalu-
ated by simulating the algorithm in a VL2 topology compared to a similar designed 



6341

1 3

A survey and taxonomy on virtual data center embedding  

Ta
bl

e 
1 

 C
om

pa
ris

on
 o

f v
irt

ua
l d

at
a 

ce
nt

er
 e

m
be

dd
in

g 
ap

pr
oa

ch
es

Re
fe

re
nc

es
Ye

ar
O

bj
ec

tiv
e

Li
nk

 re
s.

M
ap

pi
ng

 m
et

h.
A

pp
ro

ac
h

C
lo

ud
 

ar
ch

.
D

ec
om

po
si

tio
n

To
po

lo
gy

EP
PR

ER
N

T
BW

D
Y

EX
H

R
M

H
D

S
C

R
SG

M
P

1S
2S

3S
2I

B
C

D
C

V
L

ST
N

S
FT

G
uo

 e
t a

l. 
[2

8]
20

10
•

•
•

•
•

•
•

•
•

•
•

Zh
an

i e
t a

l. 
[7

4]
20

13
•

•
•

•
•

•
•

•
•

•
R

ab
ba

ni
 e

t a
l. 

[5
6]

20
13

•
•

•
•

•
•

•
•

•
•

A
m

ok
ra

ne
 e

t a
l. 

[3
]

20
13

•
•

•
•

•
•

•
•

•
•

•
•

R
ab

ba
ni

 e
t a

l. 
[5

7]
20

14
•

•
•

•
•

•
•

•
•

Zh
an

g 
et

 a
l. 

[7
2]

20
14

•
•

•
•

•
•

•
•

•
•

Zu
o 

et
 a

l. 
[7

7]
20

14
•

•
•

•
•

•
•

•
•

A
m

ok
ra

ne
 e

t a
l. 

[2
]

20
15

•
•

•
•

•
•

•
•

•
•

•
H

an
 e

t a
l. 

[3
0]

20
15

•
•

•
•

•
•

•
•

•
•

W
en

 e
t a

l. 
[6

7]
20

16
•

•
•

•
•

•
•

•
•

Su
n 

et
 a

l. 
[6

3]
20

16
•

•
•

•
•

•
•

•
•

G
ile

sh
 e

t a
l. 

[2
2]

20
16

•
•

•
•

•
•

•
•

•
Ya

ng
 e

t a
l. 

[7
0]

20
17

•
•

•
•

•
•

•
•

•
•

•
•

•
•

Su
n 

et
 a

l. 
[6

4]
20

17
•

•
•

•
•

•
•

•
M

a 
[4

8]
20

17
•

•
•

•
•

•
•

•
C

ao
 e

t a
l. 

[9
]

20
17

•
•

•
•

•
•

•
•

•
•

N
am

 e
t a

l. 
[5

4]
20

17
•

•
•

•
•

•
•

•
Lo

 e
t a

l. 
[4

6]
20

17
•

•
•

•
•

•
•

•
•

Ya
n 

et
 a

l. 
[6

9]
20

17
•

•
•

•
•

•
•

•
•

•
•

•
G

ile
sh

 e
t a

l. 
[2

3,
 2

4]
20

18
•

•
•

•
•

•
•

•
•

•



6342 A. Hbaieb et al.

1 3

SecondNet [28] algorithm. The authors claim that their algorithm provides improve-
ment in acceptance rate, revenue and the number of active machines. In this paper, 
single data center is considered for their algorithm simulation. The algorithm does 
not employ an effective embedding technique which creates modules to be allocated 
for each physical machine and does not account the virtual link between the virtual 
machines. Mapping of virtual links to physical links have not been incorporated to 
service the incoming request which enables the communication between the VMs a 
guaranteed service. VDC planner does not use availability information for VDCE. 
This information is required for reliable VDC request embedding which has to 
include the hardware failures and dependencies among various virtual components.

Rabbani et al. [56] seek to improve the acceptance of VDCs generating increased 
revenues supplier. Here, the authors introduce the process of assigning virtual 
switches and storage devices that had not been taken into account in previous pro-
posals ([28] and [5]); it is also possible to define different kinds of resources for a 
single virtual device. The allocation algorithm consists of three stages. In the first 
phase, virtual servers are assigned to physical servers capable of supporting them, 

Table 2  Acronyms’ 
significations of the heads of 
Table 1

Head Acronym Signification

Objective EP Economic profit objective
PR Performance-related objective
ER Energy-related objective
NT Network traffic objective

Link resources BW Bandwidth
DY Delay

Mapping method EX Exact
HR Heuristic
MH Metaheuristic

Approach D Dynamic
S Static
C Concise
R Redundant

Cloud architecture SG Single
MP Multiple

Decomposition 1S One stage
2S Two stages
3S Three stages
2I Inter-InP

Topology BC BCube
DC Dcell
VL VL2
ST Star
NS NSFNet
FT Fat tree
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taking into account, as the main criterion, the proximity between them. In the sec-
ond phase, virtual switches are assigned to the physical servers, taking into account 
the preallocation of virtual servers. Finally, in the third phase, they are assigned 
to virtual links between virtual nodes already assigned. Despite that the authors 
claimed that the algorithm works in diversified network topologies without any per-
formance degradation, they have chosen VL2 and star topology for evaluating their 
algorithm. They also incorporated not only virtual machines, virtual links but also 
virtual switches for allocating the request. To attain efficiency in request embedding, 
the authors considered residual network bandwidth, load balancing, server virtual-
ization and communication costs.

Amokrane et  al.  [3] present “Greenhead” as a proposal that considers several 
DCs geographically distributed through a central network. Its main objectives are to: 
(1) reduce the load on the core network (basically placing virtual machines, which 
consume large communication bandwidth in the same DC), (2) reduce emissions 
of carbon footprint (through the preferential use of renewable energy sources) and 
(3) maximize revenue provider (through efficient resource allocation that allows 
embedding most potential VDCs). It also ensures reduced energy costs given pref-
erence to regional energy rates and DCs preferring to make efficient use of it. The 
heuristic embedding algorithm consists of a central controller in charge of dividing 
each incoming VDC, monitor all parameters of DC, assign partitions to local DCs 
and assign links in the core network. It also consists of the local controllers that are 
responsible for mapping partitions locally, using different kinds of algorithms for 
resource embedding [5, 28, 74]. To evaluate Greenhead, an algorithm that does not 
divide reference VDC requests, but considers each virtual server as a partition, is 
simulated. The NSFNET topology is chosen for the core network that connects four 
data centers distributed in four different cities (with different climatic conditions and 
different prices for energy consumption). Under considerable number of variables, 
the algorithm obtains results as solution close to optimum with a reasonable compu-
tational time for small problem instances, improved utilization of the core network, 
increasing acceptance percentage VDCs, high energy use renewable and emission 
minimization carbon footprint per VDC.

Rabbani et al. [57] seek to ensure a high availability of the VDCs, while operating 
costs are minimized. Heterogeneity fault is considered on the network that involves a 
probability of different failure physical devices and a technique is proposed to calcu-
late the availability of a VDC depending on the frequency of equipment failures and 
backup resources. The embedding algorithm is performed in two stages. In the first 
stage, virtual servers are assigned to physical resources, based on their status (active 
or inactive) and availability, seeking to reduce the number of active machines on the 
network and backup resources. In this process also, backup resources are provision 
to tack over any potential failure of the physical machines. In the next stage, the 
mapping of links and switches is done jointly, seeking to reduce consumed band-
width. This VDCE model is tested on VL2 topologies (physical network) and star 
(requests VDC). An algorithm of reference is considered, in which virtual servers 
are scattered on physical servers to improve availability and backup resources are 
allocated randomly physical servers. Comparisons are made in terms of revenue, 
accepted VDC number, number of active machines, cost of backup resources and 
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resource utilization by VDCs. The authors claim that the proposed algorithm gets 
better performance in all aspects.

Zhang et  al.  [72] propose an allocation system called Venice that is geared to 
provide reliable VDCs. Venice provides a technique to calculate the availability of 
a VDC based on failure characteristics of the physical devices and the dependencies 
between the elements that comprise it. Allocation algorithms in the two processes 
are distinguished: One realizes the allocation of VDC and the other the consolida-
tion of VDCs. In the step of assigning each VDC, the incoming VDC request is 
being allocated to physical machines by examining the availability of resources. Ini-
tial embedding is performed with the VDC availability types. Venice availability-
aware algorithm runs many times to achieve the best optimal embedding solution. 
The machine with lowest availability of resources will be dropped in each trial. 
The high availability of physical machine will be selected for embedding the cur-
rent incoming VDC request. At the same time, over-provisioning of resources in the 
name of high availability is also to be considered to avoid high resource wastage. 
The next step reduces the number of active machines. Physical machines are sorted 
according to their order of current utilization. VM migration is performed from 
underutilized to highly utilized machines in such way to switch off underutilized 
machines to save energy. Here the replica of the node must not be embedded in the 
same physical machine in order to achieve fault tolerance for highly sensitive appli-
cations/data. Venice mainly builds architecture to adapt the frameworks with repli-
cas which would be used in high risk and production data centers where reliability is 
the main concern. The reliability-aware embedding proceeds until high VDC avail-
ability is achieved to ensure the uninterrupted service to the consumers and also to 
provide replication of information to withstand the failures.

Zuo et  al.  [77] seek to guarantee the reliability requirement of the VDC, tak-
ing into account server failure only, while reducing the energy consumption. Since 
reducing bandwidth consumption helps reduce energy consumption, they focus 
on the trade-off between VDC bandwidth consumption and its reliability. Hence, 
they propose a heuristic VDCE algorithm called RAVDC. RAVDC is performed in 
three stages. The first stage aims at finding each VDC, the maximum number of 
VMs which can be embedded onto the same physical server. In the second stage 
of mapping, the VMs are grouped into groups of different sizes, where VMs with 
high communication service are grouped together, seeking to reduce communica-
tion costs. In the final stage, the embedding of server groups is done onto physical 
servers that can satisfy computing resource requirement starting with the powered 
ones, thus reducing energy consumption of the data center and then embed virtual 
links of VMs not embedded onto the same group. The performance of the algorithm 
is evaluated by simulating the algorithm in a VL2 topology compared to a reference 
energy-saving algorithm. Performance comparisons are made in terms of average 
reliability, average bandwidth consumption, average energy consumption and aver-
age embedding time. Simulation results show a clear improvement in bandwidth and 
energy consumption only. The proposed approach limits the reliability requirement 
in embedding two VMs belonging to the same VDC into the same physical host. 
Yet, reliability can be achieved using other techniques including: allocating back 
up resources to be used in case of hardware failure. Furthermore, link reliability is 
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not considered in this study which could be also important for many cloud running 
applications.

Amokrane et al. [2] introduce a holistic framework named Greenslater that allows 
cloud providers to provide VDC requests across a geographically distributed infra-
structure with the objective of reducing operational costs and SLA violation pen-
alties, in addition to maximizing the utilization of the available renewable power, 
while considering the migration costs before migrating. Greenslater is a three-stage 
approach. The central controller first divides the newly arrived VDC request into 
partitions in a way that the intra-partition bandwidth is maximized and the inter-
partition bandwidth is minimized. In the second step, the admission control decides 
whether to reject VDCs based on an estimation for carbon emission for the request. 
Next, using the partition embedding algorithm, all VDC partitions and connect-
ing virtual links are mapped into the distributed infrastructure. To evaluate this 
framework, the authors considers physical infrastructure of four data centers, con-
nected through the NSFNet topology as a backbone network. The authors perform 
a detailed evaluation of the sensitivity of their proposed solution to different arrival 
rates, location probability constraints, reporting periods and reconfiguration interval 
powers under both fixed and variable SLA violation penalty models. The simulation 
results prove that Greenslater achieves higher profit and ensures higher utilization of 
renewable and lower carbon footprint with minimum SLA violation. For instance, 
the proposed framework achieves profit gains of up to 33%, 53% and 129% com-
pared to Greenhead, GreenheadNP and the load balancing approach, respectively.

Han et al. [30] introduce a holistic solution for resolving VDCE problem in multi-
data center environment named SAVE with the goal of maximizing InPs revenue by 
saving the total energy consumption, while minimizing the service disruption. The 
main contribution of SAVE is that it provides the possibility to perform the inter-DC 
VM live migration. In addition, it expands the consolidated targets from VMs to net-
work fabrics (e.g., paths and switches). The proposed algorithms are based on heu-
ristic, consisting of two VDC embedded algorithms and a traffic engineering heuris-
tic: (1) resource raising, for dealing with new VDCE request; (2) resource falling, 
for resource consolidation among hosts; and (3) traffic engineering, for realizing the 
network fabrics consolidation. The three algorithms are executed in sequential man-
ner, which means that the traffic engineering goes after the resource raising/falling. 
To evaluate the proposed method, the authors exploited fat tree topology as a refer-
ence DCN topology and applied Gaussian distribution to resource demand model of 
VDCs. With the proposed resource raising heuristic, the number of required active 
hosts to accommodate the VDC requests was around two times less, compared to the 
result obtained from baseline approach (random allocation). Meanwhile, the number 
of active switches is 18.7% reduced after running the proposed traffic engineering 
heuristic. Those results are due to the fat tree topology which made it possible to 
pack all active servers under the same ToR switch, thus decreasing the number of 
active hosts drops. However, this proposal may not work fine with other data center 
network architectures those not share some features with fat tree topology, including 
BCube and Dcell [29].

Wen et al. [67] proposed a VDCE framework based on SDN for InP to manage 
the resources in a data center. The objective is to achieve higher revenue, while 
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considering the trade-off among multiple requirements, such as the reliability and 
bandwidth occupation. This proposal uses two heuristic stages to embed a VDC: (1) 
First, VMs with more traffic are grouped, while VMs with less traffic are split into 
different partitions. Each partition will be mapped to a different physical resource. 
In this way, the communication between servers accommodating the VMs is mini-
mized. (2) The second heuristic ensures the embedding of the partitions. Cluster of 
servers with enough resources and close to each other are located and assigned to 
host the VDC. This can reduce the hops of virtual links between VMs. The proposed 
approach is evaluated in terms of acceptance ratio, revenue, link occupation ratio 
and core link average utilization. The authors affirm that the proposal can achieve 
higher acceptance ratio, more revenue and less occupation rate of core links. Despite 
that, it fails to achieve better revenue-to-cost ratio compared to the existing algo-
rithms. Thus, while the approach tries its best to allocate resources for VDCs, it 
causes more cost. Ideally, the mapping approach should ensure good performance 
reflected by acceptance ratio and revenue, yet minimize InP’s expenses for powering 
physical infrastructure.

Sun et al. [63] consider the problem of reliable VDCE across multiple data cent-
ers. Similar to Wen et al. [67], the goal of the proposed approach is to minimize the 
total bandwidth consumption in backbone network for provisioning a VDC request, 
while satisfying its reliability requirement. The authors propose a three-step heuris-
tic algorithm called RVDCE: (1) Group the physical servers according to reliability 
level. (2) Partition the VDC into many sub-VDCs, with the objective of reducing the 
traffic network between partitions, thereby minimizing the bandwidth consumption 
in the backbone network. (3) Embed the VDC partitions on data centers that satisfy 
the location constraints. VMs in the partition are embedded according to the follow-
ing two steps: (1) embedding the VMs without backups and (2) embedding the VMs 
with backups. In order to evaluate the effectiveness and correctness of the proposed 
algorithm, two types of comparisons based on selection method of physical host are 
made: a case where VMs are mapped on the available servers with highest reliability 
(RVDCE_R) and another case where VMs are mapped onto servers with as low reli-
ability as possible (RVDCE). The obtained results show that the proposed algorithm 
leads to a lower CPU and backbone bandwidth resource consumption compared to 
the existing approaches. Still, the authors only considered CPU allocation as the 
resource for the experiments which may not be sufficient to simulate real-world 
cloud resource allocation problem. Furthermore, the average backbone bandwidth 
consumption of RVDCE decreases with the growth of the size of partitions.

Gilesh  [22] presents an algorithm for optimal placement of multiple virtual 
data centers on a physical data center. The objective is to maximize the number 
VDCs embedded, while minimizing the number of VM migrations. The author 
proposed a mixed approach with suitable two different modes—online mode 
or batch mode. Online embedding, based on local search heuristic, is applied 
whenever arrival of a new request or an exit of embedded request happens. It 
attempts to find a local solution with minimum modification to the existing map-
pings. Batch request embedding is formulated as a mixed integer program (MIP). 
It is attempted during the arrival of a set of requests or when it is hard to find a 
local solution. For simulation, the topologies were generated using the topology 
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generator of FNSS toolchain [59]. He claims that the proposed multi-mode algo-
rithm maximizes the resource utilization over time by the online embedding, 
without waiting for embedding in batches. The major limitation of the proposal 
is the slowness of ILP-based exact algorithm. The authors did not specify the 
number of physical servers used in their experimentation. However, a faster math-
ematical programming technique or near-optimal heuristics that can overcome the 
limitation is required to solve large-scale problems.

Yang et al. [70] addressed the VDCE problem with the goal of producing CSP’s 
high long-term revenue, while minimizing energy consumption in light-workload 
data centers and minimizing embedding cost in heavy-workload data centers. In 
this paper, the authors proposed two different approaches. The first VDCE approach 
NSS-JointSL is performed in two stages: Once the VM mapping is done using near-
est edge switch (NSS) approach, they propose a mapping algorithm that achieves 
the mapping goals by simultaneously embedding virtual switches and links and for-
mulating as a mixed integer programming multi-commodity flow problem [65]. On 
the other hand, the second approach called Server-NSS-GBFS includes three stages: 
(1) mapping virtual servers as in the first approach; (2) mapping virtual switches in 
an energy-aware and random way; and (3) mapping virtual links by using a green 
breadth-first search (BFS) algorithm. The proposed approaches are evaluated under 
various network scales including: small-, medium-, large- and ultralarge-scale 
scenarios and multiple topologies. The performance of the proposed algorithms 
is compared with existing VDCE approaches of [57, 56]. Simulation results also 
demonstrate that NSS-JointSL is able to achieve the desired objectives, as well as 
that Server-NSS-GBFS is an effective and efficient VDCE algorithm. Although the 
proposed VDCE approaches outperformed previous works, the computation time 
of embedding a VDC request is too long, especially when more kinds of physical 
resources are considered. This issue is related to the usage of an exhaustive way for 
finding out feasible mapping solutions that resulted in severe degradation of perfor-
mance with varying workload demands. Thus, the solution may not be appropriate 
for running applications on real-time systems.

Sun et al. [64] study the problem of embedding for evolving VDC request across 
federated data centers, such that the total operation cost and energy consumption are 
minimized. The aim of evolving VDCE is to embed the new arrived VDC requests 
to the physical infrastructure, assign physical resources for the new added virtual 
requests and minimize the amount of resource allocation or release the running 
physical components for the reduced or expired resource requirement. The pro-
posed framework includes the following five scenarios: (1) initial embedding; (2) 
decrease resource requirements; (3) increase resource requirements; (4) inter-data 
center migration; and (5) periodic consolidation. The outcome of the experiments 
demonstrates that the proposed framework can reduce the resource and energy con-
sumption much better than the existing solution that does not employ VM migra-
tion to adjust resource allocation of evolving VDC. Results proved that changing the 
embedding of links in backbone reduces backbone bandwidth resource consump-
tion and results in lower embedding cost. Furthermore, it affirms that using migra-
tion strategy to achieve consolidation lowers the total embedding cost and energy 
consumption. While the proposed framework performs the resource allocation 
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adjustment periodically, the challenge here is to detect the inadequate provision of 
resources and react quickly to avoid SLA violation and still optimal resource usage.

Ma [48] introduces a novel resource management framework based on SDN, allo-
cating resources for VDC requests at the maximum revenue. Besides, considering 
different resource requirements, it is a heuristic embedding algorithm based on topo-
logical potential, called NMP. The major idea of NMP algorithm applies an itera-
tive technique, which means generating a more exhaustive link bandwidth for the 
VMs between each other in a cluster when looking for the VM nodes in the cluster 
and mapping the cluster VM set to a host while meeting the reliability necessity 
of VDCs. Two different host selection methods are proposed in this paper: (1) The 
embedding is restricted to a cluster of hosts with more resources using the technique 
of node clustering and (2) hosts are scored according to its topological potential and 
the distance to the embedded VMs, so the host with the highest score is selected. 
In this paper, VDC requests are generated by the BRITE [51] topology generator. 
The data center network uses a fat tree topology with 6 ports, which includes 45 
switches and 54 physical hosts. A large number of simulation experimental results 
show that the proposed algorithm can accept more requests at the minimum cost, 
and improve InP’ revenues. However, while trying to achieve trade-off between reli-
ability requirements and the embedding cost, the acceptance ratio and average rev-
enue-to-cost ratio of VDCs of the proposed algorithm decrease with the increase in 
the VDC reliability requirements.

Cao et  al.  [9] propose a dynamic VDC provisioning algorithm inside metro-
embedded DCs over metro optical networks to establish a data communications 
among the geographically distributed resources with high bandwidth, low latency 
and reduced energy consumption. They proposed an optimal VDC provisioning 
based on an integer linear programming (ILP) formulation to perform the initial 
embedding. The proposed formulation optimizes the total distance between users 
and DCs, considering the user resource requirement (e.g., compute resource) and 
available capacity in the DC. Considering the traffic variation and user dynamics, a 
dynamic VDC provisioning algorithm based on ILP is introduced to adapt the VDC. 
In order to reduce the complexity, the ILP is running only for the set of dynamic 
users. Experimental demonstrations conducted on the real-world implemented 
metro-embedded DC prototype test bed MEDC [11]. The results show that optimal 
and fast VDC mapping is realized based on the proposed ILP, while dynamic VDC 
reconfiguration makes sure that VDC is adjusted accordingly with the change in user 
location and resource requirement.

Nam et al. [54] focus on joint virtual data center embedding and server consoli-
dation (HEA-E). The main objective of energy-aware methods in data centers is to 
reduce the total energy consumption of a physical DC. When a VDC request arrives, 
HEA-E first uses virtual machine mapping to map VMs onto physical servers. Sub-
sequently, based on VM mapping results, virtual link mapping creates virtual links 
interconnecting newly mapped VM. In order to improve the resource efficiency, 
migration strategies are performed, namely: (1) partial migration that tries to con-
solidate some servers that are in underutilized situation, (2) migration on arrival that 
tries to reoptimize the whole system by remapping all existing requests every time 
when a new VDC request arrives in the system and (3) full migration that executes 
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remapping of all existing requests upon a VDC joining or leaving. The performance 
of the proposed joint HEA-E embedding and migration strategies is compared with 
two VDCE algorithms, namely Greenhead [3] and SecondNet [28]. The authors 
claim that the new strategies can improve both resource utilization and energy effi-
ciency of the data center, while keeping the complexity in an acceptable level. The 
proposed solution ignored the fact that network bandwidth usage by VM live migra-
tion could have negative effects on network efficiency for end users [62] because it 
uses significant bandwidth for a period of time. Accordingly, performing a consoli-
dation operation on the whole DC upon each arrival of VM deployment and removal 
requests will significantly impacting applications QoS, causing too much interrup-
tion in the network, let alone extra computation complexity and delay. Thus, con-
sidering migration needs and overheads in the VDC consolidation algorithm could 
increase the overall data center performance and efficiency.

Lo et al. [46] focus on the survivability of VDC requests under any single switch 
failure, at one time. Since a switch failure results in multiple disconnected servers, 
to each primary VM, the algorithm allocates backup VM and ensures bandwidth 
reservation on backup paths. The approach called CALM attempt to minimize the 
total bandwidth consumption on every link for the active and reserved bandwidth. 
The proposed algorithm proceeds in two stages. VMP is performed first to place 
VMs into servers. Then, VLM is performed to allocate and reserve bandwidth for 
the communication demands between VMs even after failures. The simulations were 
made on a fat tree data center topology. The authors evaluated the network resource 
usage of the proposed solution and show that CALM uses only additional 13% net-
work resource to guarantee survivability as compared to a typical VDC strategy. In 
order to address the cascade of multiple failures, the algorithm must be applied mul-
tiple times to calculate a new resource allocation. However, the process needs to 
reserve a huge amount of cloud resources that may lead to low resource utilization. 
Therefore, it is crucial to extend the algorithm to handle multiple failures with cost-
effective resource allocation.

Yan et al. [69] investigate the embedding problem for heterogeneous bandwidth 
VDC (star topology) in physical DCs of general topology while minimizing the net-
work traffic between servers and switches. The goal is to reduce VDC request rejec-
tions caused by bottleneck physical links. The embedding problem was decomposed 
into two coupled subproblems: virtual machine (VM) placement and multi-path link 
mapping. First, given a certain VM placement, they formulated the link assignment 
problem with linear programming to minimize the maximum link utilization. Next, 
they proposed a heuristic algorithm, referred to as the perturbation algorithm, for the 
VM placement. The algorithm will be triggered if the first-fit method fails to place a 
VM due to network congestion. The perturbation method modifies the current place-
ment by removing one VM each time from the bottleneck server that contributes 
the most traffic to the hot links. Simulation was made on small-sized standard DC 
architectures, including fat tree, VL2 and BCube where each consists of 16 servers. 
Comparisons were made in terms of success rate of VDCE, and the results show 
that the algorithm performs better in comparison with the existing well-known algo-
rithms: first-fit, next-fit and greedy algorithms. However, while quick response is a 
crucial metric for ensuring a high service quality of the VDC initial embedding, the 
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paper did not consider the computation time required by the algorithm to solve the 
embedding. We believe that the proposal will fail to achieve low solving time as it 
uses linear programming to solve link mapping in each VM remapping iteration of 
perturbation algorithm. Hence, solution could not be applied for medium- and large-
scale scenarios.

Gilesh et al. [23, 24] address the problem of finding the cost-effective set of VM 
migrations, to optimally embed an incoming VDC request across the fragmented 
resources. The objective is to minimize the violation of SLAs. In this paper, a greedy 
algorithm and two metaheuristic solutions are proposed for the problem of finding 
virtual machine migrations with minimum cost based on artificial bee colony and 
simulated annealing optimization. The algorithms used as input data, the current 
mapping of VMs, the arrived VDC request and the list of VMs and PMs with their 
configurations. The authors claim that experimental results show that the proposed 
technique can reduce the average migration time up to 30% and the penalty for cor-
responding service-level agreement violation by 200%. The major advantage is that 
unlike [69], the proposed technique is appropriate for mapping applications having 
critical performance requirements. The usage of metaheuristic solution provides a 
near-optimal solution within a reasonable time which can much reduce scheduling 
waiting time.

5  Discussion

Several studies have contributed to find the efficient placement of the VDC requests 
by applying the embedding schemes as presented in the previous sections. This sec-
tion provides a complete comparative analysis of the VDCE schemes proposed for 
the cloud environment and the issues which need to be addressed.

5.1  Multi‑objective

Most of the current works in embedding virtual data centers consider only one opti-
mization objective or combine multiple objectives into a composite one with weight-
ing. However, these may be conflicting objectives when considered altogether. For 
example, packing VMs onto a reduced number of PMs and shutting off others is 
an effective way to minimize energy costs. However, concentrating workloads on 
a minimal subset of the system resources can cause heat imbalances and create hot 
spots, which may impact cooling costs and degrade server life and performance. An 
effective strategy should consider trade-offs among all these objectives.

5.1.1  Power‑related factors in VDCE approaches

Some power-aware VDCE schemes are suggested for cloud computing environment. 
Table 3 displays the aspects which power-aware VDCE algorithms consider in their 
placement decisions. The significations of the table headers are as follows:
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• PM states: Calculating the minimal number of active physical resources needed 
to host users’ requests.

• PM power usage: Decreasing the amount of power that various server compo-
nents (CPU, memory, etc.) consume.

• Network element power usage: Minimizing the power used by network routing 
elements.

• Carbon emission: Ensuring that carbon emissions generated by the leased 
resources do not exceed a fixed bound.

Table 1 reveals that most of the popular cloud data centers utilize different cat-
egories of PMs. These PMs differ in their resource capacity: Some machines are 
larger than others, whereas some others have relatively higher capacity of one type 
of resource compared to other resources. Thus, it is obvious that the amount of con-
sumed energy depends on the resource capacity of the running PM. That is why 
most approaches consider power usage cost for each PM rather than PM state fac-
tor. However, other approaches consider uniform data centers with identical servers 
[77]. In this case, the overall energy consumption depends only on the number of the 
running PMs, while the consumed energy for each machine is fixed. For this reason, 
it is more convenient to apply the server state factor.

5.1.2  Network‑related factors in VDCE approaches

A strongly related issue in the mapping of VDCs on infrastructure resources is the 
network loads. For this purpose, some studies try to reduce network traffic while 
others distribute network traffic evenly and try to avoid congestion. Table 4 indicates 
the factors which network-aware VDCE approaches apply to produce mappings that 
will result in less communication in the data centers. The significations of the table 
headers are as follows:

• Traffic between VMs: Decreasing the congestion of network between the VMs.

Table 3  Comparison of power-related VDCE approaches

PM states PM power usage Network element 
power usage

Carbon emission

Zhani et al. [74] •
Amokrane et al. [3] • • •
Rabbani et al. [57] • •
Zhang et al. [72] •
Zuo et al. [77] •
Amokrane et al. [2] • • •
Yang et al. [70] • •
Han et al. [30] • •
Nam et al. [54] • •
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• Traffic between remote cloud sites: Reducing traffic in the backbone clouds 
network.

• Traffic between PMs: Distributing network traffic evenly in order to avoid bot-
tleneck of physical links.

• Communication distance between VMs: Minimizing the hop count between 
the virtual nodes (i.e., VM or virtual switch).

Typically, the significance of physical links differs in VDCE. For instance, the 
core links are more important than the edge links in data center since a core link 
may be used by more VMs than an edge link mainly. A virtual link can be mapped 
to several physical links with different weights. The objective of minimizing 
traffic between the VMs is considered by many approaches, since it attempts to 
respect the network cost associated with each physical link accommodating the 
virtual path between VMs. However, analogous to uniform servers in data cent-
ers, some approaches treat all the physical links evenly without discrimination 
[67, 77]. Here, the problem can be reduced to minimize the count of physical 
links forming the virtual path between VMs or the number of the intermediate 
physical nodes.

5.1.3  Profit‑related VDCE approaches

Profit-aware VDCE approaches try to diminish the data center maintenance costs for 
the cloud providers. Table 5 introduces the factors applied in the profit-aware VDC 
embedding approaches to generate a better placement. The significations of the table 
headers are as follows:

Table 4  Comparison of network-related VDCE approaches

Traffic between 
VMs

Traffic between 
remote cloud sites

Traffic between 
PMs

Communication 
distance between 
VMs

Guo et al. [28] •
Rabbani et al. [56] • •
Amokrane et al. [3] •
Zuo et al. [77] •
Amokrane et al. [2] •
Yang et al. [70] •
Han et al. [30] •
Sun et al. [63] • •
Sun et al. [64] • •
Wen et al. [67] •
Yan et al. [69] • •
Lo et al. [46] •
Cao et al. [9] •
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• Node migration: Decreasing the cost due to migrating virtual node from a physi-
cal node to another.

• VDC revenue: Maximizing the total revenue generated from the embedded VDC 
requests.

• Resources usage: Reducing server fragmentation.

For profit-aware VDCE approaches, improving the revenue earned by the InP is 
the most considered. The objective of the InP is to maximize the difference between 
the revenue and the costs. The revenue is proportional to a weighted sum of the total 
resources (CPU, memory, disk, bandwidth) used by a VDC during a time slot. How-
ever, cost refers to the amount of resources the VDC occupies as well as penalties 
due to migration, which is also considered by some approaches.

5.1.4  Performance‑related VDCE approaches

Performance-aware VDCE approaches try to provide a better QoS for the cloud 
clients. Table 6 indicates the factors which performance-aware VDCE approaches 
apply. The significations of the table headers are as follows:

• Waiting delay: Minimizing request scheduling delay, which refers to the time a 
request spends in the waiting queue before it is scheduled.

• Fault restoration: Minimizing the failure recovery costs of a node or a link.

Table 5  Comparison of profit-related VDCE approaches

Node migration VDC revenue Resource usage

Zhani et al. [74] • •
Rabbani et al. [56] •
Amokrane et al. [3] •
Zhang et al. [72] •
Amokrane et al. [2] • •
Yang et al. [70] •
Han et al. [30] •
Ma [48] •
Wen et al. [67] •
Gilesh et al. [22] •
Gilesh et al. [23, 24] •

Table 6  Comparison of 
performance-related VDCE 
approaches

Waiting delay Fault restoration Unavailability

Zhani et al. [74] •
Zhang et al. [72] • •
Zuo et al. [77] •
Sun et al. [63] • •
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• Unavailability: Decreasing the penalty from failing to meet the reliability of a 
VDC.

Provision of QoS guarantees to high-performance applications can be critical to 
the success of the services provided to their users. For end users, execution time 
or response time of an application is usually the first choice for QoS specifica-
tion. A mechanism for ensuring service quality in terms of execution deadlines in 
a cloud computing environment is a desirable goal. That is why most performance-
related approaches consider minimizing unavailability problems to provide better 
performance.

A multi-objective characteristic is inherent in cloud resource allocation, as the 
goals of cloud providers, cloud users and other stakeholders can be independent. For 
instance, cloud provider may attempt to provide optimal mapping in order to reduce 
resources costs, while cloud users are interested in QoS. Even among cloud users 
themselves, different users or the same user at different times may require different 
QoS, such as low computational costs and high speeds. Some multi-objective VM 
placement approaches have already been proposed [4, 45]. Hence, a multi-objective 
nature of the VDCE problem could become more and more significant in the future 
of cloud computing. However, taking into account all objectives seems to be impos-
sible due to conflicts of interest between clients.

5.2  Cloud elasticity

Cloud elasticity [20] is an important issue in cloud resource management process. 
The concept of elasticity is defined as the degree to which a system is able to react 
to workload changes by provisioning and de-provisioning resources in an autonomic 
manner, such that at each point in time the available resources match the current 
demand as closely as possible [31]. Table 1 shows that most works have addressed 
the problem of dynamic VDCE. Still, through surveying the VDCE approaches, we 
concluded that only [64] has focused on the issues related to elastic cloud. There are 
three basic methods employed in the implementation of elasticity solutions: (1) rep-
lication which consists of adding/removing instances from user virtual environment 
(VMs, disk attached to VM, etc.); (2) resizing methods where processing, memory 
and storage resources can be added/removed from a running virtual instance; and 
(3) VM migration can be adopted while handling insufficient resources in cloud. 
To accommodate the resources, VMs can be migrated between hosts. The challenge 
here is to detect the inadequate provision of resources and react quickly to avoid 
SLA violation and still optimal resource usage.

5.3  Survivability

A failure in the physical data center can affect several virtual resources. Therefore, 
the survivability has to be considered in the embedding of the virtual resources. 
Node and link failure survivability problems have been investigated extensively 
for optical and multi-protocol label-switched (MPLS) networks [42] and real-time 
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systems [75]. In the presence of arbitrary resource failures, the two well-known 
approaches for handling failures are: protection and restoration. Protection is done 
in a proactive way and usually employed during the embedding phase by allocat-
ing backup resources before any failure happens. Table  1 reveals that only two 
approaches [46, 57] have considered the protection technique while embedding 
VDCs. On the other hand, restoration reacts after the failure occurs and starts the 
backup restoring mechanism and it is more reactive in nature. Among the surveyed 
approaches, only the work of [72] has deployed a mechanism for failure restoration. 
The key to efficient restoration mechanisms is survivable mapping in the presence 
of link failures. However, those works focus on single physical failure. Types of fail-
ures are single link, single facility node and single regional failures in the network. 
They assume that the network failures are independent from each other and only one 
failure happens at a time.

5.4  Optimization algorithms

VDCE problem is considered as a non-deterministic polynomial-time hard (NP-
hard) problem. Generally, it is difficult to develop algorithms for producing optimal 
solutions within a short period of time for this type of problem. Metaheuristic tech-
niques can deal with these problems by providing near-optimal solutions within a 
reasonable time. Metaheuristics have become popular in the past years due to their 
efficiency to solve large and complex problems. However, Table 1 shows that only 
one work [23, 24] has implemented a metaheuristic algorithm to solve the VDCE 
problem namely: an artificial bee colony and simulated annealing algorithms. A 
number of metaheuristic algorithms have been used to solve the virtual machine 
placement problems [1], namely simulated annealing (SA), genetic algorithm (GA), 
ant colony optimization (ACO), particle swarm optimization (PSO) and biogeog-
raphy-based optimization (BBO). However, there are only two metaheuristic algo-
rithms that have been used in the VDCE context Gilesh et al. [23, 24].

5.5  Green computing

Due to the high cost of power consumption as well as the concerns for global warm-
ing and CO2 emissions, recently, the green data centers have become an important 
issue for cloud service providers and InPs are facing a lot of pressure to make their 
infrastructure greener and environment friendly. The concept of green computing 
refers to the attempts to maximize the use of power consumption and energy effi-
ciency and to minimize the cost and CO2 emission [44]. Development of new com-
puting models, computer systems and applications having low cost and low energy 
consumption is the primary purposes of green computing [26]. Table 1 reports that 
numerous works has tackled the problem of maximizing energy efficiency. However, 
Table 3 shows that only the works of [2, 3] have examined the problem of green 
VDCE. More efforts are needed to study the relationship between varying work-
loads, while an attempt should be made to build frameworks for data centers that 
operate on renewable sources of energy (e.g., solar and wind power).



6356 A. Hbaieb et al.

1 3

5.6  Distributed system

In a centralized VDCE system, one central entity is responsible for performing the 
embedding. It has a global view of the data center and takes decisions according to 
the descriptions of the available physical resources. As far as we know, all the VDCE 
solutions presented in the literature are centralized. The advantage of such approach 
is that the assignment is performed, while the entity is aware of the global data center 
situation, which makes the embedding more optimal. However, it occurs scalability 
problems in large-scale data centers and presents a single point of failure (if the central 
entity fails, the entire mapping process fails). On the contrary, in a distributed VDCE 
system, multiple entities compute the embeddings. Some distributed VN embedding 
approaches are proposed [7, 17]. The main advantage of such approach is scalability, 
but communication cost and synchronization overhead need to be reduced.

5.7  Co‑location interference

When determining to place a set of VMs on a PM, many works only investigate that 
the total requested resources of the VMs do not exceed the PM’s capacity. However, in 
practice, there are also other features of the VMs that influence how appropriate they 
are for co-location. One feature to respect is correlation, which takes into account the 
resource demand of several of the VMs will increase at the same time [66]. Another 
feature is the noisy neighbor effect: Since present virtualization technologies do not 
allow entire performance isolation of the colocated VMs, if one of the VMs consumes 
a resource excessively, this may degrade the performance of the others [37]. The inter-
ested reader can refer to the works in [39–41] that tackle these issues in cloud and high-
performance computing areas.

5.8  Evaluation environment

Even though several algorithms are presented to solve the VDCE problem, they are 
mostly not comparable because (1) either does not exist a common evaluation frame-
work or (2) some minor technical issues forbid direct comparison. Unlike VNE prob-
lem, network topology generators are used to generate physical and virtual infrastruc-
tures including GM-ITM [71] and BRITE [51]. Thus, creating or extracting from any 
of the papers a data set/methodology to actually compare future algorithms would be 
very beneficial for the community. Especially as the VDC is a quite concise problem, 
collecting a reasonable data set might be easier as for the related problems.

6  Conclusion and future directions

Infrastructure as a service (IaaS) cloud computing providers, with flexible on-
demand infrastructures and pay-as-you-go pricing models, have become an alterna-
tive to the rising total cost of ownership for computing infrastructures in many enter-
prises. The rapidly growing customer demands for cloud resources have increased 
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the role of data centers in recent years. The scientific community has shown that 
data center virtualization is an alternative to solve the problems they are currently 
experiencing. Recently, the VDCE problem has become a hot topic in the cloud data 
centers because proper placement can make great contributions to provide a high-
quality cloud value-added service to end users.

In this paper, we have surveyed the past and the state-of-the-art VDCE approaches 
proposed for the cloud computing data centers. For this reason, first we provide the 
definition and objectives, and then, we present taxonomy of the VDCE approaches 
based on the type of the placement algorithm. Then, we describe various proposed 
VDCE approaches, and the VDCE factors in each approach are examined to clar-
ify the advantages, properties and limitations of each mapping algorithm in detail. 
Additionally, we present a complete comparative study of the VDCE approaches 
which feature the items that should be studied in the future researches. It is evident 
that VDCE provides a promising virtual resource allocation and scheduling method-
ology about physical resource utilization, load balancing, green computing, overload 
avoidance, traffic fluctuation and QoS in cloud computing environment. However, 
for this to become reality, some issues must be addressed in the next years, in order 
to eliminate all obstacles that would prohibit the wide use of cloud computing. As 
specified in our comparisons, most VDCE approaches are designed to improve the 
performance and energy-related problems in the cloud data centers and have ignored 
the survivability-related objectives in the VDCE algorithms. On the other hand, 
with the ever-increasing data center size growth, hardware failures are inevitable, 
which may lead to a degradation in the service performance. Moreover, security is 
one of the crucial factors which should be considered in the future VDCE researches 
and studies, and its negligence makes the whole cloud system vulnerable to vari-
ous security attacks and hinders the cloud computing critical role in the future IT 
systems.
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