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Abstract
In recent years, with the increase in users in social network, the social network has had
the feature of big data. The large-scale social network has become an indispensable part
in people’s life. However, the traditional data mining technology cannot suit the large-
scale social network. Thus, it is urgent to develop a more suitable mining technology
for the large-scale social network. In this section, a crawler model based on semantic
analysis and spatial clustering is proposed firstly. Then, the content extraction model
based on document object model tree is built to extract the target text information
from the links fetched by the proposed crawler model. The similarities between textual
information in different regions are computed to choose the important information.
Moreover, a two-stage topic clustering model based on time information is presented.
The time information is introduced into the similarity computation between two posts
or clusters. The single-pass algorithm is improved and applied in different clustering
stage to improve the clustering accuracy. Finally, the proposed algorithms are evaluated
on Hadoop platform. The Hadoop platform can effectively reduce the computing time
and improve the server quality of users in large-scale social network. Meanwhile,
the experiments demonstrate that the proposed algorithms are suitable for the data
processing in large-scale social network.
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1 Introduction

In recent years, with the development of medium and network technology, social
network has become popular rapidly. In social network, the public reaction for one
issue can be reflected by the opinions of users. But, due to the inconsistency and
diversity of the expressions, the information in social network is mostly unstructured
data. Thus, the data mining technology, such as content extraction, topic clustering,
community detection, etc., becomes the urgent requirement on discovering public
opinion, public sentiment, etc. Moreover, with the increase in users in social network,
the social network has had the feature of big data. The large-scale social network has
become an indispensable part in people’s life. It not only reflects public opinion and
public sentiment, but affects public thought and life style. Sometimes, it posed even
a threat to national security [1]. Therefore, we should reasonably utilize the social
network to guide public opinion and ensure national security. However, the traditional
data mining technology cannot suit the large-scale social network. For example, the
time overhead of topic clustering increases with the increase in scale of social network
so that large of time overhead cannot satisfy the service requirements. Thus, it is urgent
to develop a more suitable mining technology for the large-scale social network so
that the public opinion, public sentiment, etc., are easily discovered.

Content extraction is one of the importantmining technologies for large-scale social
network [2]. It is mainly used to extract the important information from the home
page of user and store them into local database. In this paper, for achieving the user
links, a crawler model based on semantic analysis and spatial clustering is proposed.
Firstly, the vector spacemodel [3] and the term frequency–inverse document frequency
model [4] are applied to decide the similarity between contents and target domain. The
target domain may be key words, one sentence, etc. Then, the sematic analysis model
is created to calculate the weight of each fetched links. The fetched links will be
listed in descending order by weight. Finally, the density-based spatial clustering of
applicationswith noise [5] is used to cluster old and new links to guarantee link number
that is related target domain.

Moreover, a content extraction model based on document object model tree is built
to extract the target text information from the links fetched by the proposed crawler
model. Firstly, the characteristics of home page of user based on document object
model tree are analyzed. Then, the home page of user is automatically divided into
several regions. The similarities between textual information in different regions are
computed. Finally, the target text information is extracted and the rest is taken as the
noisy text.

Topic clustering also is one of the important mining technologies for large-scale
social network. It is mainly used to classify the opinions from users and discovery
public opinion. In this paper, the forum is regarded as an example. A two-stage topic
clusteringmodel basedon time information is presented. Firstly, the time information is
introduced into the similarity computation between two posts or clusters by analyzing
the characteristics of forum. Then, the single-pass algorithm is applied to cluster the
new posts in first stage. Finally, the similarities between the clusters of new posts and
the clusters of old posts are computed and the clustering results of the clusters of new
posts and the clusters of old posts are achieved in second stage.
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The main contributions of this paper are summarized as follows:

• The content extractionmodel based on document object model tree is built to extract
the target text information from the links fetched by the proposed crawler model.
The similarities between textual information in different regions are computed to
choose the important information.

• A two-stage topic clustering model based on time information is presented. The
time information is introduced into the similarity computation between two posts or
clusters. The single-pass algorithm is improved to be applied in different clustering
stage to improve the clustering accuracy.

• The proposed algorithms are evaluated on Hadoop platform. The Hadoop platform
can effectively reduce the computing time and improve the server quality of users
in large-scale social network. Meanwhile, the experiments demonstrate that the
proposed algorithms are suitable for the data process in large-scale social network.

The rest of this paper is organized as follows: In Sect. 2, several related works are
presented. InSect. 3, the proposedmethodologies and the corresponding algorithms are
presented. The experimental results are demonstrated in Sect. 4. Lastly, the conclusion
of this paper is completed in Sect. 5.

2 Related work

With the development of the social network, a lot of works have been recently con-
ducted to study the content extraction problems and the topic clustering problems. In
this section, some brief descriptions about the works are given.

The focused crawler algorithm is the foundation of content extraction. Some
researchers have made a lot of works on it. Hassan and Cruz [6] proposed a novel
method to process prodigious amounts of information generated by the social network
based on an unsupervised and adaptive ontology-learning process. Meanwhile, the
most valuable pieces of information were extracted. Bai et al. [7] presented a frame-
work of focused linked data crawler for RDFdata stores by considering context graphs.
In this framework, the classifiers were trained for detecting and assigning documents
to different categories to improve the performance of the framework. Gupta [8] gave
a solution to the problems that the crawler retrieved the pages, indexed them and
extracted the hyperlinks inside the pages in the automatic publication data gatherer.
Vieira et al. [9] discussed the relationship between seed pages and the performance
of crawlers. Furthermore, he proposed a new framework of focused crawler for auto-
matically finding the seed pages and improving crawling performance and efficiency.

Almuhareb [10] presented a special focused crawler to detect Arabic poetry
resources by improving the Apache Nutch crawler. The special focused crawler imple-
mented its function by using an SVM classifier and a list of Arabic poetry related
keywords. Du et al. [11] presented an improved retrieval model, i.e., the semantic
similarity vector space model, by combining the vector space model and semantic
similarity retrieval model to improve the performance of the corresponding focused
crawler. Wei and Li [12] proposed a novel focused crawler by improving genetic
algorithm. In the improving genetic algorithm, the topic correlation and importance
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were simultaneously considered by the fitness function to improve the global search
capability of the proposed focused crawler. Boukadi et al. [13] presented a focused
crawler for cloud service discovery to guarantees saving the search time and a bet-
ter exploitation of the provider offerings with a dedicated cloud service description
ontology.

It can be known from the works on the focused crawler that the focused crawler
needs to be always improved to suit for the special application scenario. There may not
be an ideal focused crawler to suit all application scenarios. Therefore, in this paper,
a crawler model is proposed to suit for the large-scale social network. The focused
crawler model is the foundation of content extraction in the large-scale social network.
Furthermore, the content extraction problem will be studied based on the proposed
crawler model. The content extraction problem has been discussed by a large amount
of scholars.

Pouriyeh et al. [14] formulated RDF data, whichwas regarded as a very good source
of information, for the entity summarization task by combining the topicmodeling and
the word embedding technique. Luper et al. [15] integrated global positioning systems
data, RDFmetadata and datamining and proposed an application that is used to analyze
the temporal and spatial interaction in an association network environment. Zhang and
Ding [16] introduced the ontology into content extraction to improve precision rate,
recall rate and practical performance of content extraction. The content extraction is
implemented based on the ontology extraction rules. Fagin et al. [17] built a framework
to avoid the inconsistencies in IE based on the database theory. The prioritized repairs
strategy was adopted to incorporate priorities among conflicting facts for improving
the performance of content extraction. Velasco et al. [18] analyzed the architectural
pattern descriptions in terms of specific quality attributes by combining knowledge
representation and information extraction.Gao et al. [19] presented a content extraction
strategy based on time–frequency transformation to achieve the high-quality contents
from social network. Moreover, a new automatic query-reply mechanism in social
network was proposed based on the proposed content extraction strategy.

The content extraction is used to extract the important information from social
network. Then, the extracted information is stored into local database for data mining,
topic clustering, community detection, etc. In this paper, the topic clustering method
is discussed based on the proposed content extraction method. Likewise, there are also
amount of literatures on topic clustering.

Mehdi et al. [20] proposed a knowledge-based topic model by integrating an
ontology as a knowledge base into the statistical topic models in a principled way.
Furthermore, a labeling method is defined to enhance the accuracy of topic model.
Seyedamin et al. [21] proposed a probabilistic topic model by creating a single frame-
work, which included prior knowledge and statistical learning techniques, to provide
more reliable and representative summaries for entities. Yeh et al. [22] presented a
dynamic topic clustering model by considering the proportions of verbs and nouns
to capture the sequence of two adjacent topics in spoken content. Lin et al. [23] pro-
posed a term-based consensus clustering topic detection framework, which was an
unsupervised methodology, to detect distinct topics from within short text systems
collections. Meanwhile, the K-means-based consensus clustering method was used
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to address short text systems clustering, because this method had low computational
complexity and robust clustering performance.

Chakraborti andDey [24] studied the effectiveness ofK-means text clustering algo-
rithm that was adopted on multiple levels, in a top-down, divide-and-conquer fashion,
on competitor intelligence corpus. Meanwhile, the capability of multi-level K-means
clustering technique, which was used to determine the optimal number of clusters
as part of clustering process, was demonstrated. Hashimoto et al. [25] induced an
informative representation of studies into the topic detection method to improve the
performance of the underlying active learner. In addition, the semantic similarities
between documents are calculated by a neural network-based vector space model.
Zhang et al. [26] presented a hybrid relations analysis approach to discovery the rela-
tions and co-occurrence relations for topic clustering so that the topic clustering is
more effective and accurate. Nguyen [27] innovatively combined the frequency infor-
mation and the international patent classification to address the problem of semantic
information on word categorization for topic clustering.

In this paper, a topic clustering algorithm that is more suitable to large-scale social
network is proposed,which is differentwith previousworks. The single-pass algorithm
is improved by analyzing the feature of forum. Meanwhile, the time information of
posts is introduced into the similarity computation between two posts so that the topic
clustering is more effective and accurate.

3 Proposedmethodology

In this section, firstly, a crawlermodel based on semantic analysis and spatial clustering
is proposed to improve efficiency and accuracy of fetched data. Furthermore, a content
extraction model based on document object model tree is built to extract the target text
information from the links fetched by the proposed crawler model. Then, the extracted
information is stored into local database for data mining, topic clustering, community
detection, etc. Moreover, based on the proposed content extraction, a topic clustering
method is discussed with time information method to improve the accuracy of the
information retrieval.

3.1 Crawler model based on sematic analysis and spatial clustering

The crawler model is a key component of search engine system. A crawler model is
mainly used to fetch data from social network and provide data for search engines.
The data mainly includes textual and link information. However, crawler models face
some challenges. For example, how to fetch more targeted data for the specific users
is the key technique of a crawler method. In this section, a crawler model based on
sematic analysis and spatial clustering is proposed to improve efficiency and accuracy
of fetched data. Firstly, the vector space model [3] and the term frequency–inverse
document frequency model [4] are applied to decide the similarity between contents
and target domain. The target domain may be key words, one sentence, etc. Then, the
sematic analysis model is created to calculate the weight of each fetched links. The
fetched links will be listed in descending order by weight. Finally, the density-based
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spatial clustering of applications with noise [5] is used to cluster old and new links to
guarantee link number that is related target domain.

LetC � (c1, c2, . . . , cn) denoten-dimension vector that is composed fromkeyword
entries of the target domain. A n-dimension vector that consists of keyword entries
that wait for analysis is taken by Ci � (ci1, ci2, . . . , cin). ϕk and ϕik are the weight of
ck and cik respectively, which can be calculated by term frequency–inverse document
frequency.ϕ andϕi are theweight vector ofC andCi , respectively. Then, the similarity
between C and Ci is of the form: Sim(C,Ci ) � cos(ϕC, ϕiCi ). Given a threshold σ .
If Sim(Ci ,C j ) > σ , the link that waits for analysis is related to the target domain. If
Sim(Ci ,C j ) ≤ σ , the link that waits for analysis is not related to the target domain.

When a link is obtained, several new links can be achieved by source code of that
link. In this case, that link can be taken as father link and the new links should be
regarded as son links. The relationship between target domain and son link not only
is influenced by the father links, but is affected by the contents of these two entries.

Let inheri tedSim represent the inherited similarity of son link from
father link. If father link is related to target domain, inheri tedSim �
αSim( f ar therlink, targetdomain), where α(α∈[0, 1]) is the damping factor form
father link to son link. The similarity between target domain and father link is defined
by Sim( f ar therlink, targetdomain). inheri tedSim � αG f artherlink if father
link is not related to target domain, whereG f artherlink is taken as the genetic factor,
which is predefined constant.

Next, the external similarity between son link and target domain will be
computed by anchor texts and contents of son link. Let anchortext Sim �
Sim(anchortext, targetdomain) represent the similarity between the target domain
and the anchor text of son link. The similarity between the target domain and the
content of son link is defined by content Sim � Sim(content, targetdomain).
Then, the external similarity between son link and target domain is of the form
externalSim � β ∗ anchotext Sim + (1 − β) ∗ content Sim, where β is the weight
of anchotext Sim.

Therefore, the similarity between son link and target domain is of the form

Sim(sonlink, targetdomain) � γ ∗ inheri tedSim + (1 − γ ) ∗ externalSim,

(1)

where γ is the weight of inheri tedSim, γ ∈ [0, 1].
Density-based spatial clustering of applications with noise is a method to analyze

all fetched links, including both old and new links, for clustering. In this method, the
number of user links covered by area of radius r should be greater or equal to the given
threshold so that there are enough links to be fetched for target domain.

Let L � (l1, l2, . . . , ln) be the link vector, where li represents i th keyword
in the link. For clustering the old links based on the text structure and con-
tent similarity in link text, density-based spatial clustering of applications with
noise is applied. The generated link clusters by density-based spatial clustering
of applications with noise is Linkcluster � (cluster1, cluster2, . . . , clustern).
clusternumber � (cn1, cn2, . . . , cnn) is taken as the link number of each
cluster. Then, the inherited similarity between new link and old links can be

123



2896 C. Li, J. Bai

expressed by inheri tedSim(newlink, oldlinks) � ∑n
i�1 Sim(clusteri , L)cni .

The external similarity between new link and keyword I of target domain is
externalSim(newlink, oldlinks) � ∑n

i�1 Sim(li , I ). So, the similarity score is

(2)

Simlari t yscore � ηinheri tedSim(newlink, oldlinks)

+ (1 − η)externalSim(newlink, oldlinks),

where η is the weight of inheri tedSim(newlink, oldlinks), η ∈ [0, 1]. The new
links will be listed in descending order by Simlari t yscore.

Algorithm1 shows the pseudo-code of the proposed crawlermodel based on sematic
analysis and spatial clustering. Firstly, all new links in the user home pages whose link
have been achieved should be obtained according to the achieved link list (algorithm 1
line 1). Then, the similarity between each new link and target domain is computed
(algorithm 1 line 2–10). According to given threshold, the new link is decided the
relationship between new link and target domain (algorithm 1 line 11–13). Finally, the
new link that is related to target domain is assigned in the link cluster of target domain
and the new links will be listed in descending order by similarity score (algorithm 1
line 14–18).

Algorithm 1 The proposed crawler algorithm based on sematic analysis and spatial clustering

Input The link list that has been achieved Linklist
Output The new link list Newlinklist , in which all new links are listed in descending order by similarity score

1 Obtain all new links Newlinks in the home pages of users whose links have been achieved

2 for each inewlink Newlinks∈ do

3 if inewlink Linklist∈

4 continue;

5 endif

6 Calculate inheritedSim // The inherited similarity of son link from father link 

7 Calculate anchortextSim // The similarity between the target domain and the anchor text of son link.

8 Calculate contentSim // The similarity between the target domain and the content of son link

9 Calculate externalSim // The external similarity between son link and target domain 

10 Calculate ( , )iSim newlink targetdomain // The similarity between inewlink and target domain

11 if ( , )iSim newlink targetdomain δ>

12 inewlink is regarded to be related to target domain

13 end if

14 Calculate ( , )inheritedSim newlink oldlinks // The inherited similarity between new link and old links

15
Calculate 

1
( , ) ( , )n

ii
externalSim newlink oldlinks Sim l I

=
= ∑ // The external similarity between new link and 

target domain 

16 Calculate ( )iSimlarityscore newlink

17 iLinklist newlink← // The new links will be listed in descending order by ( )iSimlarityscore newlink

18 end for

The time complexity of algorithm 1 mainly consists of the time complexity of
similarity judgement of link texts and the time complexity of similarity judgement
of home pages of users. The time complexity of similarity judgement of home pages
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of users is O(n logC), where n is the number of keywords in local database and C
is taken as the number of keywords in home pages of users. The time complexity of
similarity judgement of link texts is O(n logC) + O(m2), where n is denoted as the
number of link clusters. C is the vector dimension. m is defined as the number of new
links. Therefore, the time complexity of algorithm 1 is O

(
m2

)
.

3.2 Content extractionmodel based on document object model tree

Document object model [28] is a special programming interface of standard API and
is mainly used to process and analyze semi-structured data, such as HTML, XML, etc.
Document object model takes the information to be processed as the data structures
that have the characters of tree structure and provides the access model for overall
analysis object. Currently, most of home pages of users include not only page title,
dominant text blocks, comments, other items that are related to page topic, but some
introduction information of the user home page, sponsored links, other items that are
not related to page topic. The textual information that is not related to page topic,
which is also named as noisy text, may be included in the blocks that are related to
page topic or in the blocks that are not related to page topic. So, we need to extract and
store the textual information that is related to page topic, which is named as target text,
into local database for information process or analysis. However, how to efficiently
extract the target text becomes a challenge. In this section, a content extraction model
based on document object model tree is built to extract the target text information
of user home page. Firstly, the characteristics of user home page based on document
object model tree are analyzed. Then, the user home page is automatically divided
into several regions. The similarities between textual information in different regions
are computed. Finally, the target text information is extracted and the rest is taken as
the noisy text.

Based on the analysis of document object model tree, some characteristics of user
home page are summarized as follows:

• The label portfolios of target text are similar.
• The label portfolios of noisy text are similar.
• The target text is usually stored into the leaf node of document object model tree.

In general, one textual block of user home page can be regarded as noisy text if it
satisfies any one of following conditions, which is named initial conditions.

• The information that is not related to the page topic.
• The template information that is provided by the social network provider.
• The advertisement information.

However, these conditions can not find some special noisy text that is mixed into
target text by the developer. So, the text similarity is used to discover the noisy text
in the round. The initial conditions are used to extract the keyword for each textual
block in the user home page. The word vector is denoted by V � {v1, v2, . . . , vn}.
W � {w1, w2, . . . , wn} is the weight vector of word vector. Then, we can calculate
the similarity between each word and target domain. The similarity vector for the word
vector is taken as S � {s1, s2, . . . , sn}. Let Smax � max{s1, s2, . . . , sn}. Then, the
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textual block with Smax can be regarded as the body text of user home page. But other
textual blocks may include some information that is related to page topic and is not
easily detected. Thus, we need to calculate the score of each textual block. The score
of textual blocks that has similarity sm is computed by

scorem � (1 − η)
sm

Smax
+ ηsm . (3)

Give a threshold, if the score is less that the threshold, the corresponding textual
block is regarded as noisy text. Otherwise, the corresponding textual block is taken as
the block that includes target text.

Algorithm 2 shows the pseudo-code of the proposed content extraction algorithm
based on document object model tree. Firstly, the document object model tree is initial-
ized (algorithm 2 line 1). Each leaf node in the document object model tree is defined
by a key-value pair 〈tagpath, content〉, where tagpath and content denote tag path
and content in the corresponding leaf node, respectively. Then, all script or style blocks
in user home page should be removed due to uselessness of them (algorithm 2 line
4). Furthermore, all textual blocks that include target text are extracted (algorithm 2
line 7–10). Finally, the height of document object model tree is reduced one unit and
the tag is removed (algorithm 2 line 13–15). When the value of height of document
object model tree is 1, all textual information that is related to page topic is extracted.

Algorithm 2 Content extraction algorithm based on document object model tree

Input Source code of home pages of users

Output The textual information that is related to page topic 

1 Initialize target text ,tagpath content and document object model tree

2 do until the value of height of document object model tree is 1

3 for n N∈ // N is the set of leaf nodes in document object model tree

4 if ntextblock is script or style block // ntextblock is the text block of leaf node n

5 continue;

6 endif

7 Calculate word vector V and similarity and similarity vector for the word vector S

8 Calculate nscore // The score of textual blocks for leaf node n

9 if nscore λ≥

10 ,tagpath content leaf node n←

11 end if

12 end for

13 h − −

14 end for

15 Remove the tag path in ,tagpath content
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The time complexity of algorithm 2 is O(hlogN ), where N is the number of leaf
nodes in the document object model tree and h denotes the height of the document
object model tree. Because algorithm 2 will run on Hadoop platform, the computing
time of algorithm2 should be divided by the number of computing nodes in theHadoop
cluster. In other words, the time complexity of algorithm 2 is far less than O(hlogN )

in practice.

3.3 Topic clusteringmodel based on time information

In general, the Internet forum or online community is formed by different and inter-
linked communities. In Internet forum or online community, users express their
opinions by publishing topics. Usually, a topic can be described by several keywords,
i.e., these keywords can form a sequence to represent the topic. Then, other users can
participate and discuss the topics based on their interests. However, the complicated
and overloaded Internet information brings challenges on how to rapidly and precisely
achieve interest topics. Thus, the topic clustering model based on time information
is presented to provide convenience for the information retrieval. In this section, we
use forum as an example. The characteristics of forum are analysis. Then, all posts in
the forum are clustered by improved single-pass (ISP) algorithm so that the posts are
classified and the topics are easily found.

The vector space model is used to express the contents in some post, in which each
dimension represents one keyword. The term frequency–inverse document frequency
model is used to calculate the weight of each keyword. Thus, post q can be defined
by postq � {dq1 : eq1; dq2 : eq2; · · · ; dqn : eqn}, where dp denotes pth keyword.
ep is the weight of pth keyword. In this case, the matching problem of posts can be
converted into the matching problem between vectors. The similarity between post q
and r is Sim(postq , postr ) � cos(postq , postr ).

Single-pass (SP) is mainly used to cluster the posts. Firstly, a threshold should be
given. The first post is regarded as initial clustering post. Then, a new post is chosen
in chronological order. The similarity between new post and some cluster will be
achieved. If that similarity is more than the given threshold, the new post will be
assigned into this cluster. Otherwise, a new cluster will be created with only this new
post.

However, in SP algorithm, a newpost need be calculated by using the similaritywith
each cluster, which leads to numerous of time overhead. For instance, there exist 10
thousand new posts and 1 million clusters. The number of computing times is at least
10 billion. For reducing computing times and improve computing speed, we can make
the cluster analysis for 10 thousand new posts to form new clusters. Then, each of new
clusters will be computed in similarity with each of 1 million clusters. This method
will significantly reduce computing time overhead and improve user experience. For
example, the 10 thousand clusters can be classified as 700 new clusters and the number
of computing times is 10 thousand. The number of computing times between 700 new
clusters and 1 million clusters is at most 700 million. Thus, the overall number of
computing times between 10 thousand new posts and 1 million clusters is at most 700
million and 10 thousand. This cluster process is the main idea of ISP. The number
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of computing times in ISP algorithm can achieve 90% reduction compared with SP
algorithm.

A post can be formulated as follows:

postq � (I Dq , ti tleq , contentq , createtimeq , urlq , authorq , repostersq , recontentsq ),
(4)

where I Dq , t i tleq , contentq , createtimeq , urlq and authorq denotes the ID, title,
content, creation time, URL, author about the post q, respectively. repostersq is taken
as the list of users that response the post. recontentsq is denoted as the list of response
contents.

A topic can be formulated as follows:

topicz � (I Dz, keywordsz, createtimez, lastmodi f ytimez, post I Dz), (5)

where I Dz , keywordz , createtimez and lastmodi f ytimez are defined as ID, key-
word, creation time, last modification time in the topic, respectively. post I Dz is taken
as the list of posts in the topic.

It is noteworthy that the keywords in post title are more important than ones in other
location of the post. The keywords in post title provide more information about the
content of the post. Therefore, we should give more weight for the keywords in post
title. Let yqx be the weight of keyword x in post q. yqx takes the form of

yqx � t fqx e
gx
g

G
√∑g

x�1 t f
2
qx

× local(x), (6)

local(x) �
{

χ > 1, keword x in post title
1, otherwise

, (7)

whereG is the number of posts. gx is taken as the number of posts that include keyword
x . g represents the number of keywords in post q. t fxa is the frequency of keyword x
in post q.

Investigations shows a hot topic usually experience the incubation phase, growth
phase, maturity phase and decline phase. The analysis about posts shows that the posts
that are similar in times may describe same topic. Thus, the similarity computation
between posts or topics should consider the published time of posts.

Let the release time of first post for some topic be t f irsttopic . t
last
topic is the release time

of last post for the topic. tpost denotes the release time of some post. Then, the release
time of the topic is

ttopic �

√
√
√
√

(
t f irsttopic

)2
+
(
t lasttopic

)2

2
. (8)
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The release time interval between the post and the topic takes the form

t imeinterval(tpost , ttopic) � tpost −

√
√
√
√

(
t f irsttopic

)2
+

(
t lasttopic

)2

2
. (9)

Then, the similarity between post q and r is the form

Sim(dq , dr ) � ε ×
∑n

k�1 yqk × y2x
√(∑n

k�1 y
2
qk

)(∑n
k�1 y

2
qk

) + (1 − ε) × t imeinterval(tq , ttopic),

(10)

where ttopic denotes the release time of the topic that includes post r . If the similarity
between post q and r is more than a given threshold θ , the two posts belong to the
same topic. Otherwise, post q and r are belong to different topics, respectively.

When a post is clustered into a topic, the vector center will be changed. In our paper,
the vector center can be calculated by

Vectorcenter (topicz) � 1

Q

Q∑

q�1

yzq , (11)

where topicz is the weight of topic z. Q denotes the number of posts in the cluster
for the topic. The vector center of topic z is defined by Vectorcenter (topicz). When
a post or a topic is clustered into topic z. The update process of vector center is
formulated as follows:

Vectorcenter (topicz) � 1

Q + 1
(QVectorcenter (topicz) + y

′
), (12)

where y
′
is the weight of the post or the topic is clustered into topic z.

The topic clustering algorithm based on time information mainly includes two
stages. In first stage, the new posts are clustered and the clusters of new posts are
achieved (algorithm 3). In second stage, the similarities between the clusters of new
posts and the clusters of old posts are computed and the clustering results of the clusters
of new posts and the clusters of old posts are achieved (algorithm 4). Algorithm 3 and
algorithm 4 depict the clustering process of two stages, respectively.

Algorithm 3 shows the pseudo-code of the clustering algorithm for the new posts.
Firstly, the titles and contents in posts are formulated by vector space model (algo-
rithm 3 line 2–5). Then, if the post is the first post, the post is regarded as the first topic.
Otherwise, the similarity between the post and existed post are calculated (algorithm 3
line 7–11). If that similarity is more than the given threshold, the new post will be
clustered into the cluster of the existed posts and the vector center of the corresponding
topic will be updated (algorithm 3 line 12–14). Otherwise, a new topic will be created
by the new post (algorithm 3 line 16). Finally, the clustering results of the new posts
are achieved.
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Input The post list: List post . The threshold value: thresholdValue .

Output The topic list of new posts: _List mid topic .

1 Begin

2 for (int i =0; .i List poster size< ; i + + )

6 for ( k =0; _ .k List mid topic size< ; k + + ) // Travers all existed topics

8 sin_ ( , _ [ ])tempValue Co dis p List mid topic i=

9 if ( tempValue maxValue> )

10 maxValue tempValue=

11      maxIndex k=

12 if ( maxValue thresholdValue> )

13      add2Topic ( [ ]_List mid topic maxIndex< > ) // Join temporary topic _mid topi

14      Update the vector center of temporary topic

15 else

16       Create topic ( [ ]_ 1List mid topic k< > + ) // Create a new topic

Algorithm 4 shows the pseudo-code of the clustering algorithm for clusters of new
posts and the existed clusters. Firstly, the similarity between temporary topic and each
existed topic is computed (algorithm 4 line 5–7). Then, if the similarity is more that
the given threshold, these two topics will be merged into one topic (algorithm 4 line
11–12). Otherwise, a new topic will be created by the temporary topic (algorithm 4 line
8–10). Finally, the cluster result for the clusters of new posts and the existed clusters
is achieved.
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clusters of new posts and the existed clusters

Input The topic list of new posts: _List mid topic . The threshold value: thresholdValue .

Output The updated topic list with new posts _List last topic< >

1 Begin

2 for (int i =0;  _ .i List mid post size< < > ; i + + ){

3 int k = 0, maxIndex =0

4   double tempValue , maxValue

5 for ( k =0; _ .k List mid topic size< ; k + + ) // Travers all existed topics

6 for ( j = 0 ; _ .j List lastday topic size< < > ; j + + ){

7 [ ] [ ]( )_ _ , _tempValue Cosin dis list last topic k list mid topic j= < > < >

8 if ( tempValue maxValue> )

9 maxValue tempValue=

10 maxIndex k= }

11   if ( maxValue thresholdValue> ){

12 Merge two topics

13 Update the vector center of topic

14   }

15 else

16 add2Topic ( [ ]_ 1List mid topic j< > + ) // Join a topic

17 }

18 End

The time complexity of SP algorithm is O(mkt), where m, k and t denote the
number of posts, the number of clusters and iteration times. However, in our paper, the
Hadoop platform is used to parallelly run the proposed algorithm. The time complexity
of SP algorithm is O((mkt)/nl), where n is taken as the number of nodes in Hadoop
platform, and l represents the number of tasks run simultaneously on one node. For
ISP algorithm, SP algorithm is applied in each stage. Therefore, the time complexity
of ISP algorithm is O((mkt)/nl).

4 Experimental results

In this paper, we mainly proposed two algorithms: the content extraction (CE) algo-
rithm and topic clustering (TC) algorithm. In CE algorithm, the proposed crawler (PC)
algorithm is the foundation. Furthermore, the forum is taken as example to illustrate TC
algorithm based on contents extracted by CE algorithm. TC algorithmmainly includes
two stages. In first stage, the new posts are clustered and the clusters of new posts are
achieved. In second stage, the similarities between the clusters of new posts and the
clusters of old posts are computed and the clustering results of the clusters of new
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posts and the clusters of old posts are achieved. In this section, extensive experiments
are conducted to value the performance of the proposed algorithms.

4.1 Experimental environment

In this section, the proposed algorithms will be experimentally verified. The experi-
mental environment consists of 3 computers, where one is taken as the master and the
others are taken as the slavers. Each computer is composed of Intel 2.5 GHz Core i5
CPU running at 4G RAM and 1G HDD. The operating system in each computer is
CentOS7.0. The version of the java development kit is JDK 1.7 and the version of the
NoSQL development is Hadoop 0.20.2 and Hbase0.94.12. The fundamental crawler
framework is Heritrix3.10.

4.2 Test case

In the experiments for PC algorithm, military is taken as the keyword. 10 links that are
related to military and 15 links that are not related to military are chosen as text data,
i.e., the initial number of links is 25. The number of home pages for users that are used
for experiments is 4000. The download links will be clustered every 100 links. In the
experiments of content extraction, 101 home pages of users that are downloaded by
Maze (http://e.pku.edu.cn/) and 100 home pages for users that are related to Burma
CivilWar and are downloaded byGoogle are regarded as the test data. The two datasets
are named as dataset I and dataset II, successively. In the experiments for the topic
clustering algorithm, all posts in the End of the World Forum are extracted by CE
algorithm and are taken as the test data.

4.3 Benchmark algorithm

For evaluating the performance of PC algorithm, best first search [29] (BFS) algo-
rithm and shark search [30] (SS) algorithm are taken as the compared algorithms. In
SS algorithm and BFS algorithm, only the relationship between link and target domain
is considered, and the correlation between links is neglected. However, PC algorithm
considers not only the relationship between link and target domain, but both the cor-
relation between links and the correlation between old link and new link. Therefore,
it is reasonable that SS algorithm and BFS algorithm are regarded as the compared
algorithms. For evaluating the performance of CE algorithm, five content extraction
algorithms proposed by five participating teams in symposium of search engine and
web mining (SEWM 2008) (http://net.pku.edu.cn/~sewm/) are taken as the compared
algorithm.

For evaluating the performance of TC algorithm, the SP algorithm is taken as the
compared algorithm to evaluate the performance of ISP algorithm. SP is mainly used
to cluster the posts. Firstly, a threshold should be given. The first post is regarded as
initial clustering post. Then, a new post is chosen in chronological order. The similarity
between new post and some cluster will be achieved. If that similarity is more than
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the given threshold, the new post will be assigned into this cluster. Otherwise, a new
cluster will be created with only this new post. However, ISP algorithm divides the
clustering process of SP algorithm into two stages. In first stages, the new posts are
clustered and the clusters of new posts are achieved. In second stage, the similarities
between the clusters of new posts and the clusters of old posts are computed and the
clustering results of the clusters of new posts and the clusters of old posts are achieved.
The time overhead of topic clustering by ISP algorithm is far less than that by SP [31]
algorithm, which is illustrated by a sample in paragraph 4 in Sect. 3.3. Therefore, it is
reasonable that SP algorithm is regarded as the compared algorithms.

Furthermore, k-means [31] (KM) algorithm and SP algorithm with single machine
environment are regarded as the compared algorithms to value the performance of ISP
algorithm with parallel operation. In this paper, the application of Hadoop platform
in topic clustering can significantly reduce the time overhead of clustering process.
KM algorithm is the traditional clustering algorithm. The clustering process of KM
algorithm is analogous to that of SP algorithm. But the number of clusters need to be
given by experts or experienced people. The clustering results by KM algorithm are
subjective, which leads to lower accuracy. SP algorithm is the foundation of ISP algo-
rithm. KM algorithm and SP algorithm with single machine environment are regarded
as the compared algorithms to value the performance of ISP algorithm with parallel
operation, which can illustrate not only improved performance of ISP algorithm, but
the performance of parallel computation. Thus, it is reasonable that KM algorithm and
SP algorithm are regarded as the compared algorithms.

4.4 Evaluationmetrics

In the experiments for PC algorithm, the precision and recall are chosen as the evalu-
ation metrics. Precision is the ratio of the number of extracted links that are related to
target topic (NELRTT) to the number of all extracted links (NAEL), which is denoted
by Pcrawler , i.e.,

Pcrawler � NELRT T

N AEL
. (13)

Recall is computed by the percentage of the number of extracted links that are
related to target topic (NELRTT) among the number of all links that are related to
target topic (NALRTT), which is defined by Rcrawler , i.e.,

Rcrawler � NELRT T

N ALRT T
. (14)

In the experiments for CE algorithm, also the precision and recall are chosen as the
evaluation metrics. Bur, here, precision is the ratio of the number of right extraction
information (NREI) to the number of all extraction information (NAEI), which is
denoted by PCE , i.e.,

PCE � N RE I

N AE I
. (15)
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Recall is computed by the percentage of the number of right extraction information
(NREI) among the number of all information that should be extracted (NAIE), which
is defined by RCE , i.e.,

PCE � N RE I

N AI E
. (16)

Furthermore, F−measure is regarded as the evaluation metric, which is expressed
by FCE .

FCE � (β2 + 1)PCE RCE

β2PCE + RCE
, (17)

where β is a predefined value. It is usually used to balance precision and recall. In
general, β is set to 1, 1/2 or 2.

In the experiments for TC algorithm, there are the average false positive rate, the
average false negative rate and the average cost of error execution in a system. The
average false positive rate is denoted by AFPR, which takes the form of

AFPR �
∑�

z�1 AFPRz

�
, (18)

where � is taken as the number of topics. AFPRq denotes the false positive rate of
topic z, which is of the form

AFPRq � NU Pz
N APz

, (19)

where NU Pz is defined as the number of undiscovered posts that are related to topic
z. N APz is taken as the number of all posts on topic z.

The average false negative rate is defined by AFN R, which is of the form

AFN R �
∑�

z�1 AFN Rz

�
, (20)

where � is taken as the number of topics. AFN Rz is defined as the false negative rate
of topic z, which takes the form of

AFN Rz � NN Pz
N AN Pz

, (21)

where NN Pz denotes the number of posts that are not related to topic z but in the
discovered posts. N AN Pz is defined as the number of all posts that are not related
topic z.
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Let the average cost of error execution in a system be ACEE , which is of the form

ACEE � CEEAFPR × AFPR × Prtopic + CEEAFN R × AFN R × (1 − Prtopic),
(22)

where CEEAFPR and CEEAFN R is the error execution cost of false positive and
false negative, respectively. Prtopic denotes the prior probability of generated topic.
In actual, the average cost of error execution in a system need be normalized. The
normalization of average cost of error execution is denoted by ACEE .

ACEE � 1

ACEE
. (23)

ACEE is an important indicator to evaluate the performance of clustering algo-
rithm. The performance of clustering algorithm varies inversely with the value of
ACEE . In other words, as the performance of clustering algorithm becomes better,
the value of ACEE becomes bigger.

4.5 The impact analysis of parameters

4.5.1 The impact analysis of parameter �

Parameter γ is one of the important parameters in PC algorithm. It is mainly used to
balance the effect of inherited similarity and external similarity correlations between
target domain and son link. In the experiment for the impact analysis of parameter
γ , the control various method is adopted to achieve the most suitable value for our
proposed algorithm. Other value of parameters is 0 or 1. The value of parameter γ

ranges from 0 to 1. Parameter γ is determined by Pcrawler and Rcrawler . Pcrawler and
Rcrawler are computed based on different value of parameter γ , respectively.

Figure 1 depicts the value of Rcrawler by varying the value of parameter γ . The
value of other parameter is set to 0, and the number of extracted home pages for users is
4000. In this case, with the increase in the value of parameter γ , the value of Rcrawler

increases. When γ � 0.7, Rcrawler achieves highest value 0.82. Therefore, the value
of parameter γ should be set to 0.7 according to Rcrawler , which will be better suitable
for PC algorithm.

Figure 2 illustrates the value of Pcrawler by varying the value of parameter γ . The
value of other parameter is set to 0, and the number of extracted home pages for
users is 4000. In this case, with the increase in the value of parameter γ , the value
of Pcrawler ranges between 0.65 and 0.75. When γ � 0.8, Pcrawler achieves highest
value 0.75. But, the value of Pcrawler fluctuates around 0.7, which implies that the
value of parameter γ has little impact on Pcrawler . Thus, the value of parameter γ can
be also set to 0.7 according to Pcrawler . In this case, the value of parameter γ is also
suitable for PC algorithm .
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Fig. 1 Recall with different value of parameter γ
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Fig. 2 Precision with different value of parameter γ

4.5.2 The impact analysis of parameter �

Parameter η is one of the important parameters in PC algorithm. It is mainly used to
balance the effect of inherited similarity and external similarity correlations between
new link and old link. In the experiment for the impact analysis of parameter η, the
control of various methods is also adopted to achieve the most suitable value for our
proposed algorithm. The value of parameter γ is set to 0.7. The value of parameter η

ranges from 0 to 1. Parameter η is determined by Pcrawler and Rcrawler . Pcrawler and
Rcrawler are computed based on different values of parameter η, respectively.

Figure 3 describes the value of Pcrawler by varying the value of parameter η. The
value of parameter γ is set to 0.7, and the number of extracted home pages of users is
4000. In this case, with the increase in the value of parameter η, the value of Pcrawler

ranges between 0.71 and 0.83. When η � 0.5, Pcrawler achieves highest value 0.83.
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Fig. 3 Precision with different value of parameter η
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Therefore, the value of parameter η should be set to 0.5 according to Pcrawler . In this
case, the value of parameter η is suitable for PC algorithm.

Figure 4 shows the value of Rcrawler by varying the value of parameter η. The
value of parameter γ is set to 0.7, and the number of extracted home pages of users is
4000. In this case, with the increase in the value of parameter η, the value of Rcrawler

ranges between 0.75 and 0.85. When η � 0.4, Rcrawler achieves highest value 0.85.
Therefore, the value of parameter η should be set to 0.4 according to Rcrawler . In this
case, the value of parameter η is suitable for PC algorithm.

Overall, the value of parameter η should be set to 0.5 according to Pcrawler . But,
the value of parameter η should be set to 0.4 according to Rcrawler . Thus, the value of
parameter ηwill be set to 0.45 to better suit PC algorithm by considering both Rcrawler

and Pcrawler .
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Fig. 5 The average false positive rate with different value of parameter θ

4.5.3 The impact analysis of parameter�

Parameter θ is one of the important parameters in TC algorithm. It is mainly used
to determine the correlation between two items, such as two posts, two topics, one
post and one topic, etc. In the experiment for the impact analysis of parameter θ ,
AFPR, AFN R and ACEE are used to evaluate the value of parameter θ .Meanwhile,
CEEAFPR , CEEAFN R and Prtopic are set to 0.8, 0.2 and 0.01, respectively. ε is
the weight of textual information. It is mainly used to balance the effect of textual
information and time information correlations between two posts. In the experiment
for the impact analysis of parameter θ , ε is set to 0.5.

Figure 5 depicts the value of AFPR by varying the value of parameter θ . ε is set
to 0.5. In this case, with the increase in the value of parameter θ , the value of AFPR
gets larger earlier and smaller later. When θ � 0.3, AFPR gets smallest value. θ

is an important parameter for topic clustering. The larger value of parameter θ will
increase the probability that a post is assigned into a topic. Similarly, the smaller value
of parameter θ will reduce the probability that a post is assigned into a topic. Thus,
the value of parameter θ has an important effect on AFPR. Therefore, the value of
parameter θ should be set to 0.3 according to AFPR, which will be better suitable
for TC algorithm.

Figure 6 illustrates the value of AFN R by varying the value of parameter θ . ε is set
to 0.5. In this case, with the increase in the value of parameter θ , the value of AFN R
gets larger earlier and smaller later. When θ � 0.3, AFN R gets smallest value. θ

is an important parameter for topic clustering. The larger value of parameter θ will
increase the probability that a post is assigned into a topic. Similarly, the smaller value
of parameter θ will reduce the probability that a post is assigned into a topic. Thus,
the value of parameter θ has an important effect on AFN R. Therefore, the value of
parameter θ should be set to 0.3 according to AFN R, which will be better suitable
for TC algorithm.

Figure 7 describes the value of ACEE by varying the value of parameter θ . ε is
set to 0.5. In this case, with the increase in the value of parameter θ , the value of
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Fig. 6 The average false negative rate with different value of parameter θ
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Fig. 7 The normalization of average cost of error execution with different value of parameter θ

ACEE gets larger earlier and smaller later. When θ � 0.3, ACEE gets smallest
value. Therefore, the value of parameter θ should be set to 0.3 according to ACEE ,
which will be better suitable for TC algorithm.

Overall, the value of parameter θ should be set to 0.3 according to AFPR, AFN R
and ACEE , respectively. Thus, the value of parameter θ will be set to 0.3 to better
suit TC algorithm by comprehensively considering AFPR, AFN R and ACEE .

4.5.4 The impact analysis of parameter "

ε is the weight of textual information. It is mainly used to balance the effect of textual
information and time information correlations between two posts. In the experiment
for the impact analysis of parameter ε, AFPR and ACEE are used to evaluate the
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Fig. 8 The normalization of average cost of error execution with different value of parameter ε

value of parameter ε. Meanwhile, CEEAFPR , CEEAFN R and Prtopic are set to 0.8,
0.2 and 0.01, respectively. θ is set to 0.3.

Figure 8 shows the value of ACEE by varying the value of parameter ε. With
the increase in the value of parameter ε, the value of ACEE ranges between 0.18
and 0.482. When ε � 0, ACEE achieves the largest value. ε � 0 implies that the
similarity between two items only considering the time information. However, the
performance of TC algorithm is worst in this case, which means that time information
is only an indicator in TC algorithm and it is not enough for TC algorithm to only
consider time information. When ε � 0.5, ACEE achieves the smallest value. In this
case, the performance of TC algorithm is better. Therefore, the value of parameter
ε should be set to 0.5 according to ACEE , which will be better suitable for TC
algorithm.

Figure 9 depicts the value of AFPR by varying the value of parameter ε. With
the increase in the value of parameter ε, the value of AFPR ranges between 0.18
and 0.543. When ε � 0, AFPR achieves the largest value. ε � 0 implies that the
similarity between two items only considering the time information. However, the
performance of TC algorithm is worst in this case, which means that time information
is only an indicator in TC algorithm and it is not enough for TC algorithm to only
consider time information. When ε � 0.5, AFPR achieves the smallest value. In this
case, the performance of TC algorithm is better. Therefore, the value of parameter
ε should be set to 0.5 according to AFPR, which will be better suitable for TC
algorithm.

Overall, the value of parameter ε should be set to 0.5 according to AFPR and
ACEE , respectively. Thus, the value of parameter ε will be set to 0.5 to better suit for
TC algorithm by comprehensively considering AFPR and ACEE .
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Fig. 9 The average false positive rate with different value of parameter ε

4.6 Comparison and analysis

4.6.1 The comparison and analysis for PC algorithm based on sematic analysis
and spatial clustering

Figure 10 illustrates the value of Rcrawler by varying the number of downloaded links.
With the increase in the number of downloaded links, three algorithms have different
trends in terms of Rcrawler . For example, the number of downloaded links ranges
from 3000 to 4000, the value of Rcrawler for PC algorithm increases. Meanwhile,
the value of Rcrawler for SS algorithm gets smaller earlier and larger later. But, the
value of Rcrawler for BFS algorithm becomes larger earlier and smaller later.Whatever
value the number of downloaded links take, the value of Rcrawler for PC algorithm
is always larger than that of other two algorithms. For instance, when the number
of downloaded links is 500, Rcrawler for PC algorithm is improved up to 5.63% and
8.70% comparing with that for SS algorithm and BFS algorithm, respectively. When
the number of downloaded links is 2000, Rcrawler for PC algorithm can achieve 4.05%
and 11.59% improvement over that for SS algorithm and BFS algorithm, respectively.
In SS algorithm and BFS algorithm, only the relationship between link and target
domain is considered, and the correlation between links is neglected. However, PC
algorithm considers not only the relationship between link and target domain, but both
the correlation between links and the correlation between old link and new link. Thus,
the performance of PC algorithm is better than that of SS algorithm and BFS algorithm
in terms of Rcrawler .

Figure 11 shows the value of Pcrawler by varying the number of downloaded links.
With the increase in the number of downloaded links, three algorithms have different
trends in terms of Pcrawler . For example, the number of downloaded links ranges
from 1500 to 2500, the value of Pcrawler for PC algorithm gets smaller earlier and
larger later. Meanwhile, the value of Pcrawler for SS algorithm becomes larger earlier
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Fig. 10 Recall with different number of downloaded links
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Fig. 11 Precision with different number of downloaded links

and smaller later. But, the value of Pcrawler for BFS algorithm increases. Whatever
value the number of downloaded links take, the value of Pcrawler for PC algorithm
is always larger than that of other two algorithms. For instance, when the number
of downloaded links is 500, Pcrawler for PC algorithm is improved up to 20% and
105.26% comparingwith that for SS algorithm andBFS algorithm, respectively.When
the number of downloaded links is 4000, Pcrawler for PCalgorithmcan achieve 21.17%
and 93.02% improvement over that for SS algorithm and BFS algorithm, respectively.
In SS algorithm and BFS algorithm, only the relationship between link and target
domain is considered, and the correlation between links is neglected. However, PC
algorithm considers not only the relationship between link and target domain, but both
the correlation between links and the correlation between old link and new link. Thus,
the performance of PC algorithm is better than that of SS algorithm and BFS algorithm
in terms of Pcrawler .
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In the experiment for running time with different number of downloaded links, the
number of threads is 4. Meanwhile, the download links will be clustered every 100
links. Figure 12 describes the running time by varying the number of downloaded
links. With the increase in the number of downloaded links, the running time of
each algorithm increases. For example, the running time of PC algorithm with 1000
downloaded links can achieve 306.37% improvement over that of PC algorithm with
4000 downloaded links. Meanwhile, the running time of SS algorithm with 1000
downloaded links can get 297.50% improvement over that of SS algorithm with 4000
downloaded links, and the running time of BFS algorithmwith 1000 downloaded links
can obtain 300.52% improvement over that of BFS algorithm with 4000 downloaded
links. Whatever value the number of downloaded links take, the running time for PC
algorithm is always larger than that of other two algorithms. For instance, when the
number of downloaded links is 1000, running time for PC algorithm is improved up to
20%and 6.25%comparingwith that for SS algorithm andBFS algorithm, respectively.
When the number of downloaded links is 4000, the running time for PC algorithm can
achieve 4.28% and 7.80% improvement over that for SS algorithm and BFS algorithm,
respectively.

In the experiment for download speed with different number of downloaded links,
the number of threads is 4. Meanwhile, the download links will be clustered every 100
links. Figure 13 depicts the download speed by varying the number of downloaded
links. With the increase in the number of downloaded links, three algorithms have
different trends in terms of the download speed. For example, the download speed
of PC algorithm with 1000 downloaded links can achieve 1.83% reduction over that
of PC algorithm with 4000 downloaded links. Similar, the download speed of BFS
algorithm with 1000 downloaded links can achieve 0.19% reduction over that of BFS
algorithm with 4000 downloaded links. But, the download speed of SS algorithm with
1000 downloaded links can get 0.6% improvement over that of SS algorithm with
4000 downloaded links. Whatever value the number of downloaded links take, the
download speed for PC algorithm is always smaller than that of other two algorithms.
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Fig. 13 The download speed
with different number of
downloaded links
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For instance, when the number of downloaded links is 1000, the download speed for
PC algorithm is reduced up to 1.80% and 5.76% comparing with that for SS algorithm
and BFS algorithm, respectively. When the number of downloaded links is 4000, the
download speed for PC algorithm can achieve 4.17% and 7.31% reduction over that
for SS algorithm and BFS algorithm, respectively.

Overall, the download speed of BFS algorithm is larger than that of SS algorithm
and PC algorithm. However, Rcrawler and Pcrawler of BFS algorithm are less than that
of SS algorithm and PC algorithm. The download speed of PC algorithm is closer to
that of SS algorithm comparing with BFS algorithm. With the increase in the number
of downloaded links, the computing process of PC algorithm is more complex due to
more considerations. So, the running time of PC algorithm is larger than that of SS
algorithm and BFS algorithm. But, Rcrawler and Pcrawler of PC algorithm are better
than that of SS algorithm and BFS algorithm. In practice, the difference of running
time between three algorithms is acceptable. Therefore, the integrity performance of
PC algorithm is better than that of SS algorithm and BFS algorithm by synthetically
considering Rcrawler , Pcrawler , running time and download speed.

4.6.2 The comparison and analysis for CE algorithm based on document object
model tree

Figure 14 shows the comparison results between five participating teams in SEWM
2008 and CE algorithm in dataset I. The Precision and F-measure of CE algorithm
and team 1 is better than that of other four algorithms. Moreover, the Precision and
F-measure of CE algorithm is slightly better than that of team 1. For example, the
Precision of CE algorithm is improved up to 3.60% comparing with that of team 1.
F-measure of CE algorithm can achieve 0.30% improvement over that of team 1.
The Recall of CE algorithm and team 1 are better than that of other four algorithms.
Furthermore, the Recall of CE algorithm is slightly less than that of team 1. For
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Fig. 14 The comparison results between six algorithms for dataset I

instance, the Recall of CE algorithm is reduced up to 2.60% comparing with that
of team 1. Comparing with the content extraction method based on content block
segmentation, the content extractionbasedon labelsmore suits the actual requirements.
CE algorithm can improve the precision of content extraction. Thus, the integrity
performance of CE algorithm is better than the compared algorithms.

Figure 15 illustrates the comparison results between five participating teams in
SEWM 2008 and CE algorithm in dataset II. The Precision, Recall and F-measure of
CE algorithm and team 1 is better than that of other four algorithms. Moreover, the
Precision, Recall and F-measure of CE algorithm is better than that of team 1. For
example, the Precision of CE algorithm is improved up to 7.90% comparing with that
of team 1. The Recall of CE algorithm can achieve 18.57% improvement over that of
team 1. F-measure of CE algorithm can get 13.42% improvement over that of team 1.
Comparing with the content extraction method based on content block segmentation,
the content extraction based on labels more suits for actual need. CE algorithm can
improve the precision of content extraction. Thus, the performance of CE algorithm
is better than the compared algorithms.

Figure 16 describes the execution time by varying the size of downloaded links.
From0.01 to 5GB,with the increase in the size of downloaded links, the execution time
of Hadoop platform is more than that of multi-process. For example, when the size of
downloaded links is 0.1 GB, the execution time of Hadoop platform achieves 88.89%
improvement over that of multi-process. Meanwhile, the size of downloaded links is
5 GB, the execution time of Hadoop platform is improved up to 4.09% comparing
with that of multi-process. But, with the increase in the size of downloaded links,
the difference between Hadoop platform and multi-process reduces. For instance,
when the size of downloaded links changes from 0.1 to 5 GB, the improvement for
the execution time of Hadoop platform reduces from 88.89 to 4.09%. When the size
of downloaded links is 10 GB, the execution time of Hadoop platform is sharply
reduced up to 6.43% comparing with that of multi-process. This case implies that
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Fig. 15 The comparison results between six algorithms for dataset II

0.01 GB 0.1 GB 0.5 GB 2 GB 5 GB 10 GB
0

250

500

750

1000

1250

1500

1750

2000

2250

2500

2750

3000

6.2 2.54 47.6 25.2

193.5
130

578
516

1400
1345

2620

2800

The size of downloaded links

Ex
ec

ut
io

n 
tim

e 
(s

)

Hadoop platform
Multi process

Fig. 16 The execution time with different size of downloaded links

Hadoop platform is suitable for big data process. When the size of data is small, the
performance of Hadoop platform is not reflected because most of time of Hadoop
platform is taken by the job startup and communication in this case. But, with the
increase in size of data, the ratio between the time that is taken by the job startup
and communication to overall time reduces. Then, the average time of data process
reduces so that the performance of Hadoop platform will be reflected.

Figure 17 shows the execution time per GB by varying the size of downloaded links.
From 0.01 to 5 GB, with the increase in the size of downloaded links, the execution
time per GB of Hadoop platform is more than that of multi-process. For example,
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Fig. 17 The execution time per GB with different size of downloaded links

when the size of downloaded links is 0.1 GB, the execution time per GB of Hadoop
platform achieves 144.09% improvement over that of multi-process. Meanwhile, the
size of downloaded links is 5 GB, the execution time per GB of Hadoop platform is
improved up to 4.09% comparing with that of multi-process. But, with the increase
in the size of downloaded links, the difference between Hadoop platform and multi-
process reduces. For instance, when the size of downloaded links changes from 0.1
to 5 GB, the improvement for the execution time per GB of Hadoop platform reduces
from 144.09 to 4.09%. When the size of downloaded links is 10 GB, the execution
time per GB of Hadoop platform is sharply reduced up to 6.43% comparing with
that of multi-process. This case implies that Hadoop platform is suitable for big data
process. When the size of data is small, the performance of Hadoop platform is not
reflected because most of time of Hadoop platform is taken by the job startup and
communication in this case. But, with the increase in size of data, the ratio between
the time that is taken by the job startup and communication to overall time reduces.
Then, the average time of data process per GB reduces so that the performance of
Hadoop platform will be reflected.

4.6.3 The comparison and analysis for TC algorithm of clusters of new posts
and the existed clusters

Figure 18 depicts the value of AFPR by varying the number of posts. With the
increase in the number of posts, the value of AFPR ranges between 0.18 and 0.74.
When the number of posts increases from 500 to 4000, AFPR sharply reduces. When
the number of posts is 4000, AFPR achieves the smallest value. When the number of
posts is more than 4000, AFPR is beginning to stabilize. This case implies that when
the number of posts is more than 4000, the performance of AFPR in TC algorithm is
optimal. Meanwhile, it also indicates that the performance of TC algorithm is better
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Fig. 18 The average false positive rate with different number of posts
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Fig. 19 The normalization of average cost of error execution with different number of posts

with larger number of posts. Therefore, TC algorithm is more suitable for the large-
scale social network according to AFPR.

Figure 19 illustrates the value of ACEE by varying the number of posts. With the
increase in the number of posts, the value of ACEE ranges between 0.18 and 0.658.
When the number of posts increases from 500 to 4000, ACEE sharply reduces. When
the number of posts is 4000, ACEE achieves the smallest value. When the number of
posts is more than 4000, ACEE is beginning to stabilize. This case implies that when
the number of posts is more than 4000, the performance of ACEE in TC algorithm is
optimal. Meanwhile, it also indicates that the performance of TC algorithm is better
with larger number of posts. Therefore, TC algorithm is more suitable for the large-
scale social network according to ACEE .
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Fig. 20 The average false positive rate with different topics

Overall, according to AFPR and ACEE , TC algorithm is more suitable for the
large-scale social network. Thus, the integrity performance of TC algorithm is better
in processing large-scale social network.

For evaluating the performance of TC algorithm, 117 thousand and 130 posts in
forum are extracted and analyzed by CE algorithm. Then, these posts are clustered
into 8976 topics. The top five topics with most posts are “Vladimir Putin missing,”
“Malaysian jetlinermissing,” “JackieChan,” “Spring FestivalGala” and “LiGuangyao
death,” which can be named topic 1 to 5, respectively. These topics include 98,650,
93,481, 83,256, 89,735 and 5425 posts, respectively.

Figure 20 describes the value of AFPR with different topics. Figure 20 indicates
that the performance of ISP algorithm is better than that of SP algorithm. For example,
in “Vladimir Putinmissing” topic, AFPR of ISP algorithmachieves 17.72% reduction
over that of SP algorithm. Also, in “Spring Festival Gala” topic, the value of AFPR
with ISP algorithm is reduced up to 17.19% comparing with SP algorithm. But, in
“Li Guangyao death” topic, the value of AFPR with ISP algorithm is improved up to
0.71% comparing with SP algorithm. This is because “Li Guangyao death” topic only
includes 5425 posts and the ISP algorithm ismore suitable to process large-scale social
network. Though the performance of ISP algorithm is less than that of SP algorithm
in small-scale social network, the difference between them is small. Therefore, in
aggregate the performance of ISP algorithm is better than that of SP algorithm.

Figure 21 illustrates the comparison results between three TC algorithms. The per-
formance ofK-mean algorithm, non-parallel ISP algorithm and parallel ISP algorithm
are compared in terms of AFPR, AFN R and ACCE . The results show that the value
of AFPR, AFN R and ACCE in K-mean algorithm are always largest than that in
both non-parallel ISP algorithm and Parallel ISP algorithm. For example, AFPR of
K-mean algorithm can achieve 67.14% and 83.77% improvement over that of non-
parallel ISP algorithm and parallel ISP algorithm, respectively. Meanwhile, AFN R
of K-mean algorithm is improved up to 157.14% and 350% comparing with that of
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Fig. 21 The comparison results between three TC algorithms

non-parallel ISP algorithm and parallel ISP algorithm, respectively. Thus, the perfor-
mance of K-mean algorithm for topic clustering is worst than that of both non-parallel
ISP algorithm and parallel ISP algorithm. Furthermore, the values of AFPR, AFN R
and ACCE in non-parallel ISP algorithm are always larger than that in Parallel ISP
algorithm. For instance, AFPR of non-parallel ISP algorithm can achieve 9.95%
improvement over that of parallel ISP algorithm. Meanwhile, AFN R of non-parallel
ISP algorithm is improved up to 75% comparing with that of parallel ISP algorithm.
Therefore, the performance of parallel ISP algorithm for topic clustering is better than
that of non-parallel ISP algorithm. Likewise, the performance of parallel ISP algo-
rithm for topic clustering is best than that of K-mean algorithm and non-parallel ISP
algorithm. So, it is reasonable that ISP algorithm runs on Hadoop platform.

5 Conclusion

In this section, a crawler model based on semantic analysis and spatial clustering is
proposed firstly. Then, the content extraction model based on document object model
tree is built to extract the target text information from the links fetched by the proposed
crawler model. The similarities between textual information in different regions are
computed to choose the important information. Moreover, a two-stage topic clustering
model based on time information is presented. The time information is introduced into
the similarity computation between two posts or clusters. The single-pass algorithm is
improved to be applied in different clustering stage to improve the clustering accuracy.
Finally, the proposed algorithms are evaluated on Hadoop platform. The Hadoop
platform can effectively reduce the computing time and improve the server quality of
users in large-scale social network. Meanwhile, the experiments demonstrate that the
proposed algorithms are suitable for the data process in large-scale social network.

In this paper, theCE algorithm ismainly used to extract the text information in large-
scale social network. For illustrating the application scenario of CE algorithm, the
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forum is regarded as an example. Furthermore, ISP algorithm is proposed to improve
the performance of topic clustering. Thus, ISP algorithm is more suitable for topic
clustering in forum, which is also the limitation or shortcoming of our paper.

So, in subsequentwork, wewill test and verify the proposed algorithms inmore data
sets and application scenario. Utilizing the proposed algorithms to track the evolution
of public opinion would be a promising future research direction.
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