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Abstract

Financial institutions in China, such as banks, are encountering competitive impacts
from Internet financial businesses. To address these impacts, financial institutions are
seeking business innovations, such as an automatic credit evaluation system that is
based on machine learning. Abundant new credit data are required in the implemen-
tation of new businesses to establish related risk evaluation models; however, new
businesses lack data. Based on these insights, this paper innovatively proposes the
idea of transfer learning, determines the similarity between traditional businesses and
new businesses and transfers the data of traditional bank businesses to new business
data to construct new training sets and to train small data sets. The reconstructed
training data sets are used to train default risk prediction models, compare them with
the benchmark models in the tests and validate the performance and adaptation of the
default prediction model based on transfer learning technique. Our study highlights
the commercial value of the transfer learning concept in the financial risk field and
provides practitioners and management personnel with a decision basis.
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1 Introduction

The consumer market in China has a bright future. The gross retail sales of social con-
sumer goods of China in 2017 were RMB 36,630 billion, which increased by 10.2%
compared with that of the previous year. As the absolute scale continues to increase,
the per capita disposable income of urban residents also increases annually, which pro-
vides a solid foundation for a consumption upgrade. Consumer credit maintains rapid
growth in China. The data in the “2017 China Consumer Credit Market Development
Report” indicate that the market scale of consumer credit (excluding mortgage loans)
was RMB 9800 billion at the end of 2017, which is 12.32% of the gross domestic
product (GDP). Although the market has a bright future, traditional banks and finan-
cial institutions will unavoidably face an increasing amount of competition after the
implementation of consumer credit business, especially small-scale banks and finan-
cial institutions. With an increase in the consumer credit market scale, this competition
is intensifying in this industry. Consumer finance enterprises with licenses, peer-to-
peer (P2P) platforms and Internet financial enterprises that are based on electronic
commerce are continuously joining this industry, which will create competition with
traditional banks and financial institutions. An increasing number of traditional finan-
cial institutions have established automatic risk control mechanisms based on machine
learning using financial technology to improve the traditional artificial risk identifica-
tion mode. By introducing a novel machine learning algorithm, the data become an
important asset of banks and financial organizations, and data analysis becomes an
important and revolutionary approach to thinking about reform. The algorithm will
ultimately drive the transformation of the bank business mode and realize intelligent
risk control. Therefore, data-driven risk control models based on advanced machine
learning algorithms have realistic significance.

Consumer credit in consumer finance refers to a small cash loan that is based on
technical means, such as the Internet, and features no mortgage, no guarantee and no
scenario. Generally, the loan period is three to six months. The traditional consumer
credit default risk prediction model, which is based on machine learning, can only
effectively run when it satisfies the following assumed conditions. A suitable classi-
fication model can be learned from a sufficient number of workable training samples,
and the training and testing data are obtained from the same feature space and the same
distribution. However, data samples for training are lacking in the implementation of
the consumer credit business and the establishment of a default risk prediction model
for a real application environment. When the data distribution changes, a substantial
number of learning models will need to be reestablished using the recollected training
data. This process is costly, and collecting all required training data and reestablishing
the prediction model in real financial applications is difficult. To solve this problem of
insufficient training samples, namely the small sample issue, credit card data samples
that are similar to consumer credit data samples can be employed. By discovering the
similarity between two samples [1], the data in the auxiliary training sample sets can
be transferred to the objective training sample set via the transfer learning mechanism.
Based on the previously mentioned content, the constraint conditions of the learning
model should be reduced as much as possible to ensure that the learning model can

@ Springer



864 W. Lietal.

effectively adapt to the training data. Therefore, transfer learning between the data
fields is required in this case.

The traditional default prediction methods [2] include the statistical analysis method
and the machine learning method, which have been successfully applied, e.g., Z-score
model, ZETA model and logit model [3]. These three credit evaluation methods aim
to establish the association between the credit level and the influence factors and then
to accurately assess the credit conditions [4]. The method based on statistical analysis
features has a long development history, relatively mature technology and an extensive
application [5]. In addition, the default prediction aims to assess the risk level of the
credit customers and predict the default possibility [6]. When the default prediction
issue is transformed to a binary classification issue, the default prediction issue can be
easily solved. To improve the model design defects in the traditional statistical anal-
ysis method and its insufficient nonlinear processing capabilities, machine learning
methods are introduced for the default prediction issue [7]. For example, a support
vector machine (SVM) is used to generate the determination and analysis functions
[8]. However, these functions are not affected by assumptions and have fewer restric-
tions. Multiple machine learning models are used as individual classifiers, and default
prediction methods, such as bagging, boosting and the random forest model, are inte-
grated. The combination of these machine learning algorithms has a bright future. In
addition, the integration of individual classifiers (logic regression, decision tree, arti-
ficial neural network (ANN) and SVM) provides better prediction performance than
the implementation of a single classifier [9, 10].

Issues at the data level, such as scarce samples, imbalanced classes and high-
dimensional features, will reduce the performance of the default risk prediction model
[11]. In particular, the research and development (R&D) aspect of a new financial
credit product can be expected to be supported by a massive amount of data. Different
testing models need to be established, especially the construction of the default risk
prediction model. Although a massive amount of training data are required to establish
an excellent default risk prediction model, new businesses lack massive data sets or
model training frameworks. Thus, the performance when implementing the traditional
default risk prediction model may be poor. Based on this analysis, the default predic-
tion model of business B is established by learning the data of business A (which
indicates the credit card business as the auxiliary training data set) and business B
(which indicates the consumer credit business explored in this paper as the objective
training data set) according to the idea of transfer learning. Although business A dif-
fers from business B, they are associated. The knowledge of business A (it indicates
data) can be transferred to business B using the transfer learning technique, which can
enhance the performance of the default prediction model of business B. The classi-
fication results of three individual classifiers can be fused to improve the prediction
performance of the prediction model via the ensemble learning strategy.

The remainder of this paper proceeds as follows: In Sect. 2, we provide a simple
review the transfer learning technique and default risk prediction model. In Sect. 3,
we present the prediction model and data based on the transfer learning technique. In
Sect. 4, we discuss the model prediction results. In Sect. 5, we present final comments,
discuss the implications of the study, including the strengths and weaknesses of the
paper, and offer suggestions for future research.
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2 Related works

The default model is designed using the initial financial ratio, within the range of the
credit risk management. These financial ratios are calculated using the data on the
balance sheet and income account [12]. The ratios reflect their availability and stan-
dardization degree prediction capabilities. Generally, they can distinguish the default
enterprises from the nondefault enterprises [3]; thus, they are easily obtained and
homogeneous because they are calculated using a given supervision framework in a
similar manner. Other variants can improve the model accuracy. With the exception
of the financial method, however, the remaining dimensions are seldom utilized [13].
Therefore, the accounting-based model dominates default prediction. However, the
main weakness of the designed models is that they apply few variant estimates [12,
13].

The main idea of the default prediction task is to establish a quantified model
and predict or assess the credit level of the loan customers according to a group of
explanation variants [14]. The task aims to estimate the default probability and can
be regarded as a general classification task. In past decades, different classification
algorithms have been applied to study default prediction based on traditional statisti-
cal methods or machining learning technology [15]. An individual classifier primarily
establishes a credit scoring model using a statistical method or a machine learning
approach. The statistical methods include linear discriminant analysis, multiple dis-
criminant analysis, logic regression or Bayesian networks. However, numerous studies
show that the machine learning approach has a prediction precision that is higher than
that of the traditional statistics method. These methods include neural networks [16],
decision trees [17], SVMs [18], genetic algorithms [19] and naive Bayes classifiers
[20]. The decision tree has been extensively applied in the construction of classifi-
cation models because it is similar to the reasoning process invoked by humans and
is easily understood. Sun et al. proposed a new decision ensemble model based on
the synthetic minority oversampling technique (SMOTE) and a bagging ensemble
algorithm to process the imbalanced enterprise credit assessment. This algorithm is
better than other algorithms [21]. SVMs do not require a prior hypothesis and can
solve the high-dimensional data issue. High-dimensional data have been extensively
applied in the credit scoring domain [22]. With its multilayer network and nonlinear
transfer function, the neural network is more discriminatory than logistic regression
and other statistical methods and demonstrates its excellence in the establishment of
the credit scoring model [23]. The basic principle and optimization function of the
machine learning method is diversified.

Numerous other methods based on multiple regression [24] have been extensively
applied. If a debtor evaluates the risks, the default prediction technology is very
important. The traditional approach to evaluate the default probability employs logic
regression in bank departments. Recently, researchers who study default probability
are primarily evaluating machine learning approaches (closely associated with statis-
tical data). Their feature selection capability eliminates some features with minimal
prediction capabilities, reduces dimensionalities of the feature space and deletes unre-
lated data. Boosting is a machine learning algorithm that can reduce the variance and
deviation in supervised learning [25]. Boosting and feature selection can be combined
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as one method for default prediction [10]. In addition, the prediction models applied
in the empirical literature can be divided into parametric models and nonparametric
models [18]. The linear regression model is a popular parametric model that is robust
and effective in the prediction and explanation of default risks [26]. Conversely, non-
parametric methods are more flexible in default prediction models. In particular, no
prior hypothesis is required when nonparametric methods are used to fit a regression
model [27].

The structures and features of the credit data have significantly changed in past
years; thus, traditional prediction methods cannot effectively solve encountered prob-
lems [28]. With the presentation of the transfer learning framework [29], some
computational intelligence approaches, such as neural networks, Bayes networks and
fuzzy logic, have been applied in real applications. These methods have been suc-
cessfully applied in fields such as natural language processing, computer vision and
biologics [30]. In addition, they are also applied in finance and commerce management
fields [31]; however, related scientific research seldom occurs. Therefore, the transfer
learning technique is chosen to solve the insufficient training data set problem and
effectively improve the performance of the prediction model in credit risk modeling.

3 Methods and materials

We introduce the credit data set and the proposed method in this section. We predict
the customer’s default level for individual consumer credit according to two different
credit data sets. We establish the default prediction model of business B by learning the
credit card business (represented as business A) and the consumer credit loan business
(represented as business B). Although business A completely differs from business B,
they are associated. The transfer learning technique is used to transfer the knowledge of
the business A (which indicates the data, and the association/associated characteristics
between the data can be discovered by computing the similarity between data/features)
to business B. In this paper, to enhance the default prediction model of business B,
three classifiers are trained, and the classification results of a single classifier are
fused by an ensemble learning strategy to improve the performance of the prediction
model. We compare the default risk prediction model based on the transfer learning
framework and other traditional default prediction models based on machine learning
techniques without processing the transfer learning technique. The flowchart of this
paper is shown in Fig. 1.

3.1 Credit data set

The experimental data in this paper come from a consumer finance company in China,
in which the credit data set contains three data sets: A_train.csv data file, B_train.csv
data file and B_test.csv data file. The credit card business (A_train.csv) consists of
credit loans that belong to noncash transaction payment methods. These payment
methods are characterized by credit loans in which the debtor does not need to provide
collateral and can obtain loans with only his credit, and the credit level of the borrower
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Step 1: Transfer Learning Framework Step 2: Individual Classifiers Training Step 3: Ensemble Learning Strategy

Auxiliary training data GBDT
Individual classifiers fusion
Fcalurc—oncn.lcd transfer XGBoost >
learning
Objective training data LightGBM ‘

Feature-oriented transfer
learning based default
prediction approach

Fig. 1 General framework for default prediction model based on transfer learning

serves as the repayment guarantee. The maximum period generally does not exceed
50 days. The consumer credit business (B_train.csv) is also a credit loan; it issues
commodity currencies to consumer credit users in an unsecured manner, which is
similar to the credit card business in some aspects. However, the consumer credit
business differs from the credit card business in several aspects: First, the maximum
amount of consumer credit may be RMB 200,000, whereas credit cards generally
range from thousands to tens of thousands; second, the manner of use is different.
Credit cards can only be used for shopping, whereas consumer credit can be used
to withdraw money for multidimensional consumption and purchase behavior. Third,
the interest calculation methods are different. Credit card users can enjoy an interest-
free discount as long as they repay the credit card balance within the stipulated time,
whereas consumer credit borrowers need to repay their loans on time every month,
and the interest is calculated from the effective date of the loan. Due to the correlation
between the two services, knowledge of credit card services (referred to herein as data)
is transferred to consumer credit services via the transfer learning technique to enhance
the default risk prediction model for consumer credit services. Specifically, the data in
A_train.csv, including features and labels, consist of 40,000 credit samples and 490-
dimensional features with one-dimensional labels. The loan period is 30-50 days, and
the average loan amount is several thousand to tens of thousands of medium credit loan
business A training data. The data in B_train.csv, including features and labels, consist
of 4000 credit samples, 490-dimensional features with one-dimensional labels. The
loan period is three to six months, and the average loan amount is tens of thousands to
hundreds of thousands of credit loans. B_test.csv is the testing data of 13,463 consumer
credit businesses with 490-dimensional features.

3.2 Transfer learning technique

This paper proposes the default risk prediction method based on the feature-oriented
transfer learning using three individual classifiers based on the tree structure to predict
the default level of consumer credit customers. The transfer learning technique is also
referred to as inductive transfer and field adaptation, which is an important area of
study in the machine field [32]. Transfer learning aims to apply knowledge or pattern
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learning in a field or task to a different related field or problem. Transfer learning
facilitates learning by an analogy similar to learning in humans, e.g., learning to walk
skills can be used to learn to run, and learning to identify a sedan can be used to
learn to identify trucks. The core of transfer learning is to determine the similarity
between the source domain and the target domain and reasonably utilize it [33]. The
target domain indicates the consumer credit business data to study in this paper, which
is also referred to as the objective data. The source domain indicates the credit card
business data and is also referred to as auxiliary data. The consumer credit business
data are insufficient and cannot be used to train an effective default prediction model;
thus, similar data in the credit card business are transferred to form a new training data
set and assist the training of the prediction model [34]. Therefore, this paper aims to
determine the similarity between two data sets, transfer partial data in the credit card
business to the consumer credit business via the feature-oriented method and form a
new training data set. This method can enhance the robustness of the training data set
and avoid underfitting.

First, the data in the credit card business and consumer credit business are transferred
and fused to form the new training data set for data preprocessing and feature engi-
neering. Second, the extreme gradient boosting (XGBoost) model is used to score the
importance of the features and select suitable feature combinations for the prediction
model. Third, the new training data set is used to train the gradient boosting decision
tree (GBDT), XGBoost and light gradient boosting machine (LightGBM) classifiers
based on the tree and optimize the optimal parameter combination of the prediction
model. Last, the trained GBDT, XGBoost and LightGBM individual classifiers are
fused via an ensemble learning strategy.

3.3 Transfer learning-based default prediction model

Before individual classifiers are trained, the similarity between the sample data from
business A (credit card business) and business B (consumer credit business) is cal-
culated using the dot product to transfer the auxiliary training data to the objective
training data using the feature-oriented transfer learning technique; the new train-
ing data set is constructed, and the prediction method in this paper implements it to
accurately and effectively predict the default level of credit customers [35].

If vectora = [ay, ap, ..., ay] and vectorb = [by, b, ..., b,], then the dot product
equation of a and b is

a-b=abi+abr+---+a,b,
The one-dimensional vectors a and b have the same rows and columns.
The dot product can geometrically represent or calculate the angle between two
vectors and the projection of vector b in the direction of vector a. The equation is

described as follows:

a-b = |a||b|cos6
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Fig. 2 Geometric representation
of the dot product

Table 1 Relationship between two vectors

a-b [% Angles Orientation
>0 0° <6 <90° Acute angle Unidirectional
=0 0 =90° Right angle Perpendicular
<0 90° < 6 < 180° Obtuse angle Contrary

In Fig. 2, ¢ = a — b. According to the triangular cosine theorem, we can obtain
¢ = a? +b? —2|a||b| cos . According to the relation ¢ = a — b (a, b and ¢ indicate
the vectors), we can obtain

(@a—b)-(a—b)=a*>+b*>—2a-b=a’>+b>—2|a||b|cosb
Namely,
a-b =|a||b|cos6

The length of the vectors a and b are the known values to calculate; thus, the angle
6 between vector a and vector b is

0 = arccos< a-b )
[a]|b]

Based on this equation, the angle between vector a and vector b can be calculated.
Thus, we can determine whether two vectors have the same direction or are orthog-
onal to each other (perpendicular). For the specific corresponding relation, refer to
Table 1.

If the cosine angle (9) calculated for the feature similarity between two samples
satisfies the condition 0° < 6 < 90° in this paper, a strong similarity exists between
the two samples, and the data in the two samples can be transferred to form new training
data according to the transfer learning technique. If the cosine angle (9) calculated for
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the feature similarity between two samples satisfies the condition 90° < 6 < 180° in
this paper, a weak similarity exists between the two samples. If the data are transferred,
anegative transfer will occur. These data in business A shall be deleted and will not be
transferred to business B to avoid constructing an inaccurate prediction method due
to the data.

The GBDT, XGBoost and LightGBM machine learning models serve as the indi-
vidual classifiers in the construction of the default risk prediction method for the
feature-oriented transfer learning in this paper [36]. Machine learning methods based
on ensemble learning have been shown to perform better than a single classifier,
as indicated in several references [22, 28, 37, 38]. Boosting is an ensemble learning
method that belongs to classification algorithms. The weak classifiers can be enhanced
to become strong classifiers and realize precise classification by training. The weak
classifier is the submodel generated in each iteration. The strong classifier is the final
prediction model. After each iteration, the classifier generated in each iteration will
be added to the final model with a certain weight. The GBDT is the gradient boosting
decision tree; it is an extensively applied algorithm in the current machine learning
field. For XGBoost, to efficiently implement the GB algorithm, the classification and
regression tree (CART, gbtree) or a linear classifier (gblinear) can be applied as the
base learner. LightGBM is an open-source algorithm that was released by the DMTK
team of Microsoft Research Asia, which implements the GBDT algorithm framework
and features quick training and low memory consumption. The three classifiers are
introduced as follows.

3.3.1 GBDT

The decision tree is a basic classification and regression method that features quick
classification and visual explanation of the model; however, it sometimes causes over-
fitting. Although the decision tree is pruned, the result is not satisfactory. The boosting
method can be used to learn multiple classifiers, linearly combine these classifiers and
improve the classifier performance by changing the weights of the training samples in
the classification. (The weights of incorrectly classified samples are increased, and the
weights of the correctly classified samples are decreased.) Decision trees are combined
with boosting to generate a variety of algorithms, including the boosting tree and the
GBDT. The GBDT can implement a data classification or regression algorithm using
the additive model (namely a linear combination of base functions) and continuously
decreasing the residual errors in training [39].

After multiple iterations of the GBDT, a weak classifier is generated for each iter-
ation. Each classifier is trained based on the residual errors of the previous classifier.
Generally, the weak classifiers are sufficiently simple and include low variance and
high deviation because the precision of the final classifier is continuously improved
by decreasing the deviation. The CART is selected as the weak classifier. Each clas-
sification regression tree will not be too deep due to the previously mentioned high
deviation and simplicity requirement. The general classifier is obtained by calculating
the weighted sum of the weak classifier of each training model (namely the additive
model). The final model form is described as follows:
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M
Fr(x) = ) T(x;60)

m=1

This model is trained for M rounds, and a weak classifier 7 (x; 6,,) is generated for
each round. The loss function of the weak classifier is described as follows:

N
O = argmin Y " L(yi, Fue1(x0) + T (xi30))

On =1

F—1(x;) indicates the current model. The GBDT identifies the parameters of the
next weak classifier by minimizing the experience risks. The loss function is selected
based on L, including the square loss function, the 0—1 loss function and the logarithm
loss function.

3.3.2 XGBoost

Similar to the GBDT model, the XGBoost model is an ensemble model that is generated
via continuous iterations of weak classifiers. For a given credit data set D = {x;, y;}
with n samples and m features, x and y indicate the characteristic variant and the label
variant, respectively [40]. The prediction value J; of the ith sample can be represented
as the additive model of K decision trees and is represented as follows:

K
Ji=) filx), fu e F

k=1

In this equation, each iteration will generate a decision tree, f; indicates the kth
decision tree generated in the kth iteration, and F is the set of all decision trees.

The XGBoost model differs from the GBDT objective function: It includes the new
regularization items based on the original objective function and solves the overfitting
problems by penalizing the model complexity. The minimal objective function is
described as follows:

n K
Obj =Y " 1(yi $i) + Y _ 2(f)
i=1 k=1

In this equation, the loss function / can be diversified, including the square loss and
the logarithm loss. Y £2 (i) is the penalty term for the complexity of the entire model,
and £2( fi) represents the penalty term of the kth number and can be represented as
follows:

1
) =yT+ Emz
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In this equation, y is the complexity parameter, X is the constant coefficient, and w
is the sample weight of the leaf node, namely the split of the leaf. w? is the L2 norm
square of the left weight.

The target function of the tth iteration is calculated by using the result of the ¢ —
1 iteration and the tree f;(x) of the tth fusion model. Each iteration will generate a
tree; thus, the target function [41, 42, 43] can be changed and expanded by using the
second-order Taylor series to obtain

LY~ Z[l (yi, P04 gi fixn) + %hiff(xi))} +2(f)
i=1

3.3.3 LightGBM

The GBDT is an ensemble model of the decision tree and is trained by order. The
GBDT learns the decision tree by fitting the negative gradient (namely the resid-
ual error) in each iteration. The main cost of the GBDT is caused by decision tree
learning. The time-consuming learning process of the decision tree involves finding
the best segmentation point. A popular algorithm for determining the segmentation
point is the presorting algorithm, which enumerates all possible segmentation points
of presorted feature values. This algorithm is simple and can be applied to determine
the optimal segmentation point. However, this algorithm has low efficiency in training
speed and memory consumption. Another popular algorithm is based on the histogram.
The histogram-based algorithm can place a continuous feature value in a discrete box
and construct the feature histogram using this box in training. This algorithm does
not determine the segmentation points from the sorted feature values. Because the
histogram-based algorithm is more efficient in training speed and memory consump-
tion, we implement it in our study. The histogram-based algorithm can determine the
best segmentation point according to the feature histogram diagram. The cost of the
construction of the histogram diagram is O (#data x #feature), and the cost of deter-
mining the segmentation point is O (#bin x #feature). Generally, #bin is substantially
less than #data; thus, the construction of the histogram diagram will dominate the com-
puting complexity. If we can reduce #data or #feature, we can considerably accelerate
the GBDT training [41].

Ke et al. proposed a new GBDT sampling method to balance the reduction of the
data instances and the accuracy of the decision tree learning [42]. The sample weight is
a suitable index for the importance of the data instances in AdaBoost. No local sample
weight exists in the GBDT. The sampling method proposed in AdaBoost cannot be
directly applied. The gradual change of each data instance in the GBDT provides
useful data sampling information; namely, if one instance is associated with a small
gradient, the training error of this instance is very small, and this instance is trained
well. A simple method is to discard the data instances with small gradients. However,
this action will change the data distribution and damage the accuracy of the learning
model. To avoid this issue, this paper proposes a gradient-based one-side sampling
method.
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Gradient-based One-Side Sampling (GOSS) reserves numerous instances with
higher gradients and can randomly collect samples for instances with smaller gra-
dients. To compensate for influences on the data distribution, when the calculating the
information gains, GOSS introduces a constant multiplier for data instances with small
gradients. GOSS sorts data instances according to the absolute gradients of the data
instances and selects the top 100% instances. However, 100% instances are randomly
sampled from other data. GOSS subsequently amplifies the sampled data with small
gradients using a constant. When calculating the information gains, we can focus on
instances that are not sufficiently trained, which only slightly change the distribution
of the original data.

In addition, Ke et al. proposed a new method to effectively reduce the features
[42]. Generally, the high-dimensional data are very sparse. Feature space sparsity
enables the reduction of features without loss. Many features are mutually exclusive
in the spare feature space; namely, they do not simultaneously assume nonzero values.
We can securely bundle exclusive features into a single feature. (We refer to it as
an exclusive feature bundle.) With a precisely designed feature scanning algorithm,
we can establish the same feature histogram diagram from the feature bundle. For
#bundle « #feature, the construction complexity of the histogram diagram changes
from O (#data x #feature) to O (#data x #bundle), and we can rapidly accelerate the
training of the GBDT without an influence on accuracy.

3.4 Ensemble learning strategy

The fused individual classifiers can introduce some strengths in the following three
fields. First, statistical information shows that multiple hypotheses may attain an equal
performance in the training set due to the large hypothesis space of the learning tasks.
When this occurs, if a single classifier is employed, low-performance generalization
may occur due to incorrect selection. This risk can be reduced by combining mul-
tiple individual classifiers. Second, calculation information shows that the learning
algorithm frequently falls into a local minimum, and the corresponding generation
performance of some local minima may deteriorate. After multiple runs, the algo-
rithm may fall into the worst local minimum. Third, the representation shows that the
true hypothesis of some learning tasks may not fall within the hypothesis space of the
current learning algorithm. When this situation occurs, a single classifier is ineffective.
Multiple classifiers can be combined to expand the corresponding hypothesis space
and learn more approximate results.

Based on this analysis, we select the linear weighting method as the integration
strategy of the individual classifiers because it is simple, transparent, easily executed
and performs well in empirical applications. The mathematical form is described
as H(x) = ZiTzl w;h;i(x), where w; is the weight of the individual classifier ;.
Generally,w; > 0 and ZiTzl w; = 1.
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4 Experiments and results analysis
4.1 Data preprocessing and feature engineering
4.1.1 Data preprocessing

In this paper, the default prediction problem is essentially a binary classification prob-
lem. The features are divided into user features, user network behavior features and
user product behavior features. The missing conditions of different types are counted,
and exploratory data analysis is performed. The user features include the type features
and continuous features. The product features and network features only include the
type features. Some features are extensively missing.

Missing values or missing features are processed differently for different problems.
Sometimes, we delete them or fill them. (Filling modes are different.) The abundance
of missing values in the loan business for the credit data set of this paper has a practical
interpretation. Generally, either values are missing due to users’ purposes or they do
not exist. As aresult, we cannot collect these data, which consequently enable a simple
understanding of the business. For this case, an effective mode is to directly fill in a
value. (It can be filled in differently according to different data types.)

Different numbers of missing cases exist between features; e.g., UserInfo_1 only
includes one data sample, and UserInfo_3 includes 1515 data samples. Thus, the data
have a considerable number of missing values. UserInfo_12 does not have any missing
data. For different missing cases, we delete features or samples. Because extensive
missing features admit a large amount of noise to the model, the model learning is
severely disturbed during learning. To enhance the model robustness, we delete data
with higher noise.

Based on the analysis in Figs. 3,4 and 5, we observe that partial features are severely
missing, and the maximum miss rate is 99%. In addition, one significant boundary
line is located at approximately 60%; thus, we delete the samples with more than a
60% miss rate. When the missing values are processed, we start to transfer features
and perform transfer learning among the data.

4.1.2 Feature engineering using transfer learning

Not all data are normalized; e.g., the minimum and maximum of UserInfo_270 are
7000 and 401,000, respectively. The minimum of ProductInfo_216 is 0. Although the
ranges of different features differ, the models selected in this paper are based on the
tree model; thus, normalization is not required.

The first 25 features trained by the XGBoost model are listed and sorted in Fig. 6.
Feature represents the feature name. The data set includes 490-dimensional features,
and the label feature is the flag. (One represents the default customer, and zero repre-
sents the nondefault customer.) Score indicates the feature score after training. (Top
25 feature attributes with the maximal feature score are displayed.)

To design the transfer learning algorithm, we select the data to transfer. Partially
important features in three data sets are visually analyzed. For example, for the feature
UserInfo_82, Figs. 7, 8 and 9 show that the distribution of UserInfo_82 is similar in
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the three data sets. (The XGBoost model yields the maximal significance score for
this feature.) Feature data in the auxiliary training data set A_train that are similar to
those in B_train are transferred to the B_train target training data set for training to
improve the performance of the prediction model. The new UserInfo_82_new obtained
by the dot product of the feature UserInfo_82 in the A_train and B_train is used as
the feature after the B_train transfer. The new target training data set B_train is input
to the classifier for training after transfer leaning.
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Fig. 6 Feature importance scores for XGBoost

4.2 Experimental results

We train the proposed prediction model according to the auxiliary training data set and
target training data set in this section and add the transfer learning skills. The training
results of the prediction model are tested and compared with different benchmark
models. The benchmark models are divided into ensemble prediction models without
transfer leaning skills (linear integration of GBDT, XGBoost and LightGBM) and a
single benchmark model (including GBDT, XGBoost and LightGBM models with
transfer skills and GBDT, XGBoost and LightGBM models without transfer skills).
We compare the testing results of seven benchmark models.
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In addition, hyperparameters of all machine learning algorithms are optimized using
50% cross-validation in the training set. Python (version 3.6.5), which is an open-
source program language, is used in the test. Python is an object-oriented explanatory
computer programming language and includes rich and powerful library functions. All
experiments are performed on a notebook computer with a 2.8 GHz Intel i7 central
processing unit (CPU) and 16 GB RAM on a Windows 10 operating system.

4.2.1 Evaluation metrics

To accurately evaluate the default conditions of the consumption lenders, we consider
some evaluation indexes in the machine learning algorithm [44]. For example, speci-
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ficity (SPE, referred to as the true negative rate, TNR), sensitivity (SEN, referred to
as the true positive rate, TPR), receiver operating characteristic (ROC) and the area
under the ROC curve (AUC) are evaluated. The SPE and SEN are used to measure the
correctness of the classification prediction and are defined as follows:

TN
SPE = ——
TN + FP

TP
SEN = ——
TP + FN

where TP indicates true positive, FP indicates false positive, TN indicates true negative,
and FN indicates false negative.

We measure the discrimination capability of the model using ROC and AUC. AUC
is based on the area under the ROC curve. The ROC curve is a complete sensitivity
and specificity report for model evaluation. The false positive rate (FPR) is the lateral
axis, the TPR is the vertical axis, FPR = % and TPR = % in the ROC
curve. For a classifier, a group (FPR, TPR) is obtained from the above coordinate axis
by adjusting the threshold of the classifier. To connect these points, an ROC curve
is plotted. The classifier threshold indicates the probability output of the classifier.
Because a classifier cannot be quantitatively evaluated by an ROC curve, the AUC
value calculated from the ROC curve is utilized as the evaluation standard. The AUC
value ranges from zero to one. A higher value indicates a better classification effect.

4.2.2 Comparison of default prediction models

To validate (analyze) the prediction effect of the model proposed in this paper, we
compare the performance of the prediction model with transfer skills with that of
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Table 2 Performance comparison on default prediction model and benchmark models

Model AUC Specificity Sensitivity

Default prediction with 0.7170* 0.6142 0.7039
transfer learning

Ensemble-based default 0.7039 0.6320 0.6669
prediction

Individual classifier with transfer learning

GBDT 0.7001 0.7095° 0.5937
XGBoost 0.7158 0.6638 0.6567
LightGBM 0.6994 0.5754 0.7134¢
Individual classifier without transfer learning

GBDT 0.6770 0.6490 0.6157
XGBoost 0.6928 0.6640 0.6260
LightGBM 0.6662 0.6576 0.5795

4 (0.7170) refers to the AUC value of the prediction result, which indicates the best prediction result

b (0.7095, specificity (SPE), also known as true negative rate (TNR)) refers to the correct prediction of
non-defaulting users as a percentage of non-defaulting users, which is also the best SPE

€ (0.7134, sensitivity (SEN), also known as true positive rate (TPR)) refers to the correct prediction of
default users as a percentage of default users, which is also the best SEN

the remaining seven benchmark models. Seven benchmark models are divided into
three groups. Group 1 includes three individual classifiers without transfer learning
skills, namely GBDT, XGBoost and LightGBM. Group 2 includes three individual
classifiers without the transfer learning skills in group 1. Group 3 is the integrated
GBDT, XGBoost and LightGBM default prediction model without transfer learning
skills. The performance of the prediction model and the benchmark model is shown in
Table 2. Compared with the three groups of benchmark models, the default prediction
model with the transfer learning skills can attain the top performance.

As shownin Fig. 10, the AUC of the default prediction model with the transfer learn-
ing skill is 0.7170. Compared with the three groups of benchmark models, its prediction
accuracy is ranked in the first position. Figure 11 shows the AUC of the benchmark
model in group 1. This model is the default prediction model based on the integrated
fusion of GBDT, XGBoost and LightGBM without transfer learning skills, its value
is 0.7039. Figure 12 shows the benchmark models in group 2, which include three
individual classifiers with the transfer learning skill, namely GBDT, XGBoost and
LightGBM. Their AUC values are 0.7001, 0.7158 and 0.6994, respectively. Figure 13
shows the benchmark models in group 3. Similar to the three individual classifiers in
group 2, these benchmark models in group 3 do not include transfer learning skills,
and their AUC values are 0.6770, 0.6928 and 0.6662.

Based on Table 2, the sensitivity of the default prediction model is 0.7039, which
is higher than that (0.6669) of the benchmark model without the transfer learning
skill. The prediction model based on the transfer learning skill can identify additional
default customers (default targets). These features are very useful for consumer finance
enterprises.
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ROC for default prediction model based on transfer learning
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4.3 Discussion

Loan institutions and consumer finance enterprises determine the loan issuance based
on a credit score and other related information. However, determining the loan issuance
criteria and evaluating the truth of the credit data sources via the Internet may be
difficult for some borrowers. Some borrowers cannot provide sufficient evidence to
provide their confidence level. For example, some people did not have bank accounts,
and some countries have a limited credit scoring system. Therefore, the proposed
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prediction model can predict the default probability of the loan using the transfer
learning skills to solve this problem. The transferred and more reliable credit data are
employed in this method to make the model more universal, which can ensure the
accuracy of the prediction model.

Consumer finance enterprises make decisions about numerous loans from a vast
number of loan applications. However, traditional financial institutions will predict
a loan decision via a manual review, which is characterized by high labor and time
costs. These low-efficiency and high-cost predictions cannot satisfy the loan deci-
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sion requirement of consumer finance enterprises. The default prediction method in
this paper can assist consumer finance enterprises to solve this problem and can be
automatically implemented based on the machine learning method. Therefore, con-
sumer finance enterprises can instantly obtain the default prediction results and make
a fast decision. Financial institutions can acquire additional data from the Internet
network. The data mining methods, driven by the data, can clearly display the credit
risk level of the users and improve the accuracy of the default risk prediction and the
risk management capabilities of the financial institutions.

5 Conclusion

This paper proposes a novel default prediction model, namely a transfer learning
model. When the training data are insufficient in credit risk evaluation and model-
ing, we identify feature similarities in samples using the transfer learning technique,
calculating the feature similarity by the cosine angle of the dot product, and effec-
tively transferring the auxiliary training data to the objective training data via feature
similarities that form the new training data set. Therefore, the model can effectively
solve the issue of insufficient training samples, effectively train the default prediction
models and avoid underfitting. We combine GBDT, XGBoost and LightGBM indi-
vidual classifiers based on tree structures and linear weight and fuse them to obtain
the prediction results of the testing data set. The experimental results show that the
default prediction method proposed in this paper can achieve a better prediction effect
using the transfer learning technique. By comparing it with the benchmark models,
the proposed model in this paper can achieve the optimal performance.

Our study aims to introduce the transfer learning technique to the default risk pre-
diction domain. When the training data are insufficient, the transfer learning approach
does not directly train the default risk prediction model but expands the objective
training data using the auxiliary training data. This distinction enables the provision
of sufficient training data to better resolve small sample issues that occur in machine
learning methods. In the future, we will avoid the negative transfers in the data transfer,
study the transferability between the source domain and the target domain and demon-
strate these considerations to ensure that negative learning does not occur. Although
data drive the technology development in the age of big data, the data remain insuffi-
cient in many aspects of the financial field. A better application of the transfer learning
technique to undertake these issues will be discussed.
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