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Abstract
This paper is concerned with techniques for directly embedding moving objects in the
real world into 360° virtual reality scenes captured by 360° camera, DSLR camera,
smartphone, and others. For more natural embedding, we present a cylindrical map-
ping methodology based on a proposed international standard model for mixed and
augmented reality, in which the living physical objects are called live actors and enti-
ties. Our experiments illustrate the realistic movements and interactions of live actors
and entities that are embedded into 360° virtual reality scenes.

Keywords Live actor and entity · Mixed and augmented reality · Head-mounted
display · Virtual reality · Cylindrical embedding

1 Introduction

With the advent of new sensory devices which are more advanced than headsets,
they replace the real world with a totally different one. The camera technologies have
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evolved to the point for making possible to capture a 360° photograph, record a 360°
video [1], and record a 3D visual experience using virtual reality (VR) video cameras.
That is, a VR camera is required to be affordable, lightweight, robust, and easy to use.
Tan et al. [2] proposed aVR camera that challenges these issues and proposed the tech-
niques for video compression and delivery. Besides that, the streaming technologies
have also evolved to an acceptable point that enables 3D high-efficiency video coding
(3D-HEVC) to stream real time on wireless. Kokkonis et al. [3] proposed a high-level
system architecture for a network-adaptive transmission protocol for a reliable, real-
time, and multisensory surveillance system. Furthermore, the image restoration [4]
and quality evaluation of virtual reality [5] are researched by many researchers.

The virtual world can be integrated into the real world with the techniques of
augmented reality [6–10] that have grown up in order to enhance reality perception,
and the opposite techniques of augmented virtuality [11] merge real-world objects
into virtual worlds. Mixed and augmented reality (MAR), as illustrated in Fig. 1,
is a comprehensive concept that deals with mixing content between the real world
and the virtual world containing augmented reality [12, 13] and augmented virtuality
excluding the pure real and the pure virtual world. Recently, an international standard
MARmodel [14] has beenproposed in order to represent a continuum encompassing all
domains or systems that utilize a combination of reality and virtuality representations.

If a live actor and entity (LAE) moving in the real world can be embedded more
naturally into the MAR world, we can provide many advanced applications such as
3D telepresence, 3D virtual education, and entertainment. The MAR model suggests
all guidelines of hardware and software systems for embedding LAEs into 3D virtual
spaces and interaction with each other. The system’s functionalities are categorized
into several main components to track the motions of LAEs in the real-world, map
tracked spaces and events into the virtual world. They depict integrated scenes of LAEs
and the virtual world which are briefly reviewed in Sect. 2.1.

Based on the MAR workbench [15] under development by the authors, this paper
presents the design and implementation of natural embedding and interaction of LAEs
in a 360° virtual reality (VR) scene that is one of the most useful types of MARs. The
360° VR scene is a virtual or substituted environment surrounding a user and allows
the user to look around from any angle. Users can experience 360° VR scenes in
many environments, as the user can easily capture the 360° photographs and videos
with a 360° camera or smartphone. Specifically, in this paper, we focus on the natural

Fig. 1 Mixed and augmented reality (MAR) [14]
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embedding of LAEs into the 360° VR scenes, which maps the results of LAE tracking
from the real world into the virtual world.

Most systems for embedding of LAEs into the MAR world, which are surveyed in
Sect. 2.2, have limitations on the natural integration of the real world and the virtual
world. It is because they have to control navigations [16] with devices and icons in
order to move from one scene to another scene, represent LAEs with virtual characters
of 3Dmodels, or use unnaturalmappingmethods for directly embeddingLAEs into the
VR scene. In this paper, we propose another technique called cylindrical embedding
method that can more naturally embed real LAEs into 360° VR scenes by defining
positions of the LAEs in an intermediate cylindrical surface. Our cylindrical method
can be applied to other cases of cubical and spherical environments, as well as the
cylindrical environment of the virtual world, which are, respectively, described in the
sections of Chapter 3.

The implementation of our LAE representation system can be applied into LAEs
with chromakeyingorwithout chromakeying in the realworld according to their specific
characteristics. Chapter 4 presents the experimental results in a case with and without
chromakeying, which displays natural movement and event handling of the LAEs in
the 360° VR scene. Chapter 4 also describes the performance and discussion of our
results. The summary and future improvements of our works are included in Chapter 5.

2 Related work

2.1 A conceptual model for LAEs in MAR

Conceptually, the system for implementing a MAR world with LAEs includes five
components necessary for processing the representations and interactions of the LAEs
to be integrated into the 3D virtual world. The system architecture of the proposed
standard model [14] for LAEs in the MAR world is illustrated in Fig. 2. The function-
alities of each component can be outlined with the types of input and output as shown
in Table 1. As mentioned before in Chapter 1, this paper mainly describes the design
and implementation of one LAE spatial mapper that naturally embeds LAEs into the
360° VR scenes. Refer to Ref. [14] for details.

2.2 Previous research and our enhancements

Enabling a user to walk inside the virtual environments is realized by the real walking
of the user in the real world [17]. Cao et al. [18] proposed a web-based application
which allows a user to navigate and interact with objects in a virtual tourist area by
using mouse control, virtual reality scene in the system is not rendered to be adapted
with head-mounted display (HMD) devices, and there are no issues on embedding of
LAE into the virtual environment. Razzaque et al. [19] proposed a redirect walking
which is a technique to guide a user to walk on a different path in physical room
rather than what he/she is walking in the virtual environment. Chheang et al. [20]
proposed a navigation control for virtual reality, which allows the user to navigate
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Fig. 2 System architecture for representing LAEs in the MAR world [14]

and move from one scene to another scene in virtual reality. Even though the system
can be rendered as stereo vision is well adapted to an HMD device, the user needs to
use the controlling device or focusing on navigation icon [21] to navigate from one
scene to another scene. Sun et al. [22] proposed a system to match a given pair of
the virtual and the real world for immersive VR navigation. This system enables a
user to walk freely in the real world while experiencing virtual reality by using an
HMD device. Floor plan of the virtual world is much larger than the real world, and
globally subjective maps are designed for the proper folding of the large virtual scene
into the smaller real scene. Besides that, Hashemian et al. [23] proposed a leaning-
based 360° locomotion interfaces, which provide a user with full rotational motion
cues and leaning-based translational motion cues for forward/backward and sideways
translation. Facebook spaces [24] create a virtual avatar which represents a user in the
virtual environment.Also, it allows user to interactwith virtual objects by usingOculus
controlling devices. The virtual avatar can be embedded into 360° VR environment
by searching and downloading Facebook 360° contents, including 360° videos and
photographs.

In addition, there are many studies to represent LAEs of the real worlds into the
virtual world [25]. In most systems, LAEs are indirectly embedded into the virtual
world by being represented with virtual characters of 3D models. Jeong et al. [26]
proposed a direct embedding method for a LAE captured by a camera in the real
world into 3D virtual scene by mapping with a bounding box. Chheang et al. [27]
also presented similar embedding of a LAE by utilizing X3DOM [28] on a web-based
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Table 1 Types of input and output for each component in Fig. 2 [14]

Fig. 3 Bounding box method for embedding a LAE into a virtual scene [26]

system [29] as illustrated in Fig. 3. This embedding method can apply for a LAE 2D
video frame in the 3D VR scene, but the mapping bounding box can be jumped up
and down during the dynamic movement of the LAE.

The virtual world of MARs treated in this paper is a 360° VR scene which is
composed of a set of 360° photographs. In order to construct the virtual world, the set
of 360° photographswrap around the boundary of a solid shape such as a cube, a sphere,
or a cylinder, where a viewer located at the center to see the scene from any angle
including above, below, behind, and around. We developed a new technique called
a cylindrical embedding method that can be embedded the real LAEs into 360° VR
scenes naturally by defining the positions of the LAEs in an intermediate cylindrical
surface. These can be applied into all 360° environments whether solid shaped cubic,
sphere, and cylinder. In addition, the proposed system is designed to allow a LAE to
navigate by capturing the LAE’s position in the real world and calibrating its position
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to the virtual world [30], which can provide natural movements of the LAE while
wearing a HMD device.

3 Cylindrical embeddingmethod

In our methodology, a LAE can be mapped with two kinds of embedding. The first one
refers to static embedding of a LAE into 360° VR scene. The second one is dynamic
embedding with the LAE movement. The static embedding can be done by applying
the cylindrical embeddingmethod [31, 32], while the dynamic embedding can be done
by utilizing a depth camera to get the depth value. Dynamic positions of a LAE in the
real world are used to set the positions of a virtual camera in the virtual world. The
virtual camera system in this context refers to a coordinate system where users see
on the screen and is related to a viewer which acts as a camera to display a view of
a 360° VR scene. Virtual camera’s orientation and position will be changed to what
the viewer sees. We assume that a virtual camera is like the LAE’s eyes to see the
environment around him/her. The mapped bounding box can be shown by multiplying
the given weight to show and move in front of the virtual camera. When a user wears
an HMD device, to experience with a 360° VR scene, the mapped bounding box does
not need to be shown. We tracked the positions of a LAE in the real world to replace
the virtual camera’s positions in the virtual world. These positions also can be changed
and met the boundaries limited by a given cylinder.

Let LB and MB denote the bounding box of LAE that captured by the general or
depth cameras in real world and the mapped bounding box of LAE in the virtual
scene, respectively. The LB can be defined with two corner points as LBmin (LXmin,
LYmin, LZmin) and LBmax (LXmax, LYmax, LZmax). Width and height (Iw, Ih) represent
the size of an image captured by general cameras or the depth cameras. Since the
captured image determines bounding box of LAE, LXmin �0, LYmin �0, LXmax �
Iw, and LYmax � Ih. The depth values LZmin and LZmax can be determined according
to the camera types of the general cameras and depth cameras. A 360° VR scene
can be constructed by a cylindrical, spherical, or cubical panorama [33]. In various
systems, a LAE can be embedded andmoved freely in an open-space such as 3Dvirtual
scene or MAR scene where the boundary is unlimited. Besides those scenes, the 360o

VR scene which is constructed by a spherical, cylindrical, or cubical environment,
the embedding and movement of a LAE may be out of the boundary. Therefore, we
propose the cylindrical embedding method, to determine the position of a LAE which
is embedded into a 360° VR scene as shown in Fig. 4. Moreover, the cylindrical
embedding method is defined based on the cylindrical projection [34, 35].

Figure 5 displays the method of cylindrical embedding for a LAE into a 360° VR
scene that is constructed by cylindrical, spherical, or cubical environments.We assume
that the movement space of the LAE is represented as a bounding box and the obtained
bounding box will be mapped into the 360° VR scene. The cylindrical embedding can
define the position of a mapped bounding box to be wrapped and limited around a
given cylinder. Figure 5a describes a LAE captured in the real world, which determines
the bounding box of LAE (LB). Figure 5b describes the mapped bounding box (MB)
of the LAE to be mapped in a 360° VR scene by applying a cylindrical embedding
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Fig. 4 360° VR scenes constructed by cylindrical, spherical, and cubical environments

Fig. 5 Cylindrical embedding for a LAE to be embedded into a 360° VR scene

method. Figure 5c, d shows the horizontal projection views of cylindrical embedding
inside the cylindrical and spherical environment, and the embedding inside the cubical
environment of a 360° VR scene, respectively. The embedding of LAE bounding box
is defined with two points LBmin (LXmin, LYmin, LZmin) and LBmax (LXmax, LYmax,
LZmax). Similarly, themapped bounding box is definedwith two pointsMBmin(MXmin,
MYmin, MZmin) and MBmax(MXmax, MYmax, MZmax). The mapped position in the
cylindrical area is defined as MP (MPx,MPy, MPz).
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3.1 Cylindrical environment

Since the cylindrical environment offers only a limited rotational freedom, the user
can turn around and see views in a full circle. This is the rotation around the vertical
axis, while looking up and down is restricted.

As shown in Fig. 6, the cylindrical environment is constructed by creating a cylinder
and texture with the cylindrical panorama image. The position of mapped bounding
boxMP can be clarified by static and dynamic mapping. In the case of static mapping,
cylindrical embedding method is proposed. In the case of dynamic mapping of LAE in
cylindrical environment, the mapped bounding box position is defined by the tracked
head position of LAE in real world. This is multiplied to a given weight to set the
bounding box in front of the virtual camera.

Figure 7a, b shows the horizontal projections of embedding the LAE bounding
box with the cylindrical environment. Since the bounding box can be wrapped in a
cylinder with an appropriate radius, we can define the mapping positionMPx with the
following equation.

MPx � Rα � R.arctan(LXmax/R) (1)

In Eq. (1), MPx≤LXmax and the radius R of the cylinder R= Iw/wb* π . Let Iw and
wb be the image plane width and the given weight of the bounding box, respectively.
A point C refers to the camera coordinate which is the center of the cylinder. α is
defined as the angle in radians with α =arctan(LXmax/R). Figure 7c, d displays the
vertical projections of cylindrical embedding, where MPx is the horizontal ray that
hits the cylinder and LXmax is the position of ray that hits the flat screen, respectively.
We define l as the length of the vector between C and LXmax, which can be calculated

Fig. 6 Cylindrical embedding of a LAE into cylindrical environment
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Fig. 7 Horizontal and vertical projections for cylindrical embedding of a LAE

as l=
√
LX2

max + R2. The distance from center point C toMPx is the radius R, and the
distance from C to LXmax is l. Since two triangles �CLXmaxLYmax and �CMPxMPy
are isomorphic, they hold true thatMPy=LYmax.R/l is derived from LYmax/l=MPy/R.
As a result,MPy can be calculated as follows:

MPy � LYmax · R /

√
LX2

max + R2 (2)

In Eq. (2), MPy≤LYmax; MPy=LYmax if LXmax �0. The depth value of MPzt at a
specific time t can be recalculated as the same as the depth value of LZt according to
camera types. After defining the position of the LAE in the given cylinder, a LAE will
be embedded and moved naturally within the 360° VR scene. We can set the size of
the cylinder by utilizing the weight of bounding box wb. If the LAE movements meet
the specific positions in the cylinder, an event will occur such as moving to the next
scene of the 360° image sequences.

3.2 Cubical environment

The cubical environment of a 360° VR scene is constructed by six images for every
face of a cube. As shown in Fig. 8, the cubic panorama is used to construct the cubical
environment and place the user at its center. We can extend the cylindrical embedding
method to apply themapping LAE bounding box for a cubical environment.Moreover,
the mapping position MP of the LAE bounding box can be defined according to the
size of a given cylinder. Since the dynamic positions of a LAE in the real world are
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Fig. 8 Cylindrical embedding of a LAE into cubical environment

tracked by the depth sensor, the dynamic mapping position can be defined according
to the tracked positions multiplied with a given weight. The tracked positions are also
used to set the virtual camera’s positions for feeling like natural movement of LAE in
a 360° VR scene.

3.3 Spherical environment

Figure 9 shows theprocess of cylindrical embeddingLAE into a spherical environment.
As the 360° VR scene can be constructed by the spherical environment, this kind
of scene can provide the experience of more immersive virtual reality with every
angle of views including top and bottom. The spherical environment is constructed
by creating a sphere and placing the user at its center. Moreover, an equirectangular
image is used for adding texture to the sphere. Not much different from cubic and
cylindrical environments, the cylindrical embedding method can also apply to the
spherical environment. This is done by defining the position of mapped bounding box
along with a given cylinder.

The cylindrical embedding is widely used for a 360° VR environment. Differ-
ent from other open-area environments, a 360° VR environment is limited by the
boundaries of a sphere, cubic, or cylinder. To solve that, the cylindrical embedding is
proposed. Compared to other embedding methods [26, 27], the cylindrical embedding
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Fig. 9 Cylindrical embedding of a LAE into spherical environment

limits a user in a given cylindrical area to avoid walking out the boundaries. More-
over, it is robust, usable, and effective methods to apply with any kind of 360° VR
environments, as we defined a cylindrical area inside those environments. Besides the
cylindrical environment, this method can also apply to spherical and cubical envi-
ronments for the reason that a LAE representation and movements are on X- and
Z-axis (left/right and forward/backward), and the positions of mapped bounding box
are easily defined by a cylinder as shown in Fig. 5a, b.

3.4 Reachable area

Figure 10 shows the reachable area of LAE movement in front of a capturing device.
Kinectwhich is one of the capturing devices is used for obtaining the depth information
of a LAE. The limitation of the LAE’s movement is based on field of view (FOV) of
the Kinect camera that is used in our system. The minimum depth distance of this
camera is around 0.4 m, and the maximum depth distance is around 4.5 m from the
center of camera. Moreover, the limitation of LAE’s movements in a 360° VR scene
is also determined by a cylindrical embedding method which is described in Sect. 3.
The virtual camera is presented in the reason that allowing a LAE to see the 360° VR
environment. Moving positions of a LAE in the real world also change the positions
of virtual camera in the virtual world.
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Fig. 10 Reachable area of LAE’s movement

4 Experimental results

Our experiment is configured with a Microsoft Kinect V2 sensor and a computer
with CPU 3.40 GHz core i7, RAM 16 GB, and Nvidia GetForce GTX 1060 graphic
card. JavaScript, NodeJS, Kinect2, Electron, and ThreeJS are used for developing the
proposed system.

Figure 11 shows the environment setup where we use the blue board to stick on the
wall behind the LAE for the quality of tracking and chromakeying. We prepared an
experimental room by 5m square and assumed there are no physical obstacles inside it.
Webcam camera is used to record the demonstration video of the LAE in the real world
while experiencing 360° VR scene as shown in Fig. 17b, d. Moreover, the Kinect V2
is used to capture the LAE’s positions and calibrate the captured LAE for representing
in 360° VR scenes. At the initial step, we tried to set the position of the Kinect
camera to a center position of the 360° VR environment (sphere/cube/cylinder) with
texture mapping of the captured 360° photograph as shown in Fig. 10. The limitations
of LAE’s movements are based on the field of view of the Kinect camera and the
proposed method which is described in Sect. 3.

Since the Kinect camera is a depth sensor that can be used for tracking positions
of a LAE in the real world, in this paper, it is used to track the positions of the LAE’s
head. The Kinect camera is stood in fixed position; however, it is capable of tracking
the movement of LAE’s head positions in the real-world coordinates. In addition,
the tracked positions are utilized to set the virtual camera’s positions for movement.
Therefore, we need to prepare the calibration of tracking the LAE’s positions in the real
world to the virtual world, in the reason of avoiding the jumping [36] of positions and
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Fig. 11 Environment setup for LAE representation

orientations of a LAEwhenmoving. The calibration of the camera has two parameters
(intrinsic and extrinsic parameters); nevertheless, our experimental issues are related
to the extrinsic parameters of the camera since the intrinsic parameters are described
the camera sensor itself and its lens. The extrinsic parameters are representing the
positions and orientations of the camera in the world coordinate. When the position of
a LAE ismoved from one to another position, the jumping of positions can be occurred
in the virtual world. Therefore, the errors in calibration may result in precision errors.
Raposo [37] proposed an algorithm for a fast and accurate calibration of a Kinect
sensor. Hence, this algorithm can be used to calculate and determine the consistency
of the calibration for LAE.

Moreover, the depth measurements can be measured by the Kinect sensor that
consists of an infrared (IR) camera. Since Kinect V2 is a RGB-depth sensor, the
distance of LAE within the range of camera recording is calculated from time-of-
flight (ToF) analysis with the reflected light beams. The IR camera detects a constant
pattern that emitted by a projector. Thus, it can provide the depth information in
disparity units that can be converted to meters. In addition, the software development
kit (SDK) of theKinect V2 is used to detect the LAE shapes based onmachine learning
techniques. It provides the artificial anatomical landmarks (‘Kinect Joints’) that we
can define the head’s positions of the LAE. The studies on movement accuracy of
Kinect V2 [38] showed the differences in signal accuracy with the landmark location
and the direction of movements. Moreover, the depth accuracy of Kinect camera is
relatively constant within a specific captured volume depending on the vertical and
horizontal displacement from the center of the camera. To provide the accuracy of
movements of a LAE and virtual camera, results of Yang et al. [39] are applied to our
system so that average of depth accuracy is under 2 mm in the central viewing cone
and it will be increased to 2–4 mm in the range up to 3.5 m.

Representation of LAE in a 360° VR scene without chromakeying is shown in
Fig. 12. The LAE bounding box is mapped into the 360° VR scene by applying the
cylindrical embedding method. The positions of LAE movement in real world are
tracked by a Kinect sensor and used for setting virtual camera’s position. That is, it
gives a feeling to move naturally in virtual environment. The mapped bounding box
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Fig. 12 LAE representation without chromakeying

is set to be mapped in front of the real tracked position by being multiplied with the
given weight.

Figure 13 shows the LAE movement in a 360° VR scene with the movement of the
virtual camera. The LAE movements in the real world are forward, backward, left,
and right, which are shown in Fig. 13a–d, respectively. The positions of a LAE in the
real world are captured by a Kinect device and the tracked positions of LAE’s head
are utilized to set the position of the virtual camera for natural movement. The tracked
position can also be used for setting the position of mapping the bounding box by
being multiplied with a given weight in order to display the mapped bounding box in
front of the virtual camera. Figure 14 illustrates the tracked points of LAE skeleton
which is drawn into LAE bounding box and mapped as mapped bounding box into the
360° VR scene.Moreover, the LAE skeleton can walk and interact with objects using a
hand gesture. That is, we draw two circles on the hand position of the LAE. The green
color means the hand is being released, while the red color means the hand is being
gripped. The LAE skeleton representation also can be represented as a 3D skeleton
as shown in Fig. 15. That is, the skeleton data are used to draw the 3D bones of the
actor. We create the bone hierarchy of the LAE including root, spine mid, neck, head,
shoulder, elbow, wrist, hand, hip, and knee. The bone hierarchy is used to represent
the captured skeleton data of LAE in the real world.

A LAE in the real world can make some kinds of gestures according to the defined
gestures types. The goals of making gestures are referred to provide interaction, con-
trolling, and moving of virtual objects in the virtual world. If a person is represented
as a LAE, he/she can also make the gestures for interacting with navigation objects
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Fig. 13 LAE movement with chromakeying in a 360° VR scene

Fig. 14 LAE skeleton representation and movement in a 360° VR scene
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Fig. 15 LAE representation and movement as 3D skeleton

in order to move to another scene. Figure 16 shows the event gesture of the LAE
portrayed in the real world, and these gestures can be tracked and recognized to create
an event in the virtual world. In Fig. 16a, a LAE is making a gesture with his/her left
hand that is being released, and his/her right hand which is being gripped. When the
hand is released, virtual fire will be created and set to its position on the LAE hand. In
Fig. 16b, the two hands of a LAE are released, and then, virtual fire is created in both
two hands. Moreover, the right hand is released, and left hand is gripped as shown in
Fig. 16c, and d shows that both hands are gripped.

A person who becomes a LAE can experience 360° VR scenes by wearing a HMD
device, while positions of his/hermovement are tracking by a depth sensor. Figure 17a,
c illustrates the stereoscopic rendering on HMD device for a LAE to view the 360°
VR scenes. Figure 17b, d shows the rendering of viewing the 360° VR scenes with the
tracked video including a LAE in real world. We can use another webcam camera to
capture the LAE in the real world as shown in bottom area of Fig. 17b, d. Furthermore,
Fig. 18 shows the other viewpoints of a LAE wearing a HMD device and embedding
into the 360° VR scenes. Generally, when wearing a HMD device, the LAE cannot see
the outside environment. However, the LAE can see other LAEs that are embedded to
the 360° VR scenes as shown in Fig. 18d.

The performance of LAE representation in a 360° VR scene is shown in Table 2,
where the response time for the scene and the types of LAE representation are cal-
culated in milliseconds. The cylindrical environment is loaded more sluggishly than
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Fig. 16 Event gesture of a LAE in a 360° VR scene

Fig. 17 Stereo rendering on HMD device and the viewing of 360° VR scenes

other environments. The type of LAE representation such as LAE image without or
with chromakeying, LAE skeleton, and LAE depth can be measured the performance
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Fig. 18 The representation of a LAE while experiencing in 360° VR scenes

Table 2 Performance of LAE representation in a 360° VR scene

Type/environment Spherical
environment

Cubical
environment

Cylindrical
environment

LAE image without
chromakeying (ms)

0.10 0.114 0.149

LAE image with
chromakeying (ms)

0.164 0.165 0.195

LAE skeleton (ms) 0.130 0.139 0.164

LAE skeleton 3D (ms) 0.115 0.13 0.115

LAE depth (ms) 0.104 0.115 0.09

according to the process of capturing and tracking the LAE in the real world. The
lower number means that the response time is faster for representing LAE in 360° VR
environments. Table 3 shows the performance of a 360° VR environment which is
constructed by the cylindrical, cubical, or spherical environments. Frame per second
(FPS) is used to measure frames rendered in the last second, where the higher number
is the better. Millisecond (MS) is used to measure the response time needed to render
a frame, where the lower number is better. Megabyte (MB) is the measurement for the
allocated memory in the process of our system.

Figure 19 shows the performance comparison of 360° VR environments for LAE
representation such as 2D, 2D chromakeying, skeleton, 3D skeleton, and depth frame.
Our experiments have shown that the spherical environment for a 360° VR scene is
more reliable than cylindrical and cubical environment. In case of LAE depth, the
cylindrical environment is better than the others.

We report experimental results of embedding and interactions of a LAE into a
360° VR scene in Tables 4 and 5, respectively. Table 4 illustrates the embedding of
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Table 3 Rendering performance of a 360° VR scene

Type/environment Spherical
environment

Cubical
environment

Cylindrical
environment

Frame per second (FPS)

Min 15 23 6

Max 61 61 61

Millisecond (MS)

Min 1 2 2

Max 351 292 486

Mbytes (MB) 10 10 10

Fig. 19 A comparison of rendering performances of a 360° VR scene

movement of a captured LAE that is performed from the real world into a 360° VR
scene in the real time. The tracked positions of the LAE’s head are used to control the
virtual camera, if the LAE’s head is used to simulate the position. Themovement types,
such as moving forward, backward, left, and right, can be used to change the virtual
camera’s positions. Moreover, the event gestures of a LAE in 360° virtual reality scene
are shown in Table 5. The hand gestures can be tracked according to the camera types.
We tracked the hand releasing and hand gripping for controlling the event mapper.
The event control is distinguished according to the left- and right-hand gestures. For
an example, while the hand is releasing, the event mapper will create the virtual fire
animation along the tracked position of LAE’s hand.

We tried to apply the related embedding methods for embedding a LAE into a 360°
VR scene. A comparison of embedding results is shown in Fig. 20. Figure 20a shows
the embedding result after applying an embeddingmethodwhich is proposed by Jeong
et al. [26] into a 360° VR scene. This method works well in a 3D virtual environment,
but a LAE jumped up and down in a 360° environment. Figure 20b illustrates the
result of applying an embedding method which is proposed by Chheang et al. [27].
The result looks better than Fig. 20a, but it is still not naturally embedding. Figure 20c

123



5674 V. Chheang et al.

Table 4 Embedding of LAE’s natural movements from real world to a 360° VR scene

Table 5 Gestures for giving LAE’s interactions in a 360° VR scene

shows the result of our proposed method, and the LAE is embedded more naturally
into a 360° VR scene than others.

A study of calibration of Kinect-type RGB-D sensors [40] has shown the results
of sensor accuracy depending on distance from sensor and measurement error. The
results are illustrating the errors obtained with nominal parameters enlarged by 50%
when the depth sensor with its associated RGB camera is used. The errors were on the
order of 35 mm (standard deviation 10 mm) at the distance of 2 m and on the order of
75 mm (standard deviation 15 mm) at the distance of 3 m. And also, the accuracy of
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Fig. 20 Comparison of the embedding results of Jeong et al. [26], Chheang et al. [27], and the proposed
method

gesture recognition of aLAEcan be evaluated similar to amethod proposed byCho and
Jeong [31]. The problems of LAE’s gesture recognition encompasses with two areas:
segmentation and recognition. The segmentation refers to find the starting and ending
points of a valid gesture, and recognition involves the matching segmentation gestures
with a defined event database. The best performance results were obtained at distance
2.5 m and lowest results at 3.5 m. With experiments, we showed that moving forward
gestures were more accurate than moving backward one, and front-pose gesture was
recognized very well.

5 Concluding remarks

We have designed and implemented natural embedding and interaction of LAEs in a
360° VR scene by utilizing the cylindrical mapping method. Our efforts to integrate
the real world to the virtual world have been adopted or developed for enhancing the
research as follows.

• Positions of LAE in real world can be captured by Kinect sensor and are used for
controlling the mapped bounding box and virtual camera in the virtual world.

• LAEs can bemore naturally embedded into 360°VR sceneswith cylindrical embed-
dingmethodwithout jumping up and downduring the dynamicmovements of LAEs,
unlike the well-known bounding box embedding which are proposed by Jeong [26]
and Chheang [27].

• Our cylindrical embedding can be adapted into all 360° virtual environments with
any solid shape such as cubic, sphere, and cylinder.

Our experimental results in a case without chromakeying were described step by
step. The proposed method can be used to track the movements of a LAE, to construct
the skeleton of the LAE, to recognize the gesture of the LAE, and to integrate naturally
the LAE into the 360° VR scene. The performances for all these steps and total
construction of the 360° VR scene were also measured, and the movements and event
gestures were also evaluated.

Futureworks on improving this systemperformances and reconstructing 3Dmodels
with captured information are needed. It is a challenge to define and implement all
types of methods for embedding physical objects into 360° VR scenes. Duo et al. [41]
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proposed a technique thatwas a newmethod for real-time high-quality 4Dperformance
capture allowing incremental nonrigid reconstruction from multiple RGB-D cameras.
Our future research is applying 3D reconstruction of a LAE rather than 2D bounding
box to be embedded into 360° VR scene and the moving a LAE from one scene to
another scene by matching the real walking of a LAE in real world into a 360° VR
scene. Specially, we are studying on detecting and avoiding a LAE from physical
obstacles in the future.
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