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Abstract Social big data is large scale of data due to exponential popularity of social
network and social media. Researchers can use social big data and social network
for their observations if they analyse those in an intelligent manner. The target of
intelligent decision is to find the most credible user in social network, who has the
highest influence. A very large number of users are connected in social networks,
implicitly friends-of-friends or explicitly mutual friends. They are able to communi-
cate with each other and share their likes or dislikes on different topics. If users want
to analyse any topic or purchase product like movie, book, they are populated with a
lot of choices. Information overload due to large number of choices available to users
limits effective product selection and hence results in reduced users’ satisfaction. Rec-
ommendation models are solution for providing better suggestion to users. Product’s
recommendation at Amazon, friend’s recommendation at Facebook and music rec-
ommendation at iTunes are some of the popular examples of suggestions made on the
basis of user’s interests. Recommendation models ease the user by reducing search
space in social network graph. The main purpose of this paper is to improve social
recommendations so that better and more appropriate choices are available for users.
In this paper, an efficient technique for social recommendations using hyperedge and
transitive closure is proposed. Social big data is processed and analysed in the form
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of social graphs. User–user and user–item connections are represented in the form of
matrices. We have exploited homophily so that large number of connected users have
trust on each other. Our model provides better recommendation to users by leveraging
increased trust. The proposed model overcomes the limitations of traditional recom-
mender systems like sparsity, cold start. It also improves prediction accuracy. The
proposed model is evaluated through different metrics like MAE, precision, recall and
RMSE. Empirical analysis shows significant improvement in recommendations. We
have used Mahout library for improving recommendation accuracy and also handling
large volume of data. SNAP library is also used for analysis of social big graphs. The
proposed recommendation model is evaluated using Epinions and FilmTrust datasets.
These datasets contain user’s ratings for various products in the scale of 1–5. Through
analysis it is verified that the proposedmodel boosts the performance significantly.We
have formulated recommendation model using manipulated social graph as per our
proposed technique. This manipulated graph is mentioned as influence product graph
(IPG) throughout this paper. IPG increases social trust value between connected users
and this effect in recommending products in an effective and efficient manner.

Keywords Social big data · Social recommendation · Social trust · Social influence ·
Mahout · SNAP · IPG

1 Introduction

Users communicate and share information on social networking sites like Facebook,
Twitter which results in large scale of data. Big data with main focus on social media,
i.e. data from multiple Internet sources, is social big data. Analysis of social big data
is an active research topic nowadays. Many researchers are analysing social big data,
and a lot of researches are being carried out in opinion mining, machine learning,
natural language processing, sentimental analysis and social recommender systems
[1–4]. One of the most popular applications of social big data is recommendation. If
a user wants to buy any product using social networking sites, these sites return a lot
of choices, which is like noise for a common user. These choices are very difficult
to analyse in order to buy a product of particular interest for user. Recommendation
system provides selected options to users based on their interest, i.e. personalized rec-
ommendation [5]. Many social networking sites use social recommendation systems
to provide users with choices which are of high relevance [6]. Users are connected to
each other by means of trust or friends. If a user gets suggestion from social connected
friends and the user finds the suggestion to be good, trust is increased between these
users. Social recommendation systems use social trust to further improve the accuracy
of recommendations. Traditional recommender systems assume each user an inde-
pendent entity [7], whereas social recommender systems overcome this limitation, as
they consider social relation amongst users [8]. Traditional recommender systems use
content-based and collaborative filtering techniques for recommendation [7,9–12]. In
content-based approach, users are provided with recommendations based on their past
interest or behaviour. The limitations of this approach are user’s privacy [9] and also
assuming users as independent. In collaborative filtering, if a user provides ratings to
any product or topic and other user also provide same rating to this product or topic,
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there is high probability that these users also like and provide same rating to other
product in future [7]. The limitation of this technique is that users are assumed as
independent.

User–item matrix signifies details about rating of items by different users [13].
There are usually few entries for this matrix as the product dataset is large and user
provides rating to only few products of his interest. When entries are very less, the
resulting matrix is a sparse matrix due to few ratings. When users are new to recom-
mender systems, no entries are made by him. This scenario is known as cold start,
as the new user does not have any entry for his like or dislike for any product or
topic. Our proposed technique IPG overcomes both of these drawbacks of traditional
recommender system—sparsity and cold start [14,15].

IPG represents social network connections in the form of graph. Different users are
represented as nodes in graph, and user–user matrix entries are filled corresponding
to connected nodes, i.e. edges in graph. When users provide ratings to some products,
user–item matrix is designed accordingly [16]. A user–user matrix has information
about a user’s trust on another user. IPG improves social trust density, i.e. number of
users who trust each other. Improving social trust directly improves recommendations
to any user. Experimental section verifies this by using standard evaluation measures
like MAE and RMSE.

Social recommendation systems consist of two types of systems: (1) systems based
only on user–item interaction and (2) systems based only on user–user interaction,
i.e. users’ trust [17,18]. The limitation of ‘only user–item-based’ systems is not con-
sidering social relation between users. Drawbacks of ‘only trust-based’ model are (i)
trust matrix is sparse, as there are very few entries to analyse and (ii) user–item rat-
ings matrix is missing. Information about user preferences is scattered in user–user as
well as user–item interactions. IPG considers trust as well as item ratings. Previous
techniques which are investigated by many researchers revealed that only immediate
connected users have influence on a user only [2,19–21]. In IPG, the social network
graph uses hyperedge and transitive closure methodology to connect a user to friends-
of-friends also.

2 Related work

Several research works have been carried out in analysing social big data specifi-
cally for social recommendation. Social big data is of deep interest of researchers
and is an active research area. In [1] recent research work is focused on social big
data analysis. This work demonstrates that combination of big data technologies and
machine learning algorithms provides solution for social big data analysis. Social big
data analysis is interdisciplinary area analysis such as information retrieval, data min-
ing, machine learning, big data computing and natural language processing. In this
work, network analysis based on graph theory, text analysis and social application like
marketing with the use of big data technologies are implemented with examples. In
the research work by [9], content-based and collaborative filtering recommendation
techniques are differentiated. Hybrid recommender system for digital library (FAB) is
proposed in this paper. Data mining techniques specifically for recommender systems
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are explained by [22]. Many techniques of data mining like clustering and classifica-
tion are used to improve recommender systems in this work. Dimensionality reduction
and sampling are used to improve recommender system as they reduce search space
for user. Authors have used association rules to train data for experimental purpose.
In the research by [19] triple (sender, receiver, item) social recommendation is com-
pared with pair (user, item). The use of triple improves recommendation because of
information available about sender and receiver interest. The factors that are used for
social activity are receiver interest, item quality and interpersonal influence. In [2]
topical affinity propagation (TAP) to model social influence based on topic is pro-
posed. In this work, authors have used node-specific and network structures for social
influence. Scaling improvement is also demonstrated with the use of map reduce tech-
nique. Data sparsity problem is alleviated using social contextual in [20]. Many users
do not rate any product; entries are not filled in user–item matrix [23]. The entries
in user–item matrix are filled by using social contextual information. Probabilistic
matrix factorization is used for fusing user–item matrix. Social trust is used for entries
in user–item matrix. Metrics used for experiment analysis in this research work are
MAE (mean absolute error) and RMSE (root-mean-square error). In [24] social rec-
ommender system is improved by using similarity, trust and reputation. Metrics for
each of these parameters are calculated and shown to perform better. If a user i trusts
user j, it does not mean that user j also trusts i. This assumption is used by authors
to modify trust matrix. Similarity value, trust value and reputation value are included
in recommender algorithm. In [17] matrix factorization is used for improving user–
user matrix. N-dimensional space is analysed for users who have highest social trust.
Large-scale dataset can be used by using the approach proposed (SoRec) in this paper.
Comparison of proposed approach with state-of-the-art approaches proves that signif-
icant improvements are reflected to users as recommendation. Complexity analyses
prove that this approach scales linearly with the increase in number of dataset. Bedi
et al. [18] used ontologies for recommending product to peer agents. In this approach,
trust network is used for generating recommendations. Tourist recommender system
is used in this paper for checking the validity of proposed approach. Factorization of
graph is visualized by the use of bipartite graph in [25]. TrustSVD is proposed in [5]
which used trust-based matrix factorization technique. Multiple types of information
are collected and integrated in recommendation model to overcome data sparsity and
cold start. In this paper, four datasets are used for experiment purpose and proved
that proposed technique performs better than state-of-the-art approaches. Yin et al.
[26] proposed LinkRec framework to find the link relevance of connected friends
on social network. The global as well as local influence of attributes is used in this
framework. Link relevance is calculated by the use of assigning different weighting
criteria for nodes. IMDB and DBLP datasets are used in this paper and shown to out-
perform state-of-the-art link recommendation frameworks. Roy and Ravindran [27]
defined hypergraph as a graph which has hyperedge between multiple vertices. In this
paper, also importance of hyperedge in co-citation and co-author in social graph is
highlighted.

SoRec [17] and SoReg [28] are recommendation models that are based on trust.
SocialMF [29] and TrustMF [30] are based on matrix factorization approach which

123

4060



A graph-based model to improve social trust and…

Table 1 Comparison of various existing and proposed technique

Research work Cold start Sparsity Scalability Social trust Prediction accuracy

Tang [2] × × � � �
Ma [20] × � � × �
Neto [32] � × × × �
Than [24] × � � � �
Hu [17] � × × � �
Guo [5] � � × × �
Proposed technique (IPG) � � � � �

also uses social trust and influence of social network. TrustSVD [31] regularizes
recommendation model with user trust and item ratings.

Table 1 represents the feature-wise comparison of existing recommendation tech-
niques and proposed technique IPG. In the existing techniques researchers have tried
to improve social recommendation by the use of matrix factorization or social reg-
ularization or improving trust and item rating matrices. Standard measures like cold
start, sparsity, social trust and prediction accuracy are used as basis for comparison. It
is clearly demonstrated in Table 1 that none of the techniques are able to perform well
for all measures. Some techniques are able to solve cold start problem, and others are
able to improve social trust, but not all measures are solved in one technique. It is men-
tioned in table that our proposed technique IPG is able to successfully deal with the
problems of cold start and sparsity and improves social trust and prediction accuracy.

3 Social recommendation using social influence

Recommendation provides better suggestion for any product to individual user or
group of users. Traditional recommender systems exploit interest networks (user–
item ratings). Content-based technique and collaborative filtering are the techniques
of traditional recommender model integrating only interest networks. Content-based
approach is used for analysing user behaviour and history. Products which were liked
by a user in the past are analysed, and based on this analysis, other products are
recommended to that user. The limitation of content-based technique is violation of
user privacy. Collaborative filtering technique is based on user–item similarity. Users
having similar taste for any product are likely to prefer another product of similar
taste. When a user provides rating to any product, similarity is calculated to those
other users who have rated that product with the same rating. User–user matrix and
user–itemmatrix entries are filled based on same ratings for a product by a pair of users.
User–User similarity is calculated by analysing rating provided by users. Similarity
between a pair of users is calculated by Pearson correlation coefficient [33].

pcc(Ua,Ub) =
∑n

i=1 (R(a)i − R(a))(R(b)i − R(b))
√∑n

i=1 (R(a)i − R(a))2
∑n

i=1 (R(b)i − R(b))2
(1)
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Fig. 1 User product rating

where R(a)i is rating provided by user a for product i and R(a) is average of ratings
provided by user a for products, R(b)i is rating provided by User b for product i and
R(b) is average of ratings provided by user b for products. Similarity is calculated for
products 1. . .n between users Ua and Ub. The value of correlation is −1 to 1.

The main limitations of collaborative filtering are sparsity and cold start. Various
researchers have proposed improvements in collaborative filtering to improve rec-
ommendation. Traditional recommender systems assume that users are independent,
which is main limitation in providing better suggestions to user.

Figure 1 explains user–item rating in collaborative filtering. Same ratings for any
product from users x and y can conclude that these two users have same liking on
that product. Thus, in future there is high probability that these two users will have
same liking on some other product also. Users provide ratings to products based on
their experience. We have used ratings in the range 1–5 for this example. User 1 rates
product P1 with 5, and also User 5 rates P1 with 5. These users are similar according to
collaborative filtering technique, as they have provided same product with same rating.
It can be observed that these users are independent; no user is socially connected to
other user; hence, there is no social influence.

Content-based and collaborative filtering-based approaches used only user–item
ratings for recommendation. These techniques do not consider social relation of users.
Social recommendation systemgives suggestions basedonuser’s connections on social
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networking sites. Several definitions are being articulated by researchers for social
recommendation [2,19,30,32]. Users are connected to each other using social graph
by social friendship or social trust [28]. When a user ui likes the product or topic
which is liked by other user u j , then there is increase in user ui trust onui . Social
trust is unidirectional as ui trust on u j does not indicate that u j also trusts ui . On the
contrary, in social friendship ui and u j are having same liking and it is bidirectional.
This trust results in social influence of one connected user to another connected user.
Social influence can be calculated by the use of social trust as well as ratings to a
particular product.

Social trust is pivotal for predicting ratings for a product. According to [5] Social
trust and ratings are correlated with each other. Interest networks (user–item inter-
actions) and friendship networks (user–user connection) are highly correlated and
also helps mutually for finding better user–item preference and user–user interactions
[34] . In this manner their social trust improves, and their influence on each other
also improves. Many research works improved social recommendation by the use of
matrix factorization [17,24,35] and regularization [5,35]. Some other studies inte-
grate social trust in recommendation model by using link prediction. In these research
works, random walk is used on social graph to calculate the similarity between ver-
tex or users [34,36]. Transition probability is calculated by using Eq. 2. It signifies
similarity between user u j and user ui .

P ( j |i) = wi j/di (2)

wherewi j is weight between connected edges between ui and u j . Here, di is degree of
vertex i. The limitation of random walk is not consideration of unidirectional property
of social trust. To the best of our knowledge none of research studies have improved
trust and influence both by the use of social graph, transitive closure and unidirectional
property of social trust.

4 Social big data

Structured, unstructured and semistructured data are different varieties of big data [5].
Simple data which are organized like row–column data are structured, log Internet
files are semistructured, and images are examples of semistructured data. Big data
is defined by 3 Vs model—volume, velocity and variety. It is a collection of high
volume—large scale of data collected daily from different sources, high velocity—
data collection speed is very high due to frequent sharing of data, i.e. streaming data,
high variety—different types of data from social networking sites, blogs, networks,
etc. Different varieties of data are collected under large scale of data [37]. Users share
a lot of data on social networking sites like Twitter in the form of social data [38].
Combination of social network data and big data is termed as social big data. It is clear
from Fig. 2 that social big data is combination of social data, like Facebook, Twitter;
big data (large volume of data); and technologies for processing big data like Hadoop,
Mahout etc.
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Fig. 2 Social big data

Various researchworks are being carried out for social big data like data processing,
user behaviour analysis, social recommendation, opinion mining and sentiment anal-
ysis [1]. Social media is classified into various categories like blogging, social search,
crowd sourcing, social gaming and collaboration [8]. Social big data is collection of
heterogeneous data, but data related to social media are main point of interest for a
better recommendation.

This large scale of social data is represented and analysed using formalmethods and
tools which are largely centric towards graph theory [39–41]. Social big data can also
be analysed using formal methods based on fuzzy set [42]. Users are interconnected
through sharing of information; these sharing can be represented as edges. Various
latest technologies are used for social big data analytics likeGraphLab, SNAP,Hadoop,
MapReduce and Mahout Library. This analysis is used for social recommendation,
social influence and user behaviour [8].

5 Proposed technique

Recommender system works on set of users U and set of items A. Recommendation
is provided to target users based on user–item ratings.

f : U × A → R (3)

User Ui rates item Ai , and other user Uj rates item Ai . Based on this rating, recom-
mendation Ri is provided to user Ui and R j is provided to user Uj . In recommender
system, it is assumed that if users have rated same item on the same scale, there is
higher probability that same set of users will like other item Ak for any random k
value.

Traditional recommendation systems focus only on user–item rating. Users are
assumed as independent, and no trust between users is considered. Other kind of
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recommendation systems works only for trust-based model [17,18]. Many research
studies have proved that interest network (user–item interactions) and social trust
(user–user interactions) are correlated [5,34]. In our work, we have incorporated both
of these features in our model to improve prediction accuracy. Social influence is
computed using the concept of hyperedge of proposed social graph. A hyperedge
connects multiple adjacent vertices in a social graph [27]. In social network graph,
every node is influenced by other node in some sense. Social influence changes the
decision-making of a user due to effect of immediate neighbours [29]. These nodes or
users can provide recommendation for a friend or product based on this influence. In
previous studies on social influence, only immediate node is analysed for providing
recommendation to connected nodes. In our technique, nodes are also influenced by
multiple connected nodes where thesemultiple users are connected through hyperedge
and transitive closure. Transitive closure of a graph is the binary relation on a graph
to check the reachability of a node. A relation R on x, y and z is transitive; if x R y and
y R z, then there must exist x R z. This can be represented in the form of a matrix which
contains information about the number of hops to reach from x to z. In this paper,
Warshall algorithm is used for finding the transitive closure of social network graph.
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The above algorithm uses social graphGr which represents connections of users on
a social network. Social trust matrix is represented for graph Gr with edge value 1 for
social connected users and value 0 for not connected users. Mean absolute error (Mae),
precision (Pr) and F measure (Fm) are calculated for graph Gr. Transitive closure is
calculated with the use of hyperedge theory, and as a result modified graph Gm is
designed. Again MAE (Maem), precision (Pm) and F measure (Fm) for the modified
graph Gm are calculated.

M = Um∗n (4)

User–user matrix M is populated with entries of user Um trust value for Un . We
have used binary trust values, i.e. 0 or 1. Using proposed technique with hyperedge,
matrix entries are improved with the use of transitive closure. M1 is matrix with single
connected edges, M2 is matrix with 2 edges between nodes, and hence, Mn is matrix
with n edges between nodes. Union of these matrices is connected nodes with n edges.

M = M1 ∪ M2 · · · ∪ Mn (5)

Using Eq. 5, data sparsity is removed by using entries of friends-of-friends. User A is
connected to user B, i.e. A → B, and user B is connected to user C, i.e. B → C. Using
hyperedge, it is concluded that A → C. If all transitive closure values are considered,
then recommendation accuracy is degraded. In this work, only values of those users
are considered who have strong influence on the target node. Our assumption is that
more close neighbour nodes have more influence than other nodes. By incorporating
this assumption in our experimental work, only nodes connected with 2 edges are
considered as strongly influenced nodes.

There can be large scale of values for which user has no trust on other users. This
results in data sparsity. In this paper, improvement for social recommendation is given
by factor f (m) . f (m) value is 1 if user Um is connected to user Un by single edge or
through transitive closure, and 0 when there is no trust.

M =
m∑

i=1

f (m) ∗Um∗n (6)

Connections and interactions between users on social networks are demonstrated
by considering small set of users in Fig. 3. Eight users are connected by directed edges.
Single edge between two nodes indicates that users are trusted friends and directly
connected. Directed edges are drawn for users who are trusted friends. Trust is not
symmetric, i.e. if a user A trusts user B, it is not necessary that user B also trusts user
A. We have used homophily feature which is connection of users with same attributes
and used for relevant link prediction [26].

The limitation of social graph is that nodes connected through single edge, i.e. direct
neighbour nodes, are considered as trusted friends only. In our proposed technique
IPG, nodes which are even connected through more than single edge can be given the
privilege of trusted friends. Node 7 is connected to node 3 by direct single edge. Node
7 is having influence of node 3, i.e. trusted by node 3. Node 2 trusts node 3, and node
3 have social trust on node 7. By using transitive property of graph, i.e. 2 → 3 → 7
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Fig. 3 Social trust improvement using hyperedge for users

Table 2 User–user matrix using
traditional recommendation

Users u1 u2 u3 u4 u5 u6 u7 u8

u1

u2 1 1

u3 1

u4 1 1

u5

u6 1 1

u7 1

u8

implies 2→7, node 7 has gained social trust and influence from node 2. From Fig. 3,
it is clear that node 7 is now provided with better recommendation as it has gained
trust from nodes 2 and 3 directly.

Table 2 demonstrates trust between direct neighbour nodes. Node 2 is directly
connected by single edge to node 3. So, trust from node 2 to node 3 is set to 1 as we
have considered only binary trust values, i.e. 0 or 1.

Table 3 shows improved trust by using IPG as now node 2 trusts nodes 3 and
7. Recommendations from new trusted friends will help node 2 for making better
decision for any product or topic. It is also proved by this example that sparsity and
cold start problems are eliminated.This small improvement ononly8users’ connection
scenario will be clearly visible in Experimental section where we have deployed IPG
on Epinions and FilmTrust dataset. It is clear from modified matrix that social trust
is improved between users. Many research works have used social trust already built
between users. We have improved social trust significantly, and in conclusion, rating
prediction is improved.
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Table 3 User–user matrix using
proposed technique

Users u1 u2 u3 u4 u5 u6 u7 u8

u1

u2 1 1

u3 1 1

u4 1 1

u5

u6 1

u7 1

u8

ri, j =
∑n

k=0 rk, j
n

(7)

Equation 7 calculates ratings for user i for item j. rk, j is ratings of trusted user k for
item j, and n is total numbers of trusted users for user i. Predicted rating for user i is
average of all trusted users’ ratings. Prediction accuracy is improved by our technique
as we are only considering strongly connected and trusted users. This is verified from
Experiment section that prediction accuracy is better as compared to state-of-the-art
recommendation models.

The drawbacks of previous studies for recommending products are sparsity and
cold start. This proposed technique overcomes these drawbacks of previous studies.
Sparsity is when user–user matrix entries are very less. This is due to the fact that
many users do not rate products or participate in sharing likes and ideas. This results
in sparse user–user and user–item matrix. In our proposed technique, users are con-
nected as graph hyperedge. If a user does not provide rating to products or share
ideas, then user entry in user–user matrix and user–item matrix can be filled by using
users’ connections on social network graph. If any user is new in recommender sys-
tem, entries in user–user and user–item matrix can be referred from trusted friends
rating. This helps in alleviating cold start which is main limitations of traditional rec-
ommender system. Precision and recall are also improved significantly as compared
to existing techniques which is explained in next section. In Experiment section, 2
datasets (FilmTrust and Epinions) are used which are having data with different scale.
The reason for implementing our approach on these 2 datasets is that when IPG recom-
mendation accuracy is proved on FilmTrust, then it will also be proved for large-scale
dataset, i.e. Epinions dataset. Improved scalability is proved in Experiment section.

6 Performance evaluation

Standard evaluation measures, which are popularly used for observing recommenda-
tion systems accuracy, are MAE, RMSE, F measure, precision and recall. Two most
common evaluation measures—MAE and RMSE, are explained in following subsec-
tions:
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6.1 Mean absolute error

This metric is used by many research works for evaluation of recommender system
[43,44]. Good recommender system should reduce this error as much as possible.
Experiments prove that our proposed technique reduces error significantly and pro-
vides good accuracy.

MAE =
n∑

i = 0

(P (u, i) − p (u, i)) /n (8)

Mean absolute error is calculated by the average of difference between P(u, i) which
is prediction by recommender system and p(u, i) which is actual prediction for n
products. Bell et al. [45] explained that even small improvement in value of MAE
improves quality of social recommendation significantly. Proposed technique IPG is
compared with state-of-the-art approaches for computing MAE.

6.2 RMSE

Root-mean-square error metric is used for checking the recommendation accuracy.
Several research studies have pointed out that RMSE is more informative than MAE
in terms of signifying accuracy of recommendation.

RMSE =
√
√
√
√

n∑

i = 0

(P (u, i) − p (u, i))2 /n (9)

From Eq. 8, it is clear that square of error is calculated. More difference between
RMSEandMAEsignifies degradedprediction accuracy results.RMSE is calculated by
the square root of average of square of difference between P(u, i)which is prediction
by recommender system and p(u, i) which is actual prediction for n products .

In Experiment Setup and Findings section, only RMSE is used for proving better
recommendation accuracy because results by using RMSE metrics signified better
prediction errors.

6.3 Dataset description

We have used Epinions and FilmTrust dataset for validating our proposed technique
IPG. Epinions.com is a site that maintains users’ reviews and also trust and distrust
between users. Users register on this site to give feedback and review for any product
and also provide trust information for other users explicitly. This dataset formsWeb of
Trust, i.e. who trusts who. So, this dataset is standard set for evaluation of social rec-
ommendation. In this dataset, 40,163 nodes and 6,64,824 edges are used for assigning
values for social trust. This dataset has sparse matrix because there are very few users
who have social trust relationship. The details of Epinions dataset are given in Table 4.

123

4069



G. Bathla et al.

Table 4 Epinions social trust
dataset statistics Dataset statistics

Users 40,163

Items 1,39,738

Ratings 6,64,824

Density 0.051%

Social trust statistics

Trusters 33,960

Trustees 49,288

Trusts 4,87,183

Density 0.029%

Table 5 FilmTrust social trust
dataset statistics Dataset statistics

Users 1508

Items 2071

Ratings 35,497

Density 1.14%

Social trust statistics

Trusters 609

Trustees 732

Trusts 1853

Density 0.42%

This can be observed from social trust statistics that density of users trust is 0.029%
which is very less. By using IPG this trust is improved to 0.12% which is significant
improvement for providing better recommendation to users.

In our proposed technique IPG, FilmTrust dataset is also used for checking the
accuracy of proposed work. In FilmTrust dataset, users rate products in the scale of 1–
5. List of co-purchased products are also summarized in this dataset. For each product
title, sales rank, list of similar products and product reviews are mentioned. The details
of FilmTrust dataset are given in Table 5.

It can be observed from Table 5 that density of social trust is 0.42% which is
very less. Our proposed technique IPG improves this trust of connected users from
0.42 to 0.73%. When social trust is improved, it means there are more entries in
user–user matrix and user–item matrix. More social trust of users provides better
recommendation based on product ratings.

6.4 Experiment setup and findings

SNAP library is used for analysis of social network represented in the form of graphs.
We have modified user–user matrix by using hyperedge and transitive closure on
SNAP. Fivefold is used for experimental analysis. Mahout library is also used for
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Fig. 4 a RMSE for Epinions dataset. b RMSE for FilmTrust dataset

implementing our approach on large scale of data. Social trust is analysed between
immediate neighbours, and using dynamic update of trust based on IPG, we have
trained dataset for improving trust.

Different recommendation models are compared with proposed IPG technique.
TrustWalkerList finds top n recommendations by using random walk on graph of
trust network [46]. Normalized cut for neighbour selection is based on collaborative
filtering, and it predicts ratings with graph partitioning [47]. We have selected in
random 40% data fromEpinions as well as from FilmTrust dataset. Out of this selected
data, 80% is used for training and 20% for testing purpose.

RMSE of IPG is compared with TrustWalkerList and NCut recommendation mod-
els. Initial trust between users is improved by IPG after training the data for a certain
amount of time.When training time is increased, direct trust and indirect trust between
users build more strongly and user–user matrix entries are improved significantly by
using IPG. Comparison is on the basis of increasing training times as shown in Fig. 4a,
b.
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Fig. 5 a RMSE for Epinions sparse dataset. b RMSE for FilmTrust sparse dataset

It is clear from Fig. 4a, b that during initial training, i.e. when time is 10–20, there
is no much difference in performance of NCut, TrustWalkerList and IPG. This is due
to non-improvement in trust in such short time, but gradually trust between users’
increases and performance is improved for trust-based models, i.e. TrustWalkerList
and IPG. Limitation of TrustWalkerList is random walk for trusted users. The focus
of IPG is only on users who have strong trust and influence. RMSE is improved in
conclusion of this, as demonstrated in Fig. 4a, b.

Figure 5a, b demonstrates the effect of sparse data on recommendation accuracy.
Our technique is advantageous for sparse data as trust can be built between friends-
of-friends by the use of transitive closure. IPG performs well when ratio of data is
40–50% as can be visible in Fig. 5a, b.

6.5 Practical implications of experiment

Empirical results prove that density of user trust on other user (friends-of-friends)
improves significantly. If trust improves, it directly provides better recommendation
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to users as every user has high probability of liking items from trusted friends. Density
of trust improves from 0.029 to 0.12% in Epinions dataset and from 0.42 to 0.73% in
FilmTrust dataset. It is also validated from experimental analysis thatMAE andRMSE
are improved as compared to other recommendationmodels. From this comprehensive
analysis, it is concluded that even smaller improvement in trust results in significant
improvement in the accuracy of recommendation.

7 Conclusion and future directions

Our proposed technique improves social recommendation accuracy by using hyper-
edge theory of social graph.We have represented user– user connections by directional
social graph. Traditional recommender systems use content-based and collaborative
filtering techniques. In traditional recommendation system, it is assumed that users are
independent. But, themain limitations in using this approach are sparsity and cold start.
Our proposed technique IPG overcomes these limitations. Interest networks and trust
networks are represented using user–item matrix and user–user matrix, respectively.
By increasing trust between users, more numbers of entries are filled in user–user and
user–item matrix. This results in eliminating sparsity and cold start problem. Using
social influence and trust, more recommendations are provided to the user in an effec-
tive manner. We have used Mahout library for large scale of data, hence improving
recommendation accuracy. In our proposed technique IPG, SNAP library is used for
analysis of social network graph. Epinions and FilmTrust real datasets are used for
the experimental purpose. IPG is compared with state-of-the-art approaches. Through
experiments it is proved that the proposed technique outperforms state-of-the-art rec-
ommender systems. Accuracy of proposed social recommender system is measured
by metrics MAE and RMSE. It is proved that RMSE values are comparatively better
even for large scale of data. In future, the concepts of social tagging and social con-
textual information will be used in IPG for enhancing the prediction accuracy. Social
tags appear attractive as they will improve the social trust between users by provid-
ing extra information in the form of tags. Further improvements in this technique are
possible if we assign weights to each node, which can be considered for computing
social influence and trust of that particular node. Improved threshold can also be set
for social trust, in order to consider nodes having social trust value above threshold
only.
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