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Abstract It is predicted by the year 2020, more than 50 billion devices will be con-
nected to the Internet. Traditionally, cloud computing has been used as the preferred
platform for aggregating, processing, and analyzing IoT traffic. However, the cloud
may not be the preferred platform for IoTdevices in terms of responsiveness and imme-
diate processing and analysis of IoT data and requests. For this reason, fog or edge
computing has emerged to overcome such problems, whereby fog nodes are placed
in close proximity to IoT devices. Fog nodes are primarily responsible of the local
aggregation, processing, and analysis of IoT workload, thereby resulting in significant
notable performance and responsiveness. One of the open issues and challenges in the
area of fog computing is efficient scalability in which a minimal number of fog nodes
are allocated based on the IoTworkload and such that the SLA andQoS parameters are
satisfied. To address this problem, we present a queuing mathematical and analytical
model to study and analyze the performance of fog computing system. Our mathe-
matical model determines under any offered IoT workload the number of fog nodes
needed so that the QoS parameters are satisfied. From the model, we derived formulas
for key performance metrics which include system response time, system loss rate,
system throughput, CPU utilization, and the mean number of messages request. Our
analytical model is cross-validated using discrete event simulator simulations.
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1 Introduction

Cloud computing is a new IT computing infrastructure that has the ability to host
and run software services and applications at a fraction of the cost. Many of today’s
cloud providers such as Google, Amazon Web Services (AWS), Microsoft, IBM, and
others lead this industry by offering innovative services to cater client needs. From
client perspective, the cloud-hosted applications, services, and data can be accessed in
ubiquitous manner. Meanwhile, the deployment of smart connected devices (aka IoT
devices) has been exponentially on the rise. By 2020, Cisco conservatively estimates
that 50 billion IoT devices will be connected to the Internet [1].

Ample of research has been conducted on leveraging cloud computing technologies
to support and facilitate IoT [2,3]. The integration of IoT and the cloud has brought
about a new paradigm of pervasive and ubiquitous computing, called Cloud of Things
(CoT) [4]. CoT is an IoT connected product management solution that enables its
clients to connect any device to any cloud data center (CDC). The increasing number
of IoT devices will inevitably produce a huge amount of data, which have to be
processed, stored, and properly accessed seamlessly and ubiquitously by end clients.
The IoT devices often have limited computing and processing capacity and are not
able to perform sophisticated processing and storing large amounts of data [5]. Hence,
cloud computing seems to be the best alternative to meet the requirements of IoT
scenarios. However, the cloud platform introduces obvious concerns and limitations
in terms of responsiveness, latency, and performance in general for processing and
accessing IoT traffic data. It is time-consuming especially for large data sets to travel
back and forth between client and cloud [6].

For addressing the limitations of CoT architecture, a new and promising computing
paradigm called fog or edge computing has recently been advocated [7,8]. In fact,
many telecom network companies have started building a fog computing system at the
network edge to cater the emerging bandwidth hungry applications and tominimize its
operational cost and applications response time [9]. Fog computing (FC) architecture
[10] is a distributed computing paradigm that empowers the network edge devices at
different hierarchical layerswithmanydegrees of computational and storage capability
[7]. Edge computing (EC) enables clients to access IT and cloud computing services
at close proximity, thereby enriching client’s satisfaction and improving Quality of
Experience (QoE). In other words, the EC allows computation and services to be
performed at the edge. Consequently, many improvements will come about which
include improving QoS (in terms of lower latency and higher throughput), improving
scalability and resource efficiency, and easing the way to implement authentication
and authorization to IoT devices [11]. In the majority of the time, EC can perform the
processing of workload and data generated by IoT devices at the edge, i.e., without
forwarding such workload or data to the CDC. However, the cloud platform is needed
for sophisticated processing (such as data analytics), which entail heavy and complex
compute processing and storage capacities, and relies on historical data stored for a
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long period of time. It should be noted clearly that, in the context of IoT, fog computing
is not a substitute of cloud computing, rather these two technologies complement one
another. The complementary functions of cloud and fog computing enable the clients
to experience a new breed of computing technology that serves the requirements of
the real-time processing and low latency for IoT applications running at the EC, and
also supports complex analysis and long-term storage of data at the CDC [12].

Performance modeling and analysis have been and continued to be of high theoret-
ical and practical importance in research, development, and optimization of computer
applications and communication systems [13]. This includes a broad of research activ-
ities from the use of more empirical methods through the use of more sophisticated
mathematical approaches to simulation [14]. These have played an important role in
understanding critical problems, development, management, and planning of complex
systems. Queuing theory has been used widely in studying and modeling the perfor-
mance and QoS for different ICT systems [15]. By using queuing modeling, one can
then derive key system performance and QoS parameters which may include mean
response time, mean request queuing length, mean waiting time, mean throughput,
CPU utilization, and blocking probability [16].

Dynamic scaling in the context of IoT and fog nodes is the ability to scale up
and down resources according to the incoming IoT workload. So if the aggregated
IoT workload goes up, more fog nodes have to be allocated to meet such increase,
and conversely, if IoT workload goes down, the number of provisioned fog nodes
has to decrease. However, the number of fog nodes allocated has to always satisfy
an SLA parameter. In a fog computing environment, the primary challenge is to use
minimal EC resources at any given time in order to satisfy the SLA performance
requirements. As the IoT workload changes over time, it is important to dynamically
provision the minimal number of ECs to satisfy the agreed-on SLA requirements.
Static resource allocation increases the cost of running the IoT services. Allocating
more EC than required to satisfy the SLA will result in over-provisioning and higher
cost to the IoT provider. On the other hand, using fewer ECs than required will lead to
under-provisioning whereby the SLA performance requirements are violated. Hence,
dynamic resources allocations are essential in order to avoid the over-provisioning
and under-provisioning situations. However, it is critical for the IoT provider to deter-
mine the correct number of ECs needed to handle the presented IoT workload and
at the same time be able to satisfy the SLA requirements (say response time). In this
paper, we propose an analytical model and derive formulas and also show examples
of how to dynamically and efficiently scale EC nodes such that any violation to SLA
requirements is avoided.

In this paper, we present an analytical model based on queuing theory to capture
the dynamicity of IoT systems and study their performance. Specifically, we show
how our model can be used to model and estimate the QoS parameters for IoT devices
using a combination of fog and cloud architecture. We also show how our model can
be used for dynamic scalability of fog/edge nodes. Our proposed analytical model
addresses and provides answers to these specific three main questions: (1) Given the
IoT workload and the available edge computing nodes, what is the QoS offered to
users? (2) Given the IoT workload and a target QoS, howmany edge computing nodes
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are needed? and (3) Given the available edge computing nodes and a target QoS, what
is the maximum IoT workload supported by the system?

The main contributions of this work can be summarized as follows:

• A queuing analytical model is presented to capture the dynamics and behavior of
fog nodes of IoT devices. The analytical model is composed of three concatenated
sub-systems including edge nodes, cloud gateway, and CDC queuing models.

• Mathematical formulas are derived from the analytical model for key performance
measures.

• Numerical examples are given to show how our analytical model can be used
to predict the performance of fog computing system, and also to determine the
required number of edge nodes needed under variable IoT workload conditions.

• Discrete event simulations are used to cross-check and validate the accuracy of
our analytical models.

The rest of the paper is organized as follows: A description of fog computing architec-
ture is presented in Sect. 2. The proposed fog computing model is presented in Sect. 3.
Section 4 presents analytical model for the proposed model. Section 5 presents numer-
ical and simulation results. Section 6 summarizes the related work. Finally, Sect. 7
includes concluding remarks and future works.

2 The system architecture of fog computing

In this section, we present the system architecture of the three-tier FC as shown in
Fig. 1, and we summarize the details related to each tier. As started earlier, FC is
a virtualized architecture that provides compute, storage, and networking services
between traditional CDC and end IoT devices, typically located at the edge of net-
work [17]. FC essentially involves components of an application running both in the
CDC and in EC between IoT devices and the cloud that is, in smart gateways, routers,
or dedicated fog devices. It supports mobility, communication protocols, computing
resources, distributed data analytics, interface heterogeneity, and cloud integration to
address requirements of applications that need low latency with a wide and dense geo-
graphical distribution [18]. The majority of traffic and data generated by IoT devices
are not processed at the CDC, since the storage and processing capabilities can be
too far from the IoT devices. The needs of geo-spatially distribution of resources,
real-time communication, and incorporation with large networks are handled by FC.
Through the FC intermediary layer, part of processing is done by EC closer to IoT
devices, resulting in less response time and bandwidth usage.

As shown in Fig. 1, the FC system contains three distinct physical tiers, namely
Tier 1, Tier 2, and Tier 3. Tier 1 is also known as the IoT devices tier. It is the bottom
tier where the physical sensors IoT devices are placed [19]. At this tier, the IoT devices
generate traffic and workload to the system backend for further processing by hosted
applications at either the fog or cloud tier. The traffics transmitted by the IoT devices
are received by the access points present at the border of the fog tier [20]. These
traffics are then redirected to the fog layer for a possible processing by the EC devices
or redirected by the EC to cloud layer through cloud gateway.
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Fig. 1 Three-tier architecture of a typical IoT system

Tier 2 is the FC tier, and it composed by the EC devices. These EC devices are con-
nected to the cloud through cloud gateway and are responsible for sending traffic to the
CDC on a periodic basis. The EC nodes have limited storage capacity that allows them
to store the received data temporarily for analysis and then send the source devices
the needful feedbacks [21]. Unlike the traditional cloud platform, in FC all real-time
analysis and latency-sensitive applications take place at the fog layer itself. These real-
time systems are used to provide context-aware services to the connected IoT devices,
thereby enriching client’s satisfaction and enhancing QoE. The EC paradigm is a fed-
eration of resource-poor devices [e.g., sensors, radio frequency identification (RFID)],
human-controlled devices (e.g., smartphone, tablets), stable networking devices (e.g.,
switches, routers), and resource-rich machines (e.g., cloudlets) [17,22].
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Fig. 2 Architectural model for request flow and processing

Tier 3 is the cloud computing layer. The key components in this layer are the data
centers (DCs), which are used to provide the required computing capability and storage
to the clients and applications based on the pay-as-you-go model. A DC is a facil-
ity consisting of physical servers (PSs), storage and network devices (e.g., switches,
routers, and cables), power distribution systems, and cooling systems [23]. Indeed,
large DCs of Google, Microsoft, Yahoo, and Amazon contain tens of thousands of
PSs [24]. Each PS is provisioned as many virtual machines (VMs) in real time subject
to availability and agreement on service levels according to the client service-level
agreement (SLA) document.

3 Fog computing architectural model

3.1 Model description

In this section, we present our fog computing architectural model by defining its
three-tier network structure, as depicted in Fig. 2. The first tier is the bottom layer
encompasses all IoT devices, which are responsible for sensing of a multitude of
events and transmitting the raw sensed data to its immediate upper layer. We assume
that the total number of IoT devices is constant over time and equal to X end clients.
The access point acts as a connected point (through wireless or wired links) between
IoT devices and the EC nodes. That access points receive incoming traffic from end
clients. These IoT devicemessages get aggregated at the access points (located in close
proximity of the IoT devices) and subsequently get sent to the edge nodes. The middle
tier, also known as the fog computing layer, comprises edge nodes intelligent enough to
process, compute, and temporarily store the received information and forward other
remaining requests or workload to the cloud tier for further processing or storage.
These EC devices are connected to the CDC and are responsible for sending data to
the cloud through a cloud gateway (CG). The last tier is the cloud data center layer.
This layer constitutes a large data center with a collection of PSs, where VMs run on
the top of PS capable of processing and storing an enormous amount of data.

As depicted in Fig. 3, the arrival process of incoming client message is a Poisson
process with an aggregate arrival rate λ. It is to be noted that his aggregate rate is the
total arrival rate of the individual IoT devices and can be expressed as
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Fig. 3 Queuing model of fog computing system

λ =
X∑

i=1

λi (1)

where i is an index of a total of X IoT devices. Please note we assume the individual
arrival rates λi follow a Poisson process, and this makes the aggregate arrival rate λ

also Poisson. We also assume that the incoming messages requests are being serviced
following first-come first-served (FCFS) policy.

There are N edges computing and M servers in the system. The processing times
of the EC are independent and identically distributed exponential random variables
with mean rate 1/μEC. First, the incoming message which may carry data or requests
is served by the EC. After being processed by the EC node, the message is either
forwarded to CDC for further service with probability p or completes the service and
departs from the system with probability 1− p. Each EC is modeled as an M/M/1/C
queue. The maximum number of messages in each EC is C, which implies a maxi-
mum queue length ofC−1. An arriving message enters the queue if it finds less thanC
request messages in the EC and is lost otherwise. The CG has load balancer function-
ality and has been able to dispatch traffic from EC evenly among the VMs in CDC.
The CG is modeled as anM/M/1 queue. TheM/M/n/K queuingmodel is employed
to characterize each PS. The service times of the VMs are independent and identically
distributed exponential random variables with rate 1/μVM. Table 1 describes system
input parameters used in our modeling.

3.2 Limitations

For our analysis, we assumed that the aggregate message arrival rate of all IoT devices
follows a Poisson arrival and the service times for the individual server or EC node
are exponentially distributed. These assumptions may not necessarily always hold. In
fact, the incoming request behavior in such systemmust rely on more complex models
than a simple Poisson process (such as self-similar behavior, business behavior, and
long-range dependency) [25,26]. Also, the distribution of services times of servers and
EC nodes may not always be exponential. It is worth noting that an analytical solution
becomes intractable when considering non-Poisson arrivals andwhen also considering
general service times. On the other hand, assuming Poisson arrivals and exponential
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Table 1 Key system input parameters

Parameters Descriptions

λi Aggregate message arrival rate from i th IoT device

λ Aggregate message arrival rate of all IoT devices

1/μEC Mean EC service time

1/μ Mean GC service time

1/μVM Mean VM service time

p The probability that a message request forwarded to CDC from an
EC node

1 − p The probability that a message request completes their service in
EC and departs from the system

X Maximum number of IoT devices

C Maximum number of message requests in each EC

K Maximum number of message requests in each PS

N Number of EC nodes in the system

M Number of PSs in the data center

n Number of VMs in each PS

service time has used in the literature and can provide adequate approximation of real
systems [27–30].

4 Analytical modeling

4.1 Edge computing model

As shown in Fig. 3, the system will contain N EC nodes and each of them is modeled
as an M/M/1/C queue. In an M/M/1/C queuing system, the maximum number
of message requests in the system is C , which implies a maximum queue length of
C − 1. An arriving message request enters the queue if it finds fewer than C message
requests in the system and is lost otherwise. Since there are no more than C message
requests in the EC system (finite), the system is stable for all values of λ and μEC.
Let π

j
k denote the equilibrium probability that there are k message requests in the

j th EC( j = 1, ..., N ). Using the balanced equations and the normalization condition
[13,16]: ⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

π
j
0 λ = π

j
1 μEC

π
j
1 (λ + μEC) = π

j
0 λ + π

j
2 μEC

...

π
j
k (λ + μEC) = π

j
k−1λ + π

j
k+1μEC, k = 2, ...,C − 1

π
j
CμEC = π

j
C−1λ

C∑
k=0

π
j
k = 1

(2)
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We obtain the steady-state probability of k message requests in the j th EC as below

π
j
k =

{
(1−a)ak

1−aC+1 , a �= 1
1

C+1 , a = 1
(3)

where a = λ/μEC denotes the offered load in each EC server.
We can obtain the probability that a message request arriving at j th EC will find k

message requests (0 ≤ k < C) already there is given by

P j
k =

{
(1−a)ak

1−aC
, a �= 1

1
C , a = 1

(4)

The overflow probability that an arriving message request at j th EC will see B ≤
k < C message requests already in the queue is

P j
B =

C−1∑

k=B

P j
k = aB − aC

1 − aC
, a �= 1 (5)

The effective rate of message arrivals, λe, to the service in j th EC is given by

λe = λ(1 − π
j
C ) (6)

The rate of loss can be obtained as follows

P j
loss = λπ

j
C = λ

1 − a

1 − aC+1 a
C , a �= 1 (7)

The mean throughput service X
j
EC of j th EC is given by

X
j
EC = λ(1 − Ploss) = λ

1 − aC

1 − aC+1 , a �= 1 (8)

The EC server utilization is

UEC = X
j
EC

μEC
= a

1 − aC

1 − aC+1 , a �= 1 (9)

The mean number of message requests in the j th EC is

E
j
EC =

C∑

k=1

kπ j
k =

⎧
⎪⎨

⎪⎩

a
1−a

1−(C+1)aC+CaC+1

1−aC+1 , a �= 1

C
2 , a = 1

(10)
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The average busy servers is the number of message request in service is expected
as

L
j
EC = 1 − 1 − a

1 − aC+1 , a �= 1 (11)

The mean number of message requests waiting in the j th EC is

M
j
EC = E

j
EC − L

j
EC (12)

The mean waiting time of message requests at the j th EC as

W
j
EC = M

j
EC

λ
(13)

Finally, the mean response time of message requests at the j th EC as

T
j
EC = E

j
EC

X
j
EC

= 1

μEC − 1
− CλC

μC+1
EC − λC

, a �= 1 (14)

We deduce formulas for key performance metrics related to the edge computing
sub-system. First, the rate of loss due to lack of space in all EC queues

Ploss =
N∑

j=1

P j
loss (15)

The mean throughput service is given by

XEC =
N∑

j=1

X
j
EC (16)

The mean number of message requests in the EC sub-system is

EEC =
N∑

j=1

E
j
EC (17)

The mean waiting time of message requests at the EC sub-system is

WEC =
N∑

j=1

W
j
EC (18)

Finally, the mean response time of message requests is

T EC = EEC

XEC
. (19)
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4.2 Cloud gateway model

In a CDC, resources are composed of VMs, which are deployed on PSs. It is advanta-
geous for the cloud provider to accept and fulfill as many incoming message requests
as possible in order to keep its utilization of resources and maximizes return on invest-
ment. To this end, the CG in our system has a load balancing functionality, to balance
traffic received from EC and distributed it evenly among the VMs in CDC. Load
balancer is an important technique for online resources management to control the
data flows from different applications. In addition, the choice of an appropriate VM is
very important to enhance service functionality, increase throughput, avoid network
overloading, reduce response time, and minimize cost. To avoid the rejection of traffic
between FC layer and cloud layer, the CG is modeled as an M/M/1 queue. Accord-
ing to Burke’s theorem [31], the output of a finite M/M/1/C queue with an input
parameter λ is a Poisson process with the same input parameter λ. Since the message
request enters the system through the EC model, then they move on to the CG queue
with probability p. Hence, the message request arrivals follow a Poisson process with
arrival rate pλ. The processing times of the CG are independent and identically dis-
tributed exponential random variables with mean rate 1/μ. We assume that pλ < μ,
so the underlying continuous-time Markov chain (CTMC) is ergodic and hence the
queuing system is stable. Using the global balance equations and the normalization
condition, we obtain the steady-state probability of the system being empty

π0 = 1

1 + ∑∞
k=1

(
pλ
μ

)k = 1

1 + pλ/μ
1−pλ/μ

= 1 − pλ

μ
(20)

For the steady-state probability that there are k message requests in the system, we
get

πk = π0

(
pλ

μ

)k

=
(
1 − pλ

μ

)
.

(
pλ

μ

)k

, k ≥ 0 (21)

With the utilization η = pλ/μ, we can obtain

πk = (1 − η)ηk, k ≥ 0 (22)

Now, we can derive the key performance indicators of CG system as follows. First,
the mean message requests are obtained as

ECG =
∞∑

k=1

kπk = (1 − η)

∞∑

k=1

kηk = η

1 − η
(23)

The mean message requests waiting in CG queue are obtained as

QCG =
∞∑

k=1

kπk+1 = η2

1 − η
(24)
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Fig. 4 Continuous-time Markov chain for new request within a single PS

The throughput of the CG system can be obtained from

XC = pλ(1 − πC ) (25)

The CG queue is being utilized whenever it is non-empty; in other words the
utilization of CG is as follows

UCG = 1 − π0 = η (26)

Finally, by using Little’s theorem [32], we get the following for the mean response
time and the mean waiting time

TCG = ECG

pλ
= 1/μ

1 − η
, WCG = QCG

pλ
= η/μ

1 − η
. (27)

4.3 Cloud data center model

The model we use to describe each PS in CDC corresponds to M/M/n/K queuing
system. We assume there are M homogenous PSs in the CDC with n VMs at each PS,
and K is the maximum number of message requests in each PS. The client messages
are evenly distributed by the CG server to each PS with the same probability 1/M .
Consequently, the incoming client message is a Poisson process with an aggregate
arrival rateλc = pλ/M .We assume that all VMs are homogeneous service. Therefore,
the processing server time of each VM is exponentially distributed with mean service
time server 1/μVM. Let us define the state of a PS queue as the total number of VMs in
the PS [33]. We assume that there are no waiting buffers in the VMs. Figure 4 exhibits
the transition diagram for the new message request in a single PS.

Let πi (k) denote the steady-state probability of having k traffic requests in PSi (i =
1, 2, ..., M). Using the balanced Eqs. [14,15], we find that

πi (k) =

⎧
⎪⎪⎨

⎪⎪⎩

π0(λc)
k

k!(μVM)k
, ∀k < n

π0(λc)
k

n!nk−n(μVM)k
, ∀k ≥ n

(28)

where π0 is given by the normalization as

π0 =
[
1 + (nρ)n(1 − ρK+1−n)

n!(1 − ρ)
+

n−1∑

i=1

(nρ)i

i !

]−1

(29)
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where ρ denotes the offered load and is expressed as

ρ = λc

nμVM
(30)

The effective rate of message arrivals, λe f f , to the service is given by

λeff = λc(1 − πi (K )) (31)

The throughput, X
i
C , which is defined as the mean number of message requests

serviced during a time unit is expressed as follows

X
i
C = ρ(1 − πi (K )) (32)

We then deduce the key performance measures as follows. First, the rate of loss can
be obtained as follows

vi = λcπi (K ) (33)

The CPU utilization of each VM instance can be expressed as follows

UVM = λeff

nμVM
= ρ(1 − πi (K )) (34)

We compute E
i
C , the mean number of message requests in the i th PS as

E
i
C =

K∑

j=1

jπi ( j) (35)

The mean number of message requests waiting in the i th PS can be obtained from

E
i
W =

K∑

j=n+1

( j − n)πi ( j) (36)

Lastly, we use Little’s formula [32] to obtain the mean response time and mean
waiting time in the i th PS as follows

T
i
R = E

i
C

λc(1 − πi (K ))
, T

i
W = E

i
W

λc(1 − πi (K ))
(37)

We deduce the performance metrics related to the CDC sub-system. First, the rate
of loss due to lack of space in all PM queues

v =
M∑

i=1

vi (38)
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The mean number of message requests as

EC =
M∑

i=1

E
i
C (39)

The mean number of message requests waiting in the CDC sub-system can be
obtained from

EW =
M∑

i=1

E
i
W (40)

The throughput of the CDC system can be obtained from [34] as follows

XC =
M∑

i=1

X
i
C (41)

Lastly, the mean response time and mean waiting time in the CDC sub-system as
follows

T R = EC

XC
, TW = EW

XC
. (42)

4.4 Performance metrics for the overall system

Based on analyzing the three concatenated queuing sub-systems, we derive now
key performance formulas for the entire queuing system as follows. First, the mean
response time is the sum of the response time of the three queuing models. The system
throughput can be obtained from

X = XEC + XCG + XC (43)

The mean response time equation can be formulated as

T = T EC + TCG + T R (44)

The mean waiting time for a message request can be expressed as

W = WEC + WCG + TW (45)

Since the CG is an infinite capacity queuing model, the rate of loss of the system
is related to the finite capacity of the EC sub-system and the finite capacity of CDC
sub-system.

P = Ploss + v (46)

And finally, the mean number of message requests in the system can be written as

E = EEC + ECG + EC . (47)
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5 Simulation and numerical results

5.1 Simulation parameters

We use the Java Modeling Tools (JMT) [35] to cross-check the results obtained by
our queuing model. The JMT is an open-source discrete event simulation (DES)
toolkit for simulating and evaluating the performance of computer and communi-
cation systems. JMT includes tools for workload characterization (JWAT), solution of
analytical queuing networks with algorithms (JMVA), simulation of general-purpose
queuing models (JSIM), bottleneck identification (JABA), and support for Markov
chain models underlying queuing systems (JMCH). This simulator supports also
advanced features including finite bursty processes, capacity regions, fork join servers,
and load-dependent service times [36] in addition to several distributions for arrival
and service process.

In our numerical examples, we assumed that the simulation environment consists
of a CDC with a capacity of 20 homogenous PSs, with each PS is supposed to support
at most 10 VMs. The average message arrival rate to the system is varied from 1000
to 10,000 message requests per second. The service times of message request in each
EC are exponentially distributed with an average of 0.001 seconds. The maximum
number of message requests in the each EC is 300. The message is either forwarded
to CG for further processing in the CDC with probability p = 0.4. The service times
of each message request in the CG are exponentially distributed with an average of
0.0001 seconds. The message request service times on each VM are independent and
identically distributed exponential random variables with an average of 0.01 seconds.
The maximum number of message requests in the each PS is 500. The simulation
results are performed on a PC configured with a 2.40 GHz Intel Core i5 CPU, 4 GB
of memory, and a 250 GB disk. For clarity, we summarize the values of all numerical
parameters used in our simulation in Table 2. The choice of the values of the parameters
is based on the analytical model presented in Sect. 4. We chose the different values of
the parameters so that our system is stable. To validate the analytical model, we used
the same assumption for analysis parameters.

Table 2 Values for system input parameters

Parameters Description Values

λ Message request arrival rate [1000 to 10,000] (req/s)

1/μ1 Mean message request EC service time 0.01 (s)

1/μ Mean message request GC service time 0.0001 (s)

1/μ2 Mean message request VM service time 0.02 (s)

C Maximum number of message requests in each EC 300

p The probability that the message is either forwarded to CG 0.4

K Maximum number of message requests in each PS 500

M Number of PSs in the data center 20

n Number of VMs in each PS 10
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5.2 Results and discussion

First, we have cross-validated our analytical results with those results obtained by
JMT simulator. From the figures presented in this section, the analytical results and
those obtained from the simulation are in good agreement. Hence, this validates our
analytical model. The reported simulation results presented here are the average of
five runs, and the average is recorded in the plots. The curves represented by lines
are the results obtained from analysis, whereas the black circles represent those from
simulation. We have analyzed the performance curves as function of request arrival
rate using multiple ECs (44, 46, 48, and 50). Each figure presented as performance
measure calculated based on the analytical model for varying massages arrival rate
values and compared the simulation ones. Performance curves as those of the CPU
utilization, the mean response time, the mean number of messages in the system, the
system drop rate, and the mean throughput are plotted in the figures.

In Fig. 5, we plot the CPU utilization (Eq. 9) in function of messages arrival rate
according to four different numbers of ECs. We have considered in our simulation 44,
46, 48, and 50 ECs. We remark that as the request arrival rate increases as the CPU
utilization increases. We see that when the system has 5000 requests per second, with
the usage of 50 EC, the CPU utilization tends nearly to 90%while with 44 EC the CPU
utilization is 100%. Clearly, it can be concluded that for reducing the CPU utilization,
it is highly recommend adding others EC in the fog computing system.

In Fig. 6, we show the impact of number of EC on the mean response time (Eq. 44)
by varying the request arrival rate. It is obvious that as the request arrival rate increases,
the mean response time increases. It is also observed that when the arrival rate exceeds
5000 requests per second, the response time increases rapidly from 0.2 to 2 seconds
if one takes for example the case of 44 EC. This is explained in Fig. 5, in which
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Fig. 5 Impact of number of ECs on CPU utilization
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Fig. 6 Impact of number of ECs on mean response time

the CPU utilization changes to 100%, i.e., saturating the node, and obviously the
response time will increase. We see that with 50 ECs, we can improve the mean
response time parameter and enhance the QoS performance. For example, when there
are 5000 requests per second in the system, so using 50 ECs the mean response time
reaches 0.3 second while with 44 ECs the mean response time tends to 2 seconds. This
demonstrates that when we increase the number of ECs in the system we give better
performance, especially for the IoT system that must be prepared to attend a multiple
of requests at the same time sending by different IoT devices connected in the world.

Figure 7 illustrates the impact of number of ECs on themean number ofmessages in
the system (Eq. 47) when the arrival rate is varied. It is clear that whenwe performwith
higher number of ECs and the request arrival rate does not exceed 5000 requests per
second, the system can process more messages which allows decreasing the number
of messages in the system. In the case of the arrivals rate exceeds 5000 requests per
second, the system with higher number of ECs presents a large number of messages in
the system. This is explained very simply in the results obtained in Figs. 5 and 8.When
the CPU utilization is equal to 100% (arrival rate exceeds 500 requests per second)
and the system contains more number of ECs, the probability of dropping messages
from the system decreases comparing to the system with less number of ECs.

In Fig. 8, we show the impact of the number of ECs on system drop rate (Eq. 46)
while varying the request arrival rate. It is observed that when increasing the number
of ECs, the drop rate of messages in the system will accordingly rise. Consequently,
the system with more number of ECs yields a better performance in comparison with
the system with less number of ECs. Hence, we conclude that when we processed the
message requests in the fog computing layer, we subsequently improve the QoS and
the SLA for IoT devices.
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Fig. 7 Impact of number of ECs on mean number of messages in the system
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Fig. 8 Impact of number of ECs on system drop rate

Figure 9 shows the corresponding mean system throughput (Eq. 43) as a function
of request arrival rate for different number of ECs. We observe that when the request
arrival rate is increased, the mean system throughput increases until it levels off at
the saturation point of 5000 requests per second. Beyond the saturation point, the
throughput remains flat. It is noted with more EC nodes, more throughput is achieved.
This is clear when eyeballing the throughput using 50 ECs and comparing it with
44 ECs at an arrival rate of 8000 requests per second. At this point, a mean system
throughput delta of more than 600 requests per second has been achieved.
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Fig. 9 Impact of number of ECs on system throughput

Figure 10 illustrates an example of how our analytical model and derived for-
mulas can be used to achieve an efficient and dynamic scalability whereby minimal
resources of EC nodes are allocated, under any workload conditions instigated by the
IoT devices, to satisfy a desired SLA response time (say 30 ms). Figure 10a shows
a highly fluctuating workload with a pattern of increase and decline in IoT workload
represented in messages/s. Figure 10b exhibits the dynamically changing and mini-
mum number of ECs (representing the minimal number of required EC nodes(labeled
as Dynamic N) computed by our analytical model to ascertain an SLA response time
below 30 ms. Figure 10c shows the corresponding mean SLA response time when
using dynamic and fixed number of ECs. With a fixed number of EC (i.e., N =75), it
is clearly observed that the SLA response time is violated in addition to undesirable
resource utilization in which over-provisioning and under-provisioning are exhibited.

6 Related work

There are many papers published on the subject of performance analysis of fog
computing system. In this section, we summarize published works related to per-
formance evaluation of fog computing environment. A novel integrated fog cloud IoT
(IFCIoT) architecture is proposed in [37] with the aim of improving performance,
energy efficiency, reduced latency, scalability, and better localized accuracy for IoT
applications. The authors in this work also elaborate on the potential applications
of IFCIoT architecture, such as intelligent transportation systems, localized weather
maps and environmental monitoring, smart cities, and real-time agricultural data ana-
lytics and control. To better meet and enhance the performance, energy, and real-time
requirements of applications, the authors also proposed a reconfigurable and layered
fog/edge node architecture that can adapt according to the workload being run at a
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Fig. 10 Dynamic scalability with fluctuating workload

given time. Alsaffar et al. [38] introduced an architecture of IoT service delegation
based on collaboration between fog and cloud computing. They provided an algorithm
to allocate resources to meet the SLA and QoS constraints, as well as optimizing big
data distribution in fog and cloud computing. The reported simulation results show that
the proposed architecture can efficiently balance workload, improve resource alloca-
tion efficiently, optimize big data distribution, and show better performance than other
existing methods.

In [39], the authors studied the interaction between the fog computing layer and
the cloud layer. They provided a detailed mathematical model to describe the char-
acteristics fog computing system in terms of power consumption, service latency,
CO2 emission, and cost. Their work shows that in the context of IoT, with high num-
ber of latency-sensitive applications fog computing outperforms cloud computing.
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Urgaonkar et al. [40] modeled the fog computing system as a Markov decision prob-
lem (MDP). They provided a method using a Lyapunov optimization to minimize
operational costs while providing required QoS. In [41], the authors proposed a com-
munication architecture called smart gateway-based integration with fog computing
and cloud computing. They then test their proposed architecture in terms of upload
andbulk-data upload, synchronization andbulk-data synchronization, and jitter delays.
Their work shows that using smart gateway-based communication with fog computing
helps cloud to deliver services to applications that require low latency.

The authors in [42] designed a high-efficiency task scheduling and resources man-
agement strategy in fog computing platform designed to minimize the task completion
time while providing a better QoE. Three main issues are investigated by the authors:
(1) how to balance the workload on a client device and computation servers, (2) how to
place task images on storage servers, and (3) how to balance the I/O interrupt requests
among the storage servers. The authors in [43] used fog computing architecture for
websites optimization by minimizing the HTTP requests based on the unique knowl-
edge of the edge nodes. They improved that the increasing runtime adaptations to
user’s conditions can be achieved with knowledge that is specific and resides at the
edge of the network. Kamiyama et al. [44] proposed a fog computing-based smart grid
system. The proposed system is geographically distributed and extends the capabilities
of cloud-based smart grids in terms of privacy, latency, and locality for smart grids.
The distributed nature of the proposed model also provides reliability to smart grids
architecture. In addition the authors presented an example scenario, which shows that
the fog computing can increase the efficiency of the cloud computing-based smart
grids.

The carbon emission rate of different fog nodes in terms of energy usage has been
considered for resource provisioning by Do et al. in [45]. The authors developed a dis-
tributed algorithm based on the proximal algorithm and alternating direction method
of multipliers (ADMM) in order to solve the large-scale optimization Internet appli-
cations problem. The reported numerical results show that the proposed algorithm
converges to near optimum within fifteen iterations and is insensitive to step sizes.
A practical implementation of fog computing using Raspberry Pi was attempted by
Krishnan et al. in [46]. The authors proposed also amethod ofmoving the computation
from the cloud to the network by introducing an android like app store on the network-
ing devices. The reported results show that fog computing system-based architecture
has a better response time when compared to the cloud environment. Bhattcharya et
al. [47] formulated a mathematical model to compare the performance of offloading
from smartphone to a cloud server and user-controlled edge devices such as laptops,
tablets, and routers. The obtained simulation results show that offloading to larger
edge devices such as laptop can provide better performance than a cloud server. But,
smaller edge devices such as tablets or routers provide slower performance than a
cloud server, but can also significantly speed up application execution. They find also
that offloading to user’s own laptop reduces finish time of benchmark applications by
10%, compared to offloading to a commercial cloud server.

To date, and to the best of our knowledge, the literature is lacking in research
aspects related to studying and modeling the performance of IoT systems leveraging
the underlying infrastructure of fog and cloud computing platforms. Furthermore, the
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literature is lacking to address the issue of efficient scalability of fog nodes as billions
of IoT devices start getting connected at the edge, and the minimal number of fog
nodes has to be allocated to meet IoT workload to meet SLA and QoS parameters.
Efficient scalability is accomplished when neither provisioning nor de-provisioning
of fog nodes take place. Over-provisioning results in higher cost as more fog nodes
are allocated. Under-provisioning results in violation of SLA and QoS parameters.

7 Conclusion

In this paper, we have presented a mathematical queuing model to capture the dynam-
icity and analyze the performance of fog computing systems used for IoT devices.
We have derived formulas for key performance metrics such as EC CPU utilization,
the system response time, the system loss rate, the system throughput, and the mean
number of messages request in the system. Furthermore, we showed how our pro-
posed model determines under any offered IoT workload the proper number of EC
nodes needed to meet key SLA or QoS parameters. The analytical model has been
cross-validated by simulation using the JMT simulator. We have given many numeri-
cal examples involving fog computing system with 44 ECs, 46 ECs, 48 ECs, and 50
ECs. The obtained simulation results are in line with the results of analytical model.
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