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Abstract With the development of mobile devices, interest in the mobile P2P-based
services has increased.However, the existing schemes spend toomuch cost to process a
continuous range query inmobile P2Pnetwork environments. In this paper,we propose
a new efficient range query processing scheme in mobile P2P network environments.
The proposed scheme consists of two phases. In the query distribution phase, it prunes
the peers that are impossible to be included in the query result. In the monitoring
phase, the proposed scheme updates the query result incrementally. It is shown through
performance evaluation that the proposed scheme outperforms the existing scheme in
terms of the number of messages.

Keywords Continuous range query · Mobile P2P network · Location-based service

1 Introduction

With the development of location-aware techniques and mobile devices such as smart-
phones, tablet PCs, and laptop computers, location-based services (LBS) have been
studied [1]. To provide location-based services, we need efficient query processing

B Jaesoo Yoo
yjs@chungbuk.ac.kr

Jongtae Lim
jtlim@chungbuk.ac.kr

Kyoungsoo Bok
ksbok@chungbuk.ac.kr

1 School of Information and Communication Engineering, Chungbuk National University,
1 Chungdairo, Seowon-gu, Cheongju 28644, Korea

123

             

J Supercomput (2020) 76:7805–7819

Published online: 23 February 2017

http://crossmark.crossref.org/dialog/?doi=10.1007/s11227-017-1986-x&domain=pdf
http://orcid.org/0000-0001-9926-9947


J. Lim et al.

methods for various query types such as a point query, a range query [2], a k-nearest
neighbor (KNN) query [3], a top-k query [4], and a skyline query [5].

Recently, most of the location-based services have been provided in the client–
server environment. In the client–server environment, the server processes all queries.
When the client requests the service, the server receives and processes the request.
The server sends the query results to the client. Therefore, the role of the server is very
important in the client–server environment. However, the client–server-based services
have some disadvantages. In the client–server environment, when the server does not
work well, the service is not provided because the server processes all of the queries.
By the same reason, the bottleneck occurs in the client–server environment.

With the development of mobile devices, interest in the mobile P2P (peer-to-peer)-
based services has increased. In the mobile P2P-based service, each device is called
a peer. We call a peer that issues a query the query peer in the P2P-based service. To
process the query, the query peer sends and receives the data with other peers [6–18].
There are no servers in the mobile P2P network environments. Therefore, the mobile
P2P-based service solves the problem of a client–server-based service.

To process a continuous range query inmobile P2P network environments, the naive
method processes the range query periodically and frequently. However, it has too
much cost and low accuracy. Therefore, continuous range query processing schemes
have been studied [6–18]. There are two approaches. In the first approach, when the
query issues, the neighbor peers process the query using their local information. They
send the results to the query peer. Finally, the query peer merges the results of the
neighbor peers. ExtRange [6] is a typical example of this approach. In the second
approach, when the query issues, the neighbor peers send their local information to
the query peer. The query peer merges the information of the neighbor peers and
processes the query using the merged information. SMQ [7] is a typical example
of this approach. However, these approaches are still too expensive to process the
continuous range query.

In this paper, we propose a new efficient range query processing scheme in mobile
P2P network environments. The proposed scheme consists of two phases. In the first
query distribution phase, it prunes the peers that are impossible to be included in the
query results. In the second monitoring phase, the proposed scheme updates the query
results incrementally.

2 Related works

2.1 Total Dominant Pruning (TDP)

In the P2P network environments, the message distribution performance is hostage to
set a fixed routing path. However, the fixed routing path changes from time to time,
because the peers move and the connection status of the peers changes from time to
time in the P2P network environments. To process the continuous query in mobile
P2P network environments, previous continuous query processing methods must use
the flooding scheme. Figure 1 shows the flooding scheme. In the flooding scheme,
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Fig. 1 Flooding scheme

Fig. 2 Dominant Pruning

the peers send the messages to all neighbor peers. Therefore, duplicate messages are
occurred when messages are sent from u to v and from w to v in Fig. 1.

To reduce the duplicated messages, Dominant Pruning (DP) and Total Dominant
Pruning (TDP) have been studied [8]. Figures 2 and 3 show DP and TDP. In this
scheme, N(x) means neighbor peers of x. In Dominant Pruning, the peers send the
message without the neighbor peers of the neighbor peers (B in Fig. 2) to prevent
sending messages to the peers that already receive the messages. By the same token,
in Total Dominant Pruning, the peers send the message without the two-step neighbor
peers of the neighbor peers (B and U in Fig. 3). To reduce the duplicated messages,
we use the Total Dominant Pruning in query distribution.

2.2 ExtRange

Efficient continuous range query processing methods have been studied. There are
two approaches such as ExtRange and Spatial Monitoring Query Processing (SMQ).
In ExtRange, when the query issues, the neighbor peers process the query using their
local information. And then they send the results to the query peer. Finally, the query
peer merges the results of neighbor peers.

Figure 4 shows the ExtRange. In ExtRange, each peer knows the location informa-
tion of its own data. The query message contains information such as <qid, qo, r, er,
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Fig. 3 Total Dominant Pruning

Fig. 4 ExtRange

ts, dur>. qid is a query id, qo is the object that issue the query, r is the query range,
er is the extended range. ts is the query issue time, and dur is the time that passed
from ts. Each peer set Safe Period (SP) and Wait Time (WT) for effective monitoring
in ExtRange. SP means that the result of the query does not need to be updated. SP
is calculated by Eq. 1. WT means that the query needs to be reprocessed. WT is cal-
culated by Eq. 2. They are calculated by the maxspeed of an object and an extended
range. The extended range is selected by a user. According to the extended range, the
performance of ExtRange is changed excessively.

SP = |dto(oi,qo)−r |
2 × Maxspeed

(1)

WT = ε

2 × Maxspeed
(2)
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2.3 Spatial Monitoring Query Processing (SMQ)

In SMQ, when the query issues, the neighbor peers send their local information to
the query peer. And the query peer merges the information of its neighbor peers and
processes the query using the merged information.

Figure 5 shows SMQ. In SMQ, there are four kinds of query processing methods.
They are Stationary Range Monitoring Query Processing methods (S-RMQ), Mobile
Range Monitoring Query Processing methods (M-RMQ), Stationary KNN Monitor-
ing Query Processing methods (S-KNNMQ), and Mobile KNN Monitoring Query
Processing methods (M-KNNMQ). M-RMQ is a continuous range query processing
method. In M-RMQ, the query peer such as N in Fig. 5 makes an inner bounding rect-
angle and an outer bounding rectangle. The inner bounding rectangle means boundary
that the query peer can move without result update. The outer bounding rectangle
means boundary that objects can move without result update. In case that the query
peer leaves the inner bounding rectangle or some objects pass the outer bounding
rectangle, this method reprocesses the query.

However, the existing approaches are too expensive to process the continuous range
query when peers have low speed. Since they use the physical maximum speed of a
peer to set SP (monitoring boundary) and WT, they suffer from flexibility.

3 The proposed query processing scheme

In this paper, we propose a new efficient range query processing scheme in mobile
P2P network environments. The proposed scheme consists of two phases. In the query
distribution phase, the proposed scheme prunes the peers that are impossible to be
included in the query result. TDP is used for the query distribution. In the monitoring
phase, the proposed scheme updates the query result incrementally.

Figure 6 shows the proposed query processing scheme. The proposed query pro-
cessing scheme consists of two phases. First phase is initial query processing phase. In
the initial query processing phase, the proposed query processing scheme calculates
an initial result of the range query. The proposed scheme solves that ‘how to reduce

Fig. 5 SMQ–M-RMQ
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Fig. 6 The proposed query
processing scheme

the duplicated messages?’ and ‘which peers will be forwarding the message?’ in query
distribution step of initial query processing phase. And the proposed scheme solves
that ‘which peers will be processing the query?’ in candidate peers determination step
of initial query processing phase. Second phase is monitoring phase. In the monitor-
ing phase, the proposed query processing scheme monitors and updates the result of
the range query. The proposed scheme solves that ‘how to update the result of query
efficiently?’ in query update step of monitoring phase.

3.1 Query distribution

A query has information such as <qid, qo, qr, expiretime, keywords>, where qid is
the query identifier, qo is an peers that issues the query, qr is its range, expiretime is
its expiration time, and the keywords is the extended information for processing the
query. Figure 7 shows the proposed query distribution method. In this figure, an arrow
means the flow of a message, and a circle means the communication range. The query
distribution method uses TDP [8] to prevent the duplicated messages. For example,
query peer q issues a query. q sends the query message to its neighbor peers such
as N1 and N2. However, q does not send the query message to neighbor peers of N
to prevent duplicated messages. The neighbor peers of N mean the peers within the
communication range of peer N ((N1, N2, . . .) ∈ N ).

In the proposed scheme, a query message is sent to peers that can be included in the
range query results. To determine the candidate peers, we make the query distribution
range. Figure 8 shows how to make the query distribution range. In Fig. 8, the ellipse
means the range which contains the candidate peers which can be included in the range
query result. In this scheme, we draw a circle C to cover candidate peers because we
have too much cost to draw the ellipse E .

The coordinate (x, y) that represents the center point of the circle C and the radius
r are computed by Eqs. 3, 4, and 5, respectively. These parameters are only used in
order to draw a circle in Fig. 8. In this equation, expiretime means the valid time of a

123

7810



An efficient continuous range query processing scheme in...

Fig. 7 Query distribution
method

Fig. 8 Query distribution range

query. qx and qy are the initial coordinate of the query peer when the query is issued.
qvx and qvy are the movement vectors x and y of the query peer.

x = qx +
(
qvx × expiretime

2

)
(3)

y = qy +
(
qvy × expiretime

2

)
(4)

r = qr +

√(
qv2x + qv2y

)
× expiretime

2
(5)
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3.2 Candidate peers determination

All peers that can be included in the range query result receive the query message
by the query distribution strategy. However, all peers that receive the query message
are included in the range query results. We propose an efficient continuous query
processing scheme. Figures 9 and 10 show how the proposed query processing scheme
computes the relative vectors and determines the candidate peers. All peers that receive
the query message process the query by using their local information. To process the
continuous range query, peers compute the relative vectors of the query peer.

Figure 9 shows how the proposed scheme computes the relative vectors. The peers
know the vector of the query peer. For example, a vector between query peer q and
N0 is (qvx − nvx , qvy − nvy). nvx and nvy are the movement vectors x and y of the
peers such as N0. The peer determines the candidate peers by the relative vector and
expiretime of query.

Figure 10 shows how the proposed scheme determines the candidate peers. The
proposed scheme determines the candidate peers by effective range and dq. dq is min-
imum distance between peers and linear movement of relative vectors. For example,
N0 is the candidate peer of this range query because N0 can enter an effective range
as shown in Fig. 10. However, N1 is not the candidate peer of this range query. As a
result, the candidate peer such as N0 needs to be monitored to process the continuous
range query.

Figure 11 shows the proposed candidate peers determining algorithm. The inputs
are query peer q and peer set N.queue. The output is CANDIDATE_SET. First, when a
peer receives the querymessage, the peer loads the information of q (Line 01). Second,
the peer calculates the relative vectors vx and vy (Line 04). Third, the peer calculates
the distance between l and n using the relative vectors (Lines 05–06). Finally, the peer
compares dq and qr . If dq < qr , the peer sends the message that this peer is candidate
to query peer q (Line 8).

3.3 Query update

The naïve scheme that processes the range query at all the times periodically is not
efficient. It spendsmuch cost to update the query result. Therefore, most of the existing

Fig. 9 Computation of the
relative vectors
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Fig. 10 Determination of the
candidate peers

DetermineCandidatePeers(q, N.queue)

Input : query peer q , peer set N.queue
Output : the set of candidate peers, CANDIDATE_SET
01: load the query information from query peer q;
02: while (N.queue is not empty) {
03:     n = a peer in N.queue;
04: vx = qvx – nvx; vy = 

05:     line l vy = ; // l is the line that include q and q’ in fig10
06:    dq = CalculatDistance(n, l);   // Equation to calculate the distance
07:     if (dq qr) {

08:               CANDIDATE_SET n; // Send the message to query peer
09:       }
10: }

Fig. 11 The candidate peers determining algorithm

methods make safe regions such as Safe Period, inner bounding rectangle, and outer
bounding rectangle.

Figure 12 shows how to update the query result. In order to update the query result
in the proposed scheme, N0 draws the monitoring range as shown in Fig. 11. The
monitoring range is drawn by the location of N0 and the query range qr . For example,
N0 can be included in the query result. When the query peer q is at location �1, N0
enters the monitoring range. This means that N0 is included in the range query result.
When the query peer is at location �2, N0 leaves themonitoring range soon. Thismeans
that N0 is removed in the range query result. To compute the intersected location, we
use the equation of the circle and the linear equation. By using the monitoring phase,
the proposed scheme updates the query result incrementally.

Figure 13 shows the proposed result update algorithm. The inputs are query peer
q and peer n. The output is RESULT_SET. First, when the peer is determined to a
candidate peer, the peer draws the monitoring range using qr. And the peer calculates
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Fig. 12 Query result update

UpdateRangeQueryResult(q, n)

Input : query peer q, peer n CANDIDATE_SET

Output : the result of a continuous range query, RESULT_SET

01: [i] = drawMonitoringRange(q, n)

02: qt = computeQueryTime(q);
03: while ( qt > current_time ){
04:     for ( j=0; j<i; i++ ) {
05:          if ( current_time == [j] ) {

06:               updateResult(RESULT_SET);
07:          }
08:     }
09: }

Fig. 13 The result update algorithm

the intersection time between monitoring range and line l (Line 01). Next, the peer
monitors the time. When current time reaches intersection time, the result of range
query is updated (Lines 03–09).

4 Performance evaluation

Performance evaluation was conducted on the desktop using the Windows7 operat-
ing system, Pentium 3.0GHz processor, and 4GB main memory. Table 1 shows the
performance parameters in this performance evaluation. In these environments, peers
locate in a two-dimensional space that has 1024 × 1024 coordinates. The number
of peers is 10,000, and the number of queries is 1000. The communication range is
100. In performance evaluation, we compare the number of messages of peers. The
number of messages means the number of accessed peers when a query is processed.
The attribute values of peers and queries are randomly generated. In order to show the
efficiency of the proposed scheme, we compare it with one of the existing schemes,
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Table 1 Performance
parameters

Parameters Value

Number of peers 10,000

Number of queries 1000

Size of space 1024 m×1024 m

Communication range 100 m

ExtRange in terms of the number of messages. The other existing schemes have high
communication costs because peers send the whole information for query processing
in these existing schemes. So, we compare the performance of the proposed scheme
with only Extrange.

Figure 14 shows the performance comparison according to the query speed. The
query speed means the average moving speed of the query peer. The query speed
changes from 0 to 30m/s. As a result, the proposed scheme achieves about 396% better
performance than ExtRange. In low query speed environments, ExtRange has poor
performance because SP and WT are calculated by the maximum speed of the peers.
This means that SP andWT are not suitable in low query speed environments because
the result of query is unnecessarily often updated. Therefore, ExtRange achieves better
performance when the query speed increases. However, even in the maximum query
speed environments, the proposed scheme still has better performance than ExtRange.
We confirm that there is no reversal phenomenon of performance in results of extended
evaluations according to the increase in speed.

Figure 15 shows the performance comparison according to the peer speed. The peer
speed means the maximum moving speed of a peer. The peer speed changes from 10
to 70m/s. As a result, the proposed scheme achieves about 161% better performance
than ExtRange. In the low peers speed environments, ExtRange has poor performance
because SP is very small. Therefore, the result of the query is updated often around the
extended range. By the same token, ExtRange achieves better performance when the
speedof peers increases.However, even in themaximumpeers speed environments, the
proposed scheme still achieves better performance than ExtRange. We confirm that
there is no reversal phenomenon of performance in results of extended evaluations
according to the increase in speed.

Figure 16 shows the performance comparison according to the expiretime. The
expiretime means the average expiretime of query. As a result, the proposed scheme
achieves about 179% better performance than ExtRange. In the high expiretime envi-
ronments, ExtRange has poor performance because WT is very small. Therefore,
ExtRange often reprocesses the query. The proposed scheme and ExtRange have poor
performance when the expiretime increases. However, the proposed scheme has better
performance than ExtRange regardless of the expiretime. We confirm that there is no
reversal phenomenon of performance in results of extended evaluations according to
the increase in speed.

Figure 17 shows the performance comparison according to the number of queries.
As a result, the proposed scheme achieves about 400% better performance than
ExtRange.With increasing the number of queries, the number ofmessages is increased
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Fig. 14 Performance
comparison according to speed
of a query peer

Fig. 15 Performance
comparison according to average
speed of peers

in the proposed scheme and ExtRange. As shown in Fig. 15, the proposed scheme
achieves better performance because the proposed scheme has lower number of mes-
sages of peers in initial query processing and query update.

Figure 18 shows the performance comparison according to the number of peers. As
a result, the proposed scheme achieves about 500%better performance than ExtRange.
With increasing the number of peers, the number of messages is increased in the pro-
posed scheme and ExtRange. Increasing the number of peers means that peers are
more densely located in limited spaces. As shown in Fig. 16, the proposed scheme
achieves better performance because ExtRange has more duplicated messages in high
density peers environments. On the other hand, the proposed scheme has lower dupli-
cated messages in high density peers environments because the proposed scheme uses
the TDP in query distribute step.

Figure 19 shows the performance comparison according to the communication
range. As a result, the proposed scheme achieves about 650% better performance
than ExtRange. With increasing the communication range, the number of messages
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Fig. 16 Performance
comparison according to the
valid time

Fig. 17 Performance
comparison according to the
number of query

is increased in the proposed scheme and ExtRange. Increasing the communication
range means that there are more receive peers when a peer sends a message. As shown
in Fig. 19, the proposed scheme achieves better performance because ExtRange has
more duplicated messages in large communication range environments. On the other
hand, the proposed scheme has lower duplicated messages in large communication
range environments because the proposed scheme uses the TDP in query distribute
step.

5 Conclusion

In this paper, we have proposed a new efficient continuous range query processing
scheme in mobile P2P network environments. The proposed scheme consists of two
phases. In the query distribution phase, it prunes the peers that are impossible to be
included in the query result. In the monitoring phase, the proposed scheme updates
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Fig. 18 Performance
comparison according to the
number of peers

Fig. 19 Performance
comparison according to the
communication range

the query result incrementally. It was shown through performance evaluation that the
proposed scheme outperforms the existing scheme in terms of the number ofmessages.
In our future work, we will study the various query processing methods such as KNN,
top-K, and skyline query in mobile P2P networks.
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