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Abstract Articles posted on a forum often contain new Internet words related to
opinion elements (feature words and opinion words). Consequently, existing Chinese
opinion-mining systems may exhibit low recall and precision because they cannot
recognize these new Internet words. Therefore, we propose a simple algorithm to
elaborate on the opinion elements of such articles by extracting the opinion elements.
Moreover, when an opinion word is combined with a specific word or concatenated
with another opinion word, it may cause a change in the polarity or meaning of the
opinion. This fact is prone to cause difficulties by changing the polarity or meaning
of certain opinion elements, leading to errors in the analysis results of the Chinese
system. We designed three algorithms with context dependency to address this prob-
lem. In this paper, we develop a semi-automatic Chinese opinion-mining system with
these algorithms to extract these new opinion elements. Then, we determine whether
the new word identified through manual judgment is a useful opinion element for a
specific domain and add it to the thesaurus. In comparison with semi-automatic anno-
tation methods, our approach can save considerable labor. After a 20-month follow-up
analysis, the experimental data indicated that the precision, recall, and F1 of the system
reached 84.0, 89.4 %, and 0.865, respectively.
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1 Introduction

Opinion-mining reviews are typically analyzed at various resolutions [1]. One
is document-level opinion mining identifies the overall subjectivity or sentiment
expressed on an entity in a review. The other is sentence-level which can associate
opinions in detail with specific aspects of entity. Some related studies define the opin-
ion elements to express people opinions toward entities such as products, services
and their attributes for sentiment analysis [2–5]. In this paper, we focus on subjective
sentences for sentence-level opinion mining. We use four types of opinion elements
(topic, feature, item, and opinion word) to form an opinion sentence from sentences
with subjective opinions. Topic is the subject or entity of people’s comments. That is
usually a company or vendor name. Feature represents products or related services for
the topic. If the review has more detail attributes about feature, we use items to rep-
resent them. Opinion words are usually emotional words or adjective word which to
express the evaluation refers to the reviewers.Moreover, becausewe can have a prelim-
inary understanding of the opinions of authors if the opinion sentence has a topic and
opinion words, our definition of a complete opinion sentence, which is called a tuple,
is one for which neither the topic nor the opinion word is a null (Ø) value. Therefore,
in our opinion sentences, we use (topic, feature, item, opinion word), (topic, feature,
Ø, opinion word), (topic, Ø, item, opinion word) or (topic, Ø, Ø, opinion word) to
express the opinions of the authors.

Because articles posted on a forum often contain new Internet words that are not
included in the default Chinese thesaurus, the system will not be able to recognize
these new Internet wordswhen it encounters them. This lack of recognitionwill further
affect the precision and recall of the system in the extraction of opinion elements.
However, in the Chinese articles, many features and opinion words are not nouns or
adjectives and will cause errors in the extraction. The systematic precision of using
POS or Parser is between 60 and 70 %, and the recall is 50 and 80 % [15–17]. To
improve the precision and recall, we must use a manual annotation approach to extract
new Internet words that lie outside the scope of the thesaurus to be opinion elements.
Because manual annotation requires substantial labor, some studies have proposed
the use of Semi-Automated Tagging to reduce labor [6]. However, the application of
Semi-Automated Tagging still requires the manual inspection of all sentences, which
requires considerable labor.

The method of opinion-element extraction and expansion developed for our system
can process more than 2000 articles (more than 20,000 sentences) at approximately an
hour by taking the reasonable approach of ignoring any opinion elements that appears
only once (opinion elementswhich occur frequency equal 1); that is,we ignore the non-
popular opinion elements that only appears once and find new useful opinion elements
by manual judgment with frequency 2 above. It requires only approximately an hour
to inspect more than 400 new possible words. By contrast, the inspection of the same
number of sentences using the manual annotation approach requires approximately 4–
7 days, and therefore, ourmethod can save a considerable amount ofmanual inspection
time.

The same Chinese word may have different meanings when used in different
contexts. To evaluate the polarity of an opinion word, context dependency must be
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considered [7–9]. However, for a Chinese system, it is not sufficient to consider only
the context of each word independently. When an opinion word is combined with a
specific word or concatenated with another opinion word, it may cause a change in
the polarity or meaning of the opinion [9]. It is also possible that a non-opinion word
may become an opinion word and that the original opinion word may become a non-
opinion word. Therefore, we also designed three algorithms to improve the capability
of our system to cope with situations.

In this paper, we develop a semi-automatic rule-based Chinese opinion-mining sys-
tem with above algorithms to extract these new opinion elements. The system extracts
the possible opinion elements from an article based on its established thesaurus, then,
we identify throughmanual judgment whether the possible opinion element is a useful
opinion element for a specific domain and add it to the thesaurus. Since the syntax rule
of a language is rather basic and static [1], in this paper, the opinion elements of articles
were extracted based on lexicons and combined with the sentence patterns (general
sentences, equative sentences, and comparative sentences) and context dependency
to analyze the authors’ opinion tendencies. The experimental results show that the
precision, recall, and F1 of the system reach 84.0, 89.4 %, and 0.865, respectively.

2 Related work

At present, there are few analogous traditional Chinese systems. Ku et al. [10] have
developed CopeOpi, an opinion-analysis system for traditional Chinese. This system
analyzes articles and their opinion tendencies based on the previously established
NTUSD dictionary. Chien-Liang et al. [11] have established a system in the field of
Chinese film, which allows the user to select the name of a film to be reviewed as well
as certain characteristics related to the film. However, these systems do not address
the question of thesaurus expansion to include new Internet words.

Several English-based studies have used existing dictionaries to elaborate opinion
words. Compared with English, Chinese language is different from English in that
there are many word combinations in Chinese, and there is no space between words
[9]. There are few papers on the extraction and amplification of opinion elements in
the Chinese opinion-mining system. Most studies use a natural-language technique
combined with certain specific patterns to extract opinion elements [12–14,21,22].
The primary challenge in Chinese language is many new Internet words are not in
the thesaurus [6,15–17,20]. Some studies of the extraction of opinion elements have
used a manual approach to establish a thesaurus of features. Using manual annotation,
it is possible to establish a complete thesaurus of opinion elements. Although the
precision of this approach may be very high, it involves considerable labor, and the
opinion elements must be annotated individually for each different domain [18].

3 System architecture

The system architecture is presented in Fig. 1. The thesaurus of the system includes
a general thesaurus, a general thesaurus of opinion words, and a thesaurus related to
a specific domain. To be specific, the Chinese universal dictionary [19] is used as the
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Fig. 1 Architecture of the proposed Chinese opinion-mining system

general thesaurus for normal Chinese terms. The general thesaurus of opinion words
contains a collection of many traditional, normal opinion words, and the domain-
specific thesaurus contains only relevant topics, features, items, and opinion words
that belong to the specific domain.
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During system operation, after selecting comment data for a specific domain and
the time interval of the analysis data: (1) the linguistic characteristics of the Chinese
language differ greatly from English, there is no space between words in sentences.
During the data pre-processing, we segment the text and label words. (2) We annotate
the opinion elements and use the thesaurus to flag opinion words in the article. (3) We
execute the algorithm to extract and expand upon opinion elements and store the results
in the thesaurus. Moreover, we can edit the properties of the opinion elements, such as
whether they belong to a specific domain, their polarity, and the context dependency
amongopinion elements, during stages (2) and (3). (4)Weusevarious sentence patterns
to combine the relevant opinion elements into an output opinion sentence, which is
stored in the database. Marketers, manufacturers and consumers can directly acquire
the information and statistical charts they desire using the analysis-report function of
this system.

4 Algorithm for the extraction and expansion of opinion elements

On Internet forums, new Internet words periodically emerge, and these newwordsmay
become new opinion elements. We propose a word-hyphenation algorithm to extract
new Internet words that may become new opinion elements from an article posted
on an Internet forum. Moreover, we designed three algorithms, Algorithm-“OP+OP,”

Algorithm-“OP+ +OP,” andAlgorithm-“OP+ ,” to address the possible change in
the polarity or meaning of an opinion word when that opinion word is combined with
a specific word or concatenated with other opinion words. Because most identified
opinion elements are opinion words, in the experiment and the following description,
we annotate and discuss the role of only opinionwords. Because theword-hyphenation
algorithm is the only algorithm discussed here that is relatively complicated, we pro-
vide a detailed discussion of this algorithm in this section.

4.1 The word-hyphenation algorithm

As depicted in Fig. 2, the word-hyphenation algorithm involves a four-step process.

Step I: Because a sentence that expresses an opinion requires at least a topic and an
opinion word to be an opinion sentence, we process the article to extract segments that
may be missing a topic or an opinion word. We illustrate this step using Example 1.

Example 1 “A 493, !” (“The 493 program of
telecommunication company A is very remarkable in the history of telecommunica-
tion!”)

In Example 1, the article contains “telecommunication company A” (topic), “493”

(feature), and “ /very remarkable” (opinion word). However, the system does not

recognize the opinion word. Therefore, the paragraph “ ”
will be extracted in this step.
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Word-hyphena�on algorithm 

Step I: Preprocess the ar�cle and extract from the ar�cle any paragraphs that 
may be missing a topic or an opinion word. 

Step II: Perform word hyphena�on on the paragraphs P{t1,t2,…,tn}.  
For each P{t1,t2,…,tn} do 

Call word-combina�on procedure, as illustrated in Figure 3, to  
generate new words.  

Calculate the frequency of new words a�er combina�on.
Step III: If the frequency of short words is smaller than or equal to the frequency 

of long words, delete the short words contained within the long words. 
Step IV: Output the words with a frequency greater than 1 for manual inspec�on 

and retain the words with a frequency of 1 for the next round.

Fig. 2 Word-hyphenation algorithm

Procedure: word combina�on 
Consider n individual, sequen�al characters t in paragraph P{t1,t2,…,tn}. 
Valid shi� s in P 
for m 2 to n  

for s 0 to n-m
  generate a new possible word, ts+1…ts+m

Fig. 3 Procedure: word combination

Step II: The text of an article on an Internet forum often contains new Internet words
or incorrect words that are not defined in the thesaurus. After the word hyphenation of
the article, any text that cannot be recognized by the thesaurus will treated as n indi-
vidual characters. Let P{t1, t2, . . ., tn} be a contiguous set of individual characters,
t1, t2, . . ., tn , in the article; then, for each P{t1, t2, . . ., tn}, we can combine m con-
tiguous single characters to form a newword, ts+1. . .ts+m , using theword-combination
procedure presented in Fig. 3, where � 2m � n and 0 � s � n − m. For example,

after the word hyphenation of the paragraph “ ”, only one

P{ } is found at this step. After the combination of “ ”, “ ”, “ ”,

and “ ” using theword-combination procedure, six newpossiblewords, “ ”, “ ”,

“ ”, “ ”, “ ”, “ ”, and “ ”, are generated. In par-

ticular, “ /very remarkable” is an opinion word that is considered to be a new
Internet word.

Step III: Some people tend to use abbreviations to replace relatively long words that
appear particularly often in features, products, or projects. If a particular short word
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is often used as an abbreviation, its frequency of occurrence should be higher than the
corresponding long word that it abbreviates; we can directly replace the short word
with the long word.

Step IV: Although we can rapidly determine whether new words are new opinion
elements, we still must inspect all possible combinations. There aremany new possible
wordswith a frequencyof occurrenceof 1, but there is no significant differencebetween
the number of opinion words with a frequency of 1 and above and the number of
opinion words with a frequency of 2 and above. For example, for the experimental
data considered in this paper, in the articles from July of 2011 on the Mobile01 forum,
there are 2849 new possible words with a frequency of 1 and above, and 10 of these
new possible words have beenmanually determined to be opinion words; there are 292
new possible wordswith a frequency of 2 and above, and 6 of these new possible words
have been manually determined to be opinion words. Therefore, to reduce the time
required for manual inspection, we do not manually inspect new possible words with
a frequency of 1, and they are carried forward to the next iteration. If a new possible
word is subsequently used again by the originator, it will be manually inspected when
the accumulated frequency becomes greater than 1, and therefore, this new opinion
word will be missed once at most.

4.2 Processing the changes in the polarity and meaning of an opinion word

In Chinese, when an opinionword (referred to asOP) is combinedwith a specific word
or concatenated with other opinion words, it may generate a change in the polarity
or meaning of the expressed opinion. Consequently, to process this change, we use
three different algorithms to handle terms in the following three forms: “OP+OP,”

“OP+ +OP,” and “OP+ .”

• Algorithm - “OP+OP”
When an opinion word OP1 is concatenated with another opinion word OP2, it
might generate a new opinion word OP1OP2, and the polarity of this new opinion
word could be different from that of OP1. If this type of opinion word is not
recognized, it will cause the accuracy and recovery rate of the system to decline.
Hence, an algorithm to decipher this type of opinion word is required and manual
intervention is required to determine whether the new opinion word belongs to the
domain. Moreover, if both opinion words are positive opinion words, then the new
opinion word generated by the combination of the two is also positive, whereas
if at least one of them is a negative opinion word, then the new opinion word
generated by the combination must be negative.

• Algorithm - “OP+ +OP”

For an opinion word OP, the term “OP+ +OP” is always an interrogative

word in the Chinese language. For example, “ /good” is an opinion word, but

“ /good or bad?” is an interrogative word. Therefore, to avoid such mis-

interpretation, this algorithm identifies words with the “OP+ +OP” form and
adds them to the general thesaurus.

• Algorithm - “OP+ ”
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When an opinionword is followedby a “ ,” its tonewill sometimes be reversed. In

the telecommunication domain, “ /good” is an opinion word, whereas “ /a

lot of” is not an opinion word. However, “ /much better” is once again an
opinion word. Therefore, for vocabulary of this type, we must identify these words
for manual judgment.

4.3 Experimental data for extracting and expanding opinion elements in the
system

Here, we demonstrate how the system effectively reduces labor requirements and
identifies relevant new opinion elements using various algorithms. The data source
is articles from the comprehensive discussion forum on Mobile01 mobile commu-
nication, and the range of data is from July of 2011 to February of 2013, a total of
20 months. There is no restriction on the length of articles on Mobile01, each month
contains 2613 articles and 22,230 sentences on average.

Unlike professional reviews written by experts, articles posted on Mobile01 are
usually unformatted and very colloquial. These articles are often contain opinion
elements that belong to other domains or newwords. The systemfirst uses the thesaurus
to automatically flag opinion elements. It then manually determines which of these
opinion elements belongs to the telecommunication domain, and they are added to the
thesaurus for the telecommunication domain. For the first several months, the manual
inspection required approximately one hour per month on average; for subsequent
months, because the most commonly used opinion words had already been identified,
the manual inspection required only approximately 20 min. In the following, we will
analyze and discuss the performance and effects of the word-hyphenation algorithm.

Table 1 presents the results of analyzing an article using the word-hyphenation
algorithm. In the table, the time costs are listed by date for the manual inspection
of new possible words with a frequency of 1 and above and with a frequency of 2
and above. Some new possible words must be checked against the text that appears
before and after them in the article, and such determinations usually take a long
time. The “number of judgments based on context” represents the number of such
determinations. According to Fig. 4, the time required for the manual inspection of
new possible words with a frequency of 1 and above is approximately 3–5 times higher
than that required for the manual inspection of new possible words with a frequency
of 2 and above.

From September of 2012 to December of 2012, because a relatively large number
of articles were posted during that time, a large number of manual judgments were
required. But most new possible words are meaningless, there were few opinion words
to be found. Moreover, for later months because the commonly used opinion words
have extracted, the number appears to exhibit a trend of becoming less. Because of the
word-hyphenation algorithm, we needed to spend only approximately one hour per
month to evaluate approximately 400 new possible words. Without the assistance of
algorithms, semi-automatic annotation methods required a manual search for opinion
elements that would typically require 4–7 days to process one month of data. Our
system offers a considerable reduction in labor and time costs.
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Fig. 4 Comparison of time cost (in minutes) for algorithm—“word hyphenation” above frequency 1 and
above frequency 2

Table 2 presents the experimental results obtained using the algorithms that process
the changes in themeanings of opinionwords. The number of opinionwords generated
from the data by each algorithm was small, and for each month, only 5–10 min was
required for the manual evaluation of these new opinion words.

5 Sentence patterns and the combination of opinion elements

With regard to the analysis of the opinion tendencies expressed by articles on online
forums, three sentence patterns are summarized below in combination with the con-
cepts of a default topic and clause priority.

5.1 Default topic and clause priority

Because there is no restriction on the length of articles thatmay be posted onMobile01,
if the author mentions a topic in the article, multiple sentences are typically used to
thoroughly describe the topic. The author often uses subsequent clauses for supple-
mentary description. The consideration of only clauses that contain topics would result
in some clauses relevant to the topic at hand being discarded because some clauses do
not mention a topic. As a result, the system would achieve only incomplete opinion
expression, and the subsequent analysis would suffer from information loss. There-
fore, we propose the concept of a default topic. If a topic is mentioned in the text of
an article but not in all clauses, we apply the topic mentioned in the previous sentence
to subsequent clauses, thereby avoiding the problem of incomplete opinions when the
subsequent clauses do not mention a topic.

The combination of opinion elements primarily utilizes the nearby approach and
clause priority. When a feature is mentioned in an earlier clause and another feature
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and an opinion word are also contained in the next clause, the relation between the
feature and opinion word in the later clause is considered to have higher priority. The
prior feature is replaced by the subsequent feature.

5.2 Sentence patterns

In the following, we introduce three sentence patterns: a general sentence, an equative
sentence, and a comparative sentence. In fact, any sentence may contain two or more
basic sentence patterns.

• General sentence pattern
When pairing opinion elements in general sentences, the default topic, i.e., the
topic of the previous sentence, will be used when there is no topic mentioned in
the sentence under consideration. When analyzing an article, its features, items,
and opinion words will be paired according to the pairing method for opinion
elements described above in the subsection pertaining to clause priority.

• Equative sentence pattern
The equative sentence pattern refers to the case in which opinion elements of the
same type are connected with conjunctions. The standard pattern for an equative
sentence is “A conjunction B conjunction C conjunction…D” (where A, B, C,
and D are the same type of topic, feature, item, or opinion word). Because only
one type of opinion element can be placed in the tuple, when opinion elements
on the same level are connected with conjunctions, there must be a process for
separation. A new tuple is added for each level of opinion elements. Then, the
opinion elements are paired according to clause priority, as described above.

• Comparative sentence pattern
In articles posted to an online forum, comparisons are often presented between
products or companies, and such comparisons use two types of comparative sen-
tences.
1. “A… (more)…opinion word” (where A could be any combination of

topic, feature, and item).
This is a relatively simple sentence that describes only a unilateral good (or
bad) opinion, and the pairing processing is the same as for general sentences.
However, if the topic does not appear in the clause of such a comparative
sentence, the default topic must be used.

2. “A… (than)…B…opinion word” (where A and B can be any combination
of topic, feature, and item).

For this type of comparative sentence, if there is no topic in front of “ /than,”
the topic that appears in the nearest previous sentencewill be used as the default

topic; the feature portion of the sentence is also centered around “ /than.”
If the topics of the two sentences are different and a feature is mentioned in
the previous sentence but not the current one, then the feature referenced in
the previous sentence is used for the sentence under consideration. We use a
comparison of sentence properties to assign the opposite polarity to opinion
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words in the later sentence (add a negative word “not/ ” before the opinion
word that belongs to the later sentence).

5.3 Statistical correction

We proposed a statistical correction method to correct the opinion tendency of authors
with conflicting opinion outputs. There are two principles in this mechanism. The first
is to correct based on the opinion tendency of the majority; the second is that the
opinions published on the online forum by authors regarding the topic are mostly of
negative opinion tendency. Based on these two principles, we correct sentences with
contradictory opinions. First, determine whether there is an opinion confliction on
the same statement in the output sentence of the author. The conflicting opinions are
analyzed only when they have the same type of opinion words. The system determines
whether there aremore positive opinions than negative opinions in the output sentences
from the same statement of the author. If so, the original negative tendency output is
reversed to positive opinion tendency output, and vice versa. If the number of sentences
with positive opinion tendency and negative opinion tendency output from the author
are the same, the opinion tendency of other follow-up posts will be considered. We
will be corrected based on the opinion tendency of the majority. But if there are no
other follow-up posts, the positive opinion tendency is directly changed to negative
tendency output.

5.4 System precision, recall, and F1 measure

This section discusses the experimental results. First, we present the experimental
results of data in the telecommunication domain on the Mobile01 online forum, and
then we discuss, with data, the factors that affect the precision and recall. We display
the result of long-term tracking next. The approach of data assessment is to measure
precision, recall, and F1, which are defined as follows:

precision = A/ (A + C1 + C2)

recall = (A + C1)/B

F1-Measure = 2∗precision∗recall/( precision + recall)

A is the number of complete sentences output by the system that are correct outputs, B
is the number of manually labeled complete sentences, C1 is the number of sentences
output by the system that are incorrect in meaning, and C2 is the number of extra
complete sentences found by the system. Table 3 is the schematic of the system output.

The approach used for data assessment is to evaluate the precision, recall, and F1.
The long-term tracking results are presented in Fig. 5. This figure also contains the line
graphs for the precision, recall, and F1 values for each month. The average precision,
recall, and F1 values are 84.0, 89.4 %, and 0.865, respectively. According to the long-
term tracking results, the precision and recall of the system proposed in this study
indicate good, stable performance.

123



3000 S.-J. Wu et al.

Table 3 System output
schematic

Complete sentence
output by the sys-
tem

Manually labeled
complete sentence

Correct A B

Incorrect C1 + C2 0

Fig. 5 Long-term tracking results

6 Conclusions

In this paper, we established a Chinese opinion-mining system that can be applied to
an Internet forum and analyzed the opinion trends expressed by the articles on one
such forum. We proposed the thesaurus-based extraction of opinion elements from
articles, andwe designed algorithms for extracting and expanding the opinion elements
considered by the system. This system has good performance and effectively reduces
labor costs. The experimental results confirm that our method for the extraction and
expansion of opinion elements can not only identify new words emerging in Internet
usage, but also effectively reduce labor costs.

In future, we will work toward continuous improvement of this system. We will
implement numerous additional functions in report analysis to allow the system to
not only rapidly acquire the requested information, but also to track whether certain
opinion tendenciesmay reflect a long-termpattern ofmalicious criticismbyaparticular
reviewer and thus identify abnormal evaluations.
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