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Abstract BXI, Bull eXascale Interconnect, is the new interconnection network devel-
oped by Atos for high-performance computing. It has been designed to meet the
requirements of exascale supercomputers. At such scale, faults have to be expected
and dealt with transparently so that applications remain unaffected by them. BXI fea-
tures various mechanisms for this purpose, one of which is based on a clear separation
between two modes of routing tables computation: offline mode used during bring-up
and online mode used to deal with link failures and recoveries. This new architecture
is presented along with several offline and online routing algorithms and their actual
performance: the full routing tables for a 64k-node fat-tree can be computed in a few
minutes in offline mode; and the online mode can withstand numerous inter-router
link failures without any noticeable impact on running applications.
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1 Introduction

High-performance computing workloads must scale to extreme levels of parallelism
with applications using tens of thousands of nodes and dozens or hundreds of threads
on each node. BXI, Bull eXascale Interconnect, is the new interconnection network
developed by Atos and designed to meet these requirements. The BXI interconnect
is based on two ASICs: a network interface controller (NIC) and a 48-port switch.
The BXI switch is a 48-port crossbar featuring per-port destination-based determin-
istic routing and adaptive routing. BXI technology also contains various features at
hardware levels (NIC and switch) to ensure that faults are unnoticed by applications
if routing tables are modified in a given time frame—10 s currently, including noti-
fication, computation and upload of modifications. This value is a trade-off between
resiliency and actual failure detection latency: increasing this timeout might help
improving resiliency for some failures, but can also lead a job to halt for too long
before detecting there is no way to bypass a failure. A detailed overview of the BXI
technology can be found in [1].

To use this infrastructure, routing tables must be initially computed and loaded into
the different BXI switches through an out-of-band network. Each table defines how
to reach an end-node (NID for Node IDentifier) based on its destination address and
the switch input port. The computation of these routing tables is not trivial, since,
regardless of topology, it must guarantee the absence of:

– Deadlock messages can no longer move in the network due to lack of available
resources;

– Livelock messages are constantly moving in the network but never reach their
final destination—as within a loop;

– Dead-end messages reach an unusable port (nonexistent, not connected, or down).

The routing tables must be quickly computed in order to keep the system operational
without interrupting running applications. While a few seconds delay is acceptable,
standard algorithms require dozens of minutes when applied to exascale system topolo-
gies with tens of thousands of nodes. Given the size of these systems, component
failures1 might be expected on a regular basis. The naive approach where all routing
tables are re-computed from scratch for each failure is not acceptable at such scale.
The two main reasons are:

– the computation time exceeds a timeout: faults are therefore not hidden to appli-
cations (soft real-time requirement);

– the modification of all routing tables impacts all running applications even when
only a small part of the platform is concerned (minimum impact requirement).

This document presents our routing strategy for BXI exascale supercomputers. The
state of the art is first reviewed in Sect. 2. The major problems we address are then
detailed in Sect. 3. Our solution is described in Sect. 4 along with some results. Finally,
we conclude in Sect. 5 and explain the directions for future developments.

1 The term “failures” must be understood from a fabric management point of view. Hardware failures are
of course seen as such, but also human mistakes and maintenance operations.
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2 Related works

There is an abundant literature on supercomputing interconnect topologies and
their related routing algorithms [2,3]. In the recent past, topologies designed for
high-radix switches have been proposed: fat-trees [4–7], flattened-butterfly [8,9],
dragonfly [10,11] or slimfly [12], are such examples. However, to our knowledge
fault management is rarely addressed in the literature for topology-specific routing
algorithms. Most of the time, a link or switch fault is considered as a whole topol-
ogy change, triggering routing tables re-computation from scratch and requiring their
complete upload. This option is not practical anymore for exascale supercomputers
mostly because of computational complexities in time as explained in Sect. 3. When
the topology-specific routing algorithm cannot be used anymore on the degraded topol-
ogy, the computation switches to a topology-agnostic routing algorithm [13–16]. In
such a case, the routing tables are also computed from scratch and uploaded; such
an operation is far too heavy to meet our soft real-time and low impact requirements.
Degraded topologies must therefore be supported as far as possible for a given routing
algorithm.

The shortest path computation is the basis of most topology-agnostic routing algo-
rithms [17]. Recent results in the dynamic solving of All-Pairs Shortest Paths Problem
(APSP) [18–20], can help dealing with failures: a slight modification of the topol-
ogy can be performed in O( f (n) + n2log n) (for most dynamic APSP solutions),
and the re-computation of routing tables can use the fast query time in O(1) (for all
dynamic APSP solutions). However, for exascale topologies, the corresponding graph
and memory consumption associated with dynamic APSP solutions makes their appli-
cation unusable in practice.

Fault-tolerant topology-agnostic routing algorithms have been proposed [21–24].
Such solutions do not meet our requirements, since they support only one fault or are
too slow for exascale topologies. Moreover, they often focus on the support of irregular
topologies, producing routing tables that may be of lower quality than specific routing
algorithms.

Recently, the Quasi-Fat-Tree topology has been proposed [25] along with a
fault-tolerant routing algorithm in closed-form allowing for an efficient parallel
implementation. This is an elegant solution to the problem but only available for
quasi-fat-tree topologies, whereas our solution proposes an efficient general architec-
ture suitable to any topology.

3 Major issues

Computing routing tables for a topology containing N destinations (NID) requires
at least �(N 2) steps. Indeed, for each destination, a route must be found to reach
any of the other N − 1 destinations. That means, for targeted exascale topologies,
with 64k NIDs, a minimum of 4 billion routes must be computed. Soft real-time
requirement imposes a 5-s constraint to routing tables computation giving 5 other
seconds for notification and upload. Therefore, a rate of 860M routes per second must
be achieved.
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Fig. 1 Number of routes in a fat-trees with adaptive routing. Switch labeling for this example will be
described in Sect. 4.1.2

For comparison purposes, on Curie,2 a fat-tree with 5739 nodes, the Infiniband
subnet manager (opensm) computes the routing tables in 14 s achieving a rate of
2.3M of routes/s. Another similar result is given in [25]: the ftree opensm routing
algorithm computed the routing tables of a fat-tree with 34,992 nodes in 478 s giving
a rate of 2.5M routes/s. This is 400 times slower than our objective.

Furthermore, with BXI-adaptive routing feature, a much larger number of routes
must be computed as shown by Fig. 1 representing a fat-tree. The number of routes
to compute depends on the source–destination pair; it increases significantly with the
nodes distance: there is a single route from A to B through switch 0.0.0, 4 routes (red
dashed-lines) from B to C and 8 (purple thick-lines) from D to E. The total number
of computed routes is therefore significantly higher than N 2. On a l-level full fat-tree
made of radix-k switches, with k/2 uplinks at each level i, i < l, the total number of
routes for a given pair of source–destination can be as high as (k/2)l . In the case of a
64 k nodes 4-level BXI fat-tree, for a single source–destination pair with a maximum
distance, that means (48/2)4 > 300k routes to consider.

From another perspective, if S is the total number of switches in the topology, the
routing component must:

– assign integers between 0 and 47 (each switch has 48 ports in BXI) to all S ·48 · N
entries of deterministic routing tables (which are 1 byte each);

– set each 48 bits (6 bytes) of 48 · S · (N/8) = 6SN entries of adaptive tables (1
entry for a group of 8 consecutive NIDs, hence N/8 entries per switch port).

Consequently, for a BXI topology with N = 62,208 NID and S = 9504 switches, the
routing algorithm must fulfill 28.3G deterministic entries and 3.5G adaptive entries
for a total of about 84 · S · N = 49G bytes.

Keeping our 5-s constraint (soft real-time requirement), an ideal processor clocked
at 3 GHz must compute 49 GB/(5 s ·3 GHz) = 3.3 bytes per clock cycle. This perfor-
mance is close to the limit achievable with modern processors in various benchmarks,3

especially with non-vectorized instructions. This basically means a brute-force generic

2 Curie is an instance of the previous petaflopic generation of Bull supercomputer. It was ranked 9th in the
Top500 list of June 2012: http://www.top500.org/system/177818.
3 https://gmplib.org/~tege/x86-timing.
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solution to the initial problem of real-time routing tables computation is not a good
approach anymore.

4 Solution

The main idea of our proposal relies on a clear separation between two distinct modes
of operation: offline mode and online mode. In order to evaluate our solution, a Bull
R428 server with 4 Intel Xeon CPUs E5-4640 (8 cores) clocked at 2.40 GHz, 512 GB
of RAM and a single disk was used.

4.1 Offline mode

The offline mode is used mainly during bring-up phases (installation, extension,
maintenance) but also for testing purposes and offline analysis. Routing tables are
computed from a nominal topology, where all equipments are considered up and run-
ning (even equipments expected to be installed afterwards). Those routing tables are
usually uploaded after a validation phase: checking that neither deadlock, livelock nor
dead-end are induced by these routing tables. Moreover, a quality check can also be
performed according to some criteria such as load balancing, communication patterns,
and so on. Since it is performed offline, this computation has no impact on any part of
the running supercomputer until the output is uploaded, and there is no stringent limit
on the time required for the computation.

A given offline routing algorithm is a trade-off between genericity—it provides valid
routing tables for any topology—and performance—the computed routing tables are
of good overall quality. Implementing an offline routing algorithm is easy to do thanks
to a well-defined API. BXI already implements several offline routing algorithms
shortly described below.

4.1.1 Topology-agnostic offline routing algorithms

A routing algorithm is topology-agnostic if it does not depend on the actual topology
layout or addressing scheme for its routing decision. Those algorithms target two kinds
of topologies:

– graph-based topologies with no specific layout;
– degraded specific topologies based on well-defined topology classes such as torus,

mesh, hypercube, pgft, hyperx, dragonfly among others, but with some differ-
ences that make them unsuitable for their related specific routing algorithms (either
because the routing algorithm cannot route those degraded topologies, or for per-
formance reasons).

Note however, that some topology-agnostic routing algorithms might not be deadlock-
free meaning that for some topologies, their computed routes can lead to the deadlock
of some fabric part where no more messages can be neither sent nor received from
some switches.
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Topology-agnostic offline routing algorithms currently implemented in BXI are
shortly described below.

MinHop is based on the Dijkstra algorithm [26] to find shortest paths between all pairs
of source/destination, it selects one random minimal route as the deterministic route
for such a pair, and all minimal routes for their adaptive routes. It is topology-agnostic
but not deadlock-free. It can therefore be used on any topology where minimal routing
does not lead to a deadlock (see [27]). This is the case for most topologies seen as
pseudo-fat-trees but that cannot be expressed as PGFTs.

UP*/DOWN* [28] is given a vertex in the graph called the root, from which a spanning
tree is built and restrictions are inserted in such a way that all messages from any given
leaf must follow a valid path: going up towards the root before going down towards
its destination leaf. However, it is not required to reach the root in order to turn down:
as soon as a valid path is available to reach the final destination it can be used.

Since a spanning tree has been built, all leaves can be reached unless the graph itself
is not connected. Since messages always move up then down and never the reverse
the algorithm is deadlock-free and can be used with any topology.

The spanning tree is used to define restrictions: each edge of the topology graph is
marked as either uplink or downlink. Note that an uplink for a given vertex is a downlink
for the vertex at the other end. Uplinks are preferable because they allow more path
diversity: a downlink can follow an uplink. The spanning-tree is therefore computed
with a breadth-first search in order to increase the number of uplinks leveraging the
adaptive feature of BXI.

By default the current implementation uses only minimal valid paths. As a side
effect, when applied on a fat-tree with a leaf as the root of the spanning tree, all
valid paths are “natural” routes of the fat-tree. Therefore, the computed routing tables
becomes statistically equivalent to both minhop and pr1tp. As counter intuitive as
it seems to be, this root selection gives the best result when applying the up*/down*
algorithm on a fat-tree. The actual formal reasons behind this statement is beyond the
scope of this paper.

4.1.2 Topology-specific offline routing algorithms

A routing algorithm is topology-specific if it depends on the actual topology lay-
out and/or addressing scheme for its routing decision. All topology-specific routing
algorithms are deadlock-free when applied to their targeted topology. Of course a
topology-specific routing algorithm usually does not work on a topology that is not
in its targeted class. For example, applying a PGFT-specific routing algorithm on a
Torus topology will not work in three distinct ways:

– the routing algorithm will detect it does not support the given topology and will
refuse the production of routing tables;

– the routing algorithm is forced to continue anyway, and the topology does not
contain the required data (specific information about the topology such as switch
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upports in a fat-tree). In this case the routing algorithm will refuse the production
of routing tables;

– the routing algorithm is forced to continue anyway and the required data are avail-
able. In this case, some or all routing tables might well be produced but the behavior
of the fabric after those routing tables have been uploaded to their related switches
is undefined.

Topology-specific offline routing algorithms currently implemented in BXI are shortly
described below.

Pr1ts (PGFT Random 1 Table per Switch) is designed for a wide set of fat-trees (any
k-ary n-tree [6], XGFT [5] or PGFT [7] actually). It is based on random [6,29]: it
basically selects one switch randomly among the set of Nearest Common Ancestor
(NCA) for a given source–destination pair. In a fat-tree, only two directions are possible
for a given message: up or down. pr1ts relies on the specific addressing scheme in
order to decide:

– each switch is given a topological address which is a tuple (level, dl , dl−1, . . . ,

d1, d0);
– a switch at level l is connected to all switches at level l + 1 that have all their

digits in common excepting digit at level l that can be different. For example, in
Fig. 1, switch (1, 1, 3) is connected to all switches at level 2 that has the following
address: (2, ∗, 3). Note that it is also connected downward to all switches with the
following address (0, 1, ∗).

Therefore, determining if a message must go up or down from a given switch is
done thanks to a comparison between the current switch and the destination leaf:
a message must go down when the current topological address and the destination
address share the same prefix up to their level difference. After this comparison, 1
port is selected randomly among all the available ports for the deterministic route.
All available ports are selected for adaptive routes. pr1ts computes only 1 table
per switch, and assign the same routing table to all ports of the same switch. This
leads to very fast computation. On some communication patterns, it can provide better
performance than d-mod-k or s-mod-k [30].

Pr1tp (PGFT Random 1 Table per Port) is similar to pr1ts, it computes however
one routing table per port leading deterministic routes to be more spread out over the
whole topology than with pr1ts. According to the communication pattern it can
offer better or worse performance that pr1ts. It can also be used on a wide set of
fat-trees.

D-mod-K [30] is designed for Real Life Fat Trees [7]—a subset of PGFTs with several
constraints4—and guarantees non-blocking traffic for shift permutations on them. As
with pr1ts and pr1tp, the algorithm is entirely based on the addressing scheme.
For each switch, it applies a simple formula to decide how to reach a given destination
address. This formula spreads the traffic deterministically over the whole topology in

4 In particular, the number of connected ports of each switch must be the same, top switches included.
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a perfect load balanced way. It also ensures that contention due to the reaching of a
same destination from different sources happens only during the upgoing path, never
on the downgoing path. Note that d-mod-k computes 1 routing table per switch, and
assign it to all ports of the same switch. This is in contrast to s-mod-k.

S-mod-K [5,30] is similar to d-mod-k but the formula is based on the source address
instead of the destination address. Therefore, it distributes sources to top-level switches
of a fat-tree. Thus, contention due to the reaching of a same destination from different
sources happens during the downgoing path, never on the upgoing path. Since routing
tables are destination based, the implementation of this algorithm requires 1 table per
port. Depending on the communication pattern, it can offer better or worse performance
than d-mod-k.

4.1.3 Offline mode computation time experimental results

Even if the offline mode is not time-bounded from a functional perspective, it remains
softly time-bounded from a user perspective. According to time and space complexities
discussed in Sect. 3, a naive implementation leads to unreasonable execution time
(dozens of minutes). This problem is also described in [7,25] and proposed solutions
consist in using a closed-form routing tables computation, allowing for an efficient
parallel implementation but limited to few topology/routing algorithm combinations.

Offline routing algorithms for BXI are implemented using a big set of purely soft-
ware optimization techniques: lock-less multi-threaded design, thread binding, NUMA
memory binding. Profiling shows the process is largely I/O bounded: the design has
been changed to reduce drastically the number of system calls—using mmap() and
an asynchronous logging library for example. These improvements make the offline
mode scalable up to the maximum of available cores.

Results are presented in Fig. 2 for a fat-tree containing 57,600 NIDs, 9600 switches
and 153,600 inter-switch links. The average time of 60 executions is given. In the
best case, 4 s only are required to compute the routing tables producing 84 · S ·

Fig. 2 Execution time in seconds of various BXI offline routing algorithms
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N = 46G bytes. Therefore rates of 829M routes/s5 and 4.8 bytes per clock cycle
are achieved. This results from the speedup of our parallel implementation of offline
routing algorithms. However, as shown in the figure, most of the time is taken by
input/output operations: topology loading (in red) and BXI archive creation (in green).
Considering all steps gives 22M routes/s and 0.12 bytes per clock cycle for the best
case. Though ten times faster than opensm, this might seem low compared to objectives
given in Sect. 3. Nevertheless, since offline, only the end-user perspective must be taken
into consideration: around 3 min are required in all cases to compute and to store the
whole set of deterministic and adaptive routing tables for such big topologies on a
single disk. This is considered reasonable.

4.1.4 Offline mode routing algorithms performance comparisons

The performance of a given routing algorithm depends on several factors such as
topology, communication pattern, message size, adaptive routing, among others. In
the following experiment, a 3-level full fat-tree formally defined by

PGFT(3; 24, 12, 4; 1, 12, 4; 1, 2, 2)

holding 1152 nodes is used with the N-pair communication pattern which is a subset
of shift all-to-all described in [31,32]. This communication pattern has been selected
in our initial study because it is found in several important collective communication
implementations. N-pair is defined by the following scheme: the topology is cut in
two halves such that communication occurs between a pair of nodes of each half.
Formally, nodes are indexed from 0 to N − 1 and node i communicate with node
N/2 + i with 0 ≤ i < N/2 and vice-versa. Traffic therefore always reaches top
switches for this communication pattern preventing congestion-less bias due to local-
only traffic such as with a pattern where each node communicates with its immediate
neighbor. The simulator used in this experiment is an home-made product called
CoSIN (Composition and Simulation of Network), that models the BXI switches at
transaction level in SystemC. At the end of a simulation session, CoSIN produces
various metrics including the total simulation time. As Transaction Level Modeling
adopts an approximated time, the time unit is expressed as an abstract “cycle” time.
This metric is relevant to compare overall performance of different routing algorithms.

For a given offline routing algorithms, routing tables are computed, injected into
CoSIN which then starts the simulation of the N-pair communication pattern. This is
reproduced 15 times for each routing algorithm. The average total simulation time in
TLM abstract cycle is then used to compare the performance of routing algorithms.

Figure 3 presents results when 80 % of message are 120 bytes, all 20 % others are
64k bytes. As expected, d-mod-k and s-mod-k which are specifically designed
for such a pattern on such a topology provide the best performance. Notice that their
performance are almost identical (0.02 % difference). This conforms to the result given
in [30] where both algorithms are proven to be equivalent on such a pattern.

5 The actual rate is much higher since only deterministic routes are considered in this rate computation.
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Fig. 3 Simulation time for the N-pair communication pattern with 80 % of 120 bytes and 20 % of 64k
messages on a 1152 3-level fat-tree

Moreover, there is no significant difference between all others. The reason holds
in the way routes are spread out. Except d-mod-k and s-mod-k, all others use a
random selection among valid routes. For minhop, valid routes are all minimal routes
which are “natural” routes in a fat-tree (up towards the nearest common ancestor, then
down). For up*/down*, as explained in Sect. 4.1.1, selecting a leaf switch as the
root of the spanning tree leads all valid paths to be “natural” routes of the fat-tree.
For pr1ts and pr1tp, valid routes are—by design—“natural” routes in a fat-tree.
Therefore, routing tables computed by minhop, up*/down*, pr1ts and pr1tp
are statistically equivalent.

Adaptive routing improves the overall performance for most routing algorithms on
this communication pattern (between 6.5 and 9.6 %). The reason why it does not have
any impact on neither s-mod-k nor d-mod-k holds in the absence of congestion.
The impact of adaptive routing in fat-tree-specific routing algorithms has already been
discussed [33,34]. In BXI, a message is candidate for adaptive routing only if in-order
guarantee is not required and if its size is above a customizable threshold (320 bytes).

Figure 4 presents the result when 100 % of messages are 321 bytes, that is one byte
more than the threshold above which messages are candidate for adaptive routing.
Again,d-mod-k and s-mod-k exhibit the best result with no significant difference.
However, adaptive routing improves performance by a significant factor for minhop
(29 %), up*/down* (28 %), pr1ts (32 %) and pr1tp (29 %). The performance
improvement for d-mod-k and s-mod-k is not significant because of the absence
of congestion.

4.2 Online mode

The online mode is used while the system is up and running. This mode deals with
faults and recoveries, computing small routing tables modifications while guaranteeing
the absence of deadlock, livelock and dead-end. Since it is online, the computation
of the routing table modifications must be completed in less than 5 s in order to limit
the impact of the fault on the jobs using the faulty link. Note that the BXI switch
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Fig. 4 Simulation time for the N-pair communication pattern with 100 % of 321 bytes messages on a 1152
3-level fat-tree

adaptive routing feature is targeted towards improving communication performance
as shown in [34,35], not fault management. The set of routing table modifications
must also be kept to a minimum to limit the impact on jobs not using the faulty link.
Moreover, any node must be able to communicate with any other node in the topology
unless the topology graph is disconnected. Note that this last property is not possible
for all online routing algorithms: a highly degraded fat-tree for example, might be
routable by agnostic routing algorithms only such as minhop. Consider for example
the case where on the fat-tree shown in Fig. 1, uplinks 0.0.0–1.0.x with x ∈ [1, 3] and
uplinks 0.0.3–1.0.y with y ∈ [0, 2] are all faulty. Minimal routes from B to D are given
by the following path 0.0.0; {2.0.0, 2.1.0}; 1.1.0; 0.1.0; 1.1.3; {2.0.3, 2.1.3}; 1.0.3;
0.0.3. Such paths cannot be computed by a fat-tree-specific routing algorithm, but are
provided by minhop. Note however that minhop is not deadlock-free whereas any fat-
tree-specific routing algorithm is by design. Therefore, any online routing algorithm
raises an error when it detects such a situation (as discussed in the introduction,
switching to a new routing algorithm is not an option).

4.2.1 Architecture

In online mode, the Routing component must react to events sent by any fabric
equipment. For this purpose, the Backbone component acts as a middleware bus: it
receives topology updates from other components and publishes them to theRouting
component shown in Fig. 5.

Fig. 5 The Routing component architecture
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The Routing component is actually made of different parts which can be distrib-
uted between several management hosts:

– Computerd: it starts from a bxiarchive that includes routing tables previously
written to a storage device by the offline mode. It then receives updates from
Backbone and computes the required modifications of routing tables called
rtmods before publishing them to subscribers.

– Writerd: it also starts from a bxiarchive and subscribes to all routing tables
modifications published by Computerd. It applies all received rtmods to
its own memory model of the actual topology and writes down the result
to the storage device, making a new bxiarchive (only new data are created,
unmodified data are hard linked to reduce storage space). Note that in BXI, an
archive is produced each time modifications are taken into consideration by the
BXI Fabric Management. The set of archives allows for various analyses
such as post-mortem debugging, study of the timeline of events, fault handling
optimizations, …

– Metricsd: it also starts from a bxiarchive and also subscribes to all routing tables
modifications published by Computerd. It also applies all rtmods received to
its own memory model of the actual topology. It then computes various metrics
on the result (such as link load balancing, number of sources and destinations for
each route traversing each port, …), and provides its feedbacks to Computerd.
This may help the online routing algorithm adapt its internal parameters to provide
better rtmods according to some criteria measured my Metricsd. This is an
ongoing work not presented in this paper.

– Uploaderd: its role is to transform rtmods format into uploadable routing
tables modifications format, and to upload them to the concerned switches using
the SNMP protocol. Traffic is not stopped during the upload. A short discussion
on deadlock-free dynamic reconfiguration is given in Sect. 4.2.3. In the new Bull
eXascale platform, a “cell” is composed of three cabinets with up to 288 nodes.
In such a cell, all switches are not directly available through out-of-band SNMP
protocol for various reasons.6 Therefore, a given Uploaderd acts as a proxy for
the set of switches it manages, given their shared topological address prefix. Using
this prefix, it subscribes to a subset of Backbone updates. Thus, an Uploaderd
receives only rtmods related to the switches it is concerned with, thus limiting
the amount of data received and managed.

As an example, using the notation defined in [7], the fat-tree formally described by
PGFT(4; 24, 12, 15, 15; 1, 12, 24, 5; 1, 2, 1, 3) contains:

– 64,800 NIDs, 11,160 switches and 194,400 inter-switch links;7

– 12 × 15 × 15 = 2700 switches at level 1, each connected to 24 nodes and 12 L2
switches with two links;

6 For any two cells, switches at same relative location are assigned same private non-routed IP address for
out-of-band communication. This ease delivery, bring-up and also optimize the out-of-band management
network. More details in [1].
7 Only inter-switch link faults can be dealt with by an online routing algorithm.
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– 12 × 15 × 15 = 2700 switches at level 2, each connected to 12 L1 switches and
24 L3 switches with one link;

– 12 × 24 × 15 = 4320 switches at level 3, each connected to 15 L2 switches and
5 L4 switches with three links;

– 12 × 24 × 5 = 1440 switches at level 4, each connected to 15 L3 switches.

For such a topology, the set of Uploaderd is defined by the following schema:

– 15 × 15 = 225 instances for the management of groups of 24 L1/L2 switches;
– 24 × 15 = 360 instances for the management of groups of 12 L3 switches;
– 5 instances for the management of groups of 288 L4 switches.

Thanks to the high-performance zeromq8 socket library, this architecture scales up to
several hundreds of Uploaderd: 225 + 360 + 5 = 590 in this extreme case. For
other topologies, the layout of Uploaderd follows the same principle of hierarchical
layout.

Note that the online architecture follows a pipeline design: Computerd always
receives a batch of topology updates consisting of link failures and link recoveries.
A specific message received from the Backbone triggers the actual computation
on the whole set of updates. During that time, new updates are buffered. As soon as
Computerd has published the computed rtmods, it starts working on next buffered
updates. This way, simultaneous failures and failure happening during failure man-
agement are dealt with in a consistent manner.

BXI features a separate management network that is used for communication
between all routing components such as Backbone, Computerd, Writerd,
Uploaderd, Metricsd and all switches. Therefore, the time requires to react to
fabric events does not depend on the fabric status itself (congestion, failures, and so
on).

4.2.2 Online routing algorithms

An online routing algorithm is run by Computerd to react on minor modifications in
the fabric such as failure and recovery of ports, links and switches. It updates routing
tables so each pair of NIDs is given at least one valid route. Those tables updates are
immediately uploaded to their related switches so the whole fabric recovers its state as
fast as possible. These new tables are also dumped to a new bxiarchive by Writerd.

Note thatminormodifications are not considered topology changes: the in-memory
model of the topology does not see any objects addition or removal. This contrast with
major modifications such as port, link or switch addition (nodes apart) that is not dealt
with by online routing algorithms. For such cases, the topology must be changed and
validated before hand using a specific well-defined workflow.

A formal description of the two BXI online routing algorithms described shortly
below is given in [36].

ftrnd_diff is based on the fat-tree addressing scheme to bypass a failed port and re-
balance routes on port recovery. It defines the concept of twin switches: two switches

8 http://zeromq.org/.
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are twins if they are connected to the same set of upper-level switches. This property
is formally defined by the fat-tree addressing scheme—twins share the same address
suffix of length the switch level in the fat-tree. As an example, in Fig. 5, switch 1.0.2
and 1.1.2 are twins as they share the same suffix ‘2’. Note that there are no twin at
first and last levels.

When a link fails between any two switch Sa and Sb, an alternative link between Sa
and Sb is looked for. On some fat-trees (e.g., PGFTs), such an alternative exists and
the failure is dealt with in a straightforward manner. However, if such an alternative
is not found, two cases must be distinguished:

– the failed port is an upport: any other upport leading to a usable twin can be selected;
if such an upport does not exist because all upports are either faulty or lead to a
faulty twin, the whole switch must be bypassed in order to reach some leaves
(according to the current routing tables). Bypassing a switch means modifying the
routing tables of all switches below it.

– The failed port is a downport: there is no alternative and since in a fat-tree, there
is only a single downpath (from switch to switch), the whole switch must be
bypassed. The only way to bypass a switch from the upside, is to bypass all its
twins, that is to find uppaths that do not cross twins for all impacted leaves.

When a port is recovered, a check is first made to determine for each leaf l in the
topology, if it was already reachable before the recovery. In the positive case, a simple
rebalancing of routes is performed on the switch s owning the recovered port. In the
negative case, l becomes reachable after this recovery, the related switch s can be used
again to reach it and two cases must be distinguished:

– the recovered port is an upport: switches below s are threaded recursively in order
to allow the reaching of l through s;

– the recovered port is a downport: routing tables on all twins of s must be modified
in order to allow the reaching of l through s.

bsta_diff is based on the up*/down* offline topology-agnostic deadlock-free algo-
rithm. It keeps this same property while remaining online. It recomputes deadlock-free
modifications of existing routing tables in order to either bypass port failures or to rebal-
ance routes on port recoveries. Basically, when a port fails, the shortest path towards
all leaves is recomputed from the switch which handles the failure. The algorithm
works in three steps:

– Propagation since a port has failed, its distance towards several leaves is set to
infinity, and this is propagated towards the whole topology;

– Recomputation for each leaf in the topology, its shortest paths is recomputed taking
restrictions into consideration;

– Selection new routes are selected according to the new shortest paths, and routing
tables updated accordingly.

Note that the root switch selected for the spanning-tree computation and used for
the setup of restrictions, is not considered as a special case by bsta_diff. If the root
switch fails, all restrictions remain as they were initially computed, only distances are
updated.

123



4432 P. Vignéras, J.-N. Quintin

4.2.3 Transient fabric state

While uploading new routing tables, the fabric is for a limited time into a transient
state where some switches have been updated while others will soon. In the general
case, this might lead to deadlock [13].

In the specific case of fat-trees, fat-tree-specific offline and online routing algorithms
are deadlock-free by design: a message always move up towards the NCA and then
moves down towards its final destination.

In the case of our bsta_diff topology-agnostic online routing algorithm, routing
tables modifications never change restrictions previously computed and set-up in the
whole topology (cf. Sect. 4.1.1). Therefore, the same applies: messages in the fabric
always move up the logical tree and then down, thus never reach—by design—a
deadlock situation.

Both online routing algorithms are transitively deadlock-free: the routing tables
updates computed and uploaded by our online routing algorithms are guaranteed to
not introduce any deadlock as long as the original routing tables—computed by an
offline routing algorithm—is itself deadlock-free. This property is formally defined
in [36].

4.2.4 Online mode experimental results

To evaluate the online architecture presented in Sect. 4.2.1, the following experiment
has been designed and evaluated:

– a random link fault is generated, and the related trigger is sent to the Backbone;
– Backbone publishes the trigger to all subscribers (onlyComputerd in our case);
– Computerd handles the fault with the computation of routing tables modifica-

tions (rtmods);
– Computerd then publishes all rtmods to subscribers;
– Writerd writes down received rtmods into a new bxiarchive.

The topology used is the 64,800-node fat-tree defined in the previous section. Note that
it has two links between two L1/L2 connected switches, only one interlink between
L2/L3 connected switches and three interlinks between L3/L4 switches. The impact
of the number of links connecting a pair of switches on the computation of rtmods
is discussed below.

For our experiment, first, we simulated 48k random link failures representing 25 %
of the total number of inter-switch links, which is much more than expected in pro-
duction use. Even with such a degraded fabric, the system is still able to route all the
traffic correctly. The 48k missing links are then recovered and re-inserted in the fabric.

The offline and online routing algorithms are pr1tp (cf. Sect. 4.1.2), and
ftrnd_diff (cf. Sect. 4.2.2), respectively. Of course, the presented results depend
on the actual pair of offline/online routing algorithms chosen. However, the results
presented here provide enough information to confirm the interest of the online archi-
tecture we propose. Other experiments with different combinations of offline/online
routing algorithms are under development.
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Fig. 6 Processing time for each fault (left) and recovery (right). x-axis represents somewhat a discrete
timeline

Figure 6 presents the processing time for each fault and recovery: that is the time
between the reception of the trigger by Computerd and the reception of all rtmods
by Writerd. The processing time therefore includes both the computation time
of Computerd and the sending time between Computerd and Writerd. The
different points are colored according to the level of the failing/recovering link.

Globally, there is a tendency towards a reduction in the processing time for fault
handling. As faults occur, there are fewer possibilities for alternative routes, reducing
the number of rtmods to process. As expected, the exact opposite behavior is shown
for recoveries: the processing time increases with the number of newly available paths.

L3/L4 faults are the easiest to deal with in our example, and they exhibit the best
processing time. Note that several points for L3/L4 faults cost more than 100 ms
(starting at around fault#8000), whereas most are closer to 60 ms. This is due to the
number of interlinks between L3 and L4 switches: since three links connect them, when
one link fails, dispatching the routes to the other two is fast and straightforward and
impacts as few as 2 switches only, thus limiting the number of rtmods to compute.
However, when no usable link remains between these two, many other switches must
be impacted and the number of rtmods is much higher. This is also the reason why
an L1/L2 link fault can cost around 80 ms in some cases and close to 1180 ms in
others. Since there are 2 links between L1 and L2 switches instead of 3 between L3
and L4 ones, the worst case happens more often. Moreover, when there is no usable
link between two L1/L2 switches, the impacted switches are all 2700 L1 switches.
This case reaches the maximum number of impacted switches by the algorithm. Since
the chosen topology provides a single link between L2 and L3 switches, this is always
the most complex case: more than two switches are always impacted.

In Fig. 7, right-most values represent the maximum number of rtmods produced,
which happens when first L1/L2 faults are encountered. Afterwards, if some links are
already unusable, there is no rtmod to compute for their related ports. The same
applies to (137k rtmods, ~60 ms) which is the maximum number of L3/L4 faults
and also corresponds to first times such faults are seen.

123



4434 P. Vignéras, J.-N. Quintin

0e+00 1e+05 2e+05 3e+05 4e+05 5e+05

0
10

0
20

0
30

0
40

0

Number of modified routing table entries

T
im

e 
in

 m
ill

is
ec

on
ds

Fault between level 1 and 2
Fault between level 3 and 4

0e+00 1e+05 2e+05 3e+05 4e+05 5e+05

0
10

0
20

0
30

0
40

0

Number of modified routing table entries

T
im

e 
in

 m
ill

is
ec

on
ds

Recovery between level 1 and 2
Recovery between level 3 and 4

Fig. 7 Processing time for a given amount of rtmods produced when only two switches are impacted
on fault (left) and recovery (right). L2/L3 link failure involves more than two switches, hence they do not
appear in figure
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Fig. 8 Processing time for a given amount of rtmods produced when more than two switches are impacted
for fault (left) and recovery (right)

Figure 8 presents the processing time for a given number of rtmods when more
than two switches are impacted. The processing time depends on the level: it can take
up to 1200 ms to deal with one worst-case L1/L2 fault while it takes only 140 ms to
deal with an L3/L4 one.

Handling recoveries should exhibit a similar behavior: the number of rtmods is
expected to be roughly the same on fault handling than on recoveries. This is not the
case as shown in Fig. 7 where 15,000 rtmods maximum is computed for L3/L4 fault
handling but at least 21,000 rtmods for recovery handling. Our algorithm computed
more rtmods for recoveries than required. The problem has been identified and the
correction is under development.

The BXI offline routing tables checker has been used at 10, 20 and 25 % of faults,
and 10, 20 and 25 % of recoveries in order to check the validity of the computed
routing tables ensuring the absence of deadlock, livelock and dead-end.
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Checking the overall quality of the new routing tables is a challenge we are currently
working on. Studying other topologies than fat-tree—thanks to BXI topology-agnostic
online routing algorithms—is also an ongoing study.

5 Conclusion and future works

For the exascale topology size targeted by BXI technology, the complete computation
of all routing tables (offline mode) usually requires dozen of minutes. This is far too
long to overcome link failures without interrupting running applications. The main
contribution of this paper is to present a radically new approach based on a clear
separation of concern for the computation of routing tables:

– Offline computation tables are computed without real-time constraint and archived
for analysis and validation before being uploaded at production start-up. Several
algorithms are available, both topology-agnostic and fat-tree-specific ones. Their
behavior on the N-pairs communication pattern have been validated on a transac-
tion level simulator.

– Online computation only routing tables modifications needed to bypass faults or
to deal with recoveries are computed with soft real-time constraint, uploaded and
archived, while still remaining (transitively) deadlock-free.

As a result, the BXI routing offline mode can compute all routing tables of a 64k nodes
full fat-tree in less than 4 min on commodity hardware while the online mode can deal
with at least 25 % of faults and recoveries transparently.

The BXI routing component architecture can be adapted to any other interconnect
technology as it does dot depend on it. The minimal requirements are:

– Ability to compute full routing tables from a given topology (offline mode) and
to upload them to all switches; this can be seen as quite basic, but performing this
computation for big topologies in reasonable time frame (couples of minutes) can
be challenging.

– Availability of link failure/recovery notification to a central component
(Backbone); this notification system can be in-band as with Infiniband tech-
nology or out-of-band (using a separate management network) as with BXI
technology;

– Capability of switches to receive routing tables modifications instead of full routing
tables (rtmods); this upload can also be inband of out-of-band.

BXI provides several offline routing algorithms and two transitively deadlock-free [36]
online routing algorithms. We assume and expect more will be proposed in the next
future either to provide better overall routing quality and/or to support new topologies.

Next short term follow-up is to make several experiments with other combinations
of topologies, offline and online routing algorithms along with the injection of simulta-
neous faults and recoveries.Metricsd implementation is a real challenge due to time
complexity: producing metrics on an exascale topology can take a lot of time (several
hours); representing these metrics is also a challenge in itself because of the amount of
available data. Finally, the injection of Metricsd results into Computerd forming
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a control loop has not been studied yet. It is a big and interesting challenge for the
next future.
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