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Abstract Wireless network on chip (WNoC) is a promising new solution for over-
coming the constraints in the traditional electrical interconnections. However, the
occurrence of faults has become more prevalent because of the continuous shrinkage
of CMOS technology and integration of wireless technology in such complex circuits.
This can lead to formation of faulty regions on chip, where the probability of the entire
system failure increases in a significant manner. This issue is not addressed in the previ-
ous works on WNoC systems. In this article, a fault-tolerant hierarchical hybrid WNoC
architecture is proposed. First, an innovative strategy is proposed for solving the prob-
lem of fault-tolerant wireless routers placement in standard mesh networks inspired
by node-disjoint communication structures. Next, efficient fault-tolerant communi-
cation protocols are presented for applying this structure. The experimental results
demonstrate the robustness of this proposed architecture in the presence of various
fault regions under different traffic patterns.

Keywords Network on chip - Wireless interconnections - Permanent faults -
Fault-tolerance - Multicore systems

1 Introduction

According to Moore’s law, continuous shrinking of silicon technology leads to the
integration of a large number of processing cores and memory elements into a single
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chip as multiprocessor system-on-chip (MPSoC). Communication plays a crucial role
in the design and performance of these systems. Conventionally, the network-on-chip
(NoC) approach is proposed as a scalable interconnection for on-chip communica-
tions using integrated switching network [1]. Despite the advantages of this approach,
the traditional NoC architectures face serious performance limitations, such as high
transmission latency and high power consumption for communication between distant
cores [2—6]. According to the International Technology Roadmap for Semiconductors
(ITRS) [7], the wired interconnections are the major bottleneck of satisfying per-
formance requirements in future multi-core systems; therefore, new interconnection
approaches are needed. Different interconnection strategies are proposed to overcome
the limitations of wired interconnections [2—4].

Wireless network on chip (WNoC) is one of the promising solutions to achieve
higher performance compared to the traditional NoCs [4]. This approach provides a
flexible communication platform with high bandwidth and low power consumption for
on-chip data transmission. Different types of WNoC architectures are proposed which
demonstrate high efficiency of these architectures [4]. As the wired interconnections
are highly effective and proper for short distances, the hybrid approach currently domi-
nates WNoC architecture. Many researchers have adopted hybrid hierarchical wireless
architectures to achieve excellent trade-offs between latency and energy consumption
with limited area overhead [8—13]. In spite of all hybrid WNoC advantages, wireless
technology is prone to various failures due to the high integration density and the
high complexity in system circuits. It should be noted that aggressive scaling of VLSI
technology affects the reliability of the conventional NoCs [14,15]. Adding wireless
technology increases the fault rate due to the higher sensitivity of wireless communi-
cation components regarding noise sources and manufacturing issues [10,16-18]. In
the hybrid WNoC architectures, the wireless interconnections are in charge of long-
distance transmissions, and if they fail the express links will be lost. This degrades
the system performance in a significant manner, due to the prominent role of wireless
routers in enhancing system performance. Hence, fault tolerance is a critical factor in
WNoC architecture design.

In general, the faults of system on chips (SoCs) can be classified as permanent and
transient, each of which can occur due to various reasons [15]. The probability of
transient faults in WNoC architectures is higher than the traditional NoC architectures
due to the inherent nature of wireless channels and electromagnetic interference of
wireless system with other elements on the chip. Attempts are made in [17,19] to
handle transient faults in WNoC architectures. They presented a unified error con-
trol code (ECC) framework applicable to hybrid WNoC architecture. This scheme
improves system reliability, but incurs additional area overhead. The reliability of
hybrid WNoC architectures based on code division multiple access (CDMA) is studied
in [20]. They demonstrated that the WNoC architectures achieve reliable communica-
tion using CDMA-based wireless interconnects. The rate of permanent faults is also
increased due to the serious challenges of design and integration of wireless interface
in the nanoscale domain. Moreover, other common problems like the manufacturing
process defects are effective in this increase, because the wireless interconnection
approach is still in its early stage [18]. Few studies are available on permanent faults
in WNoC architectures. The authors in [16, 18] demonstrate that WNoC architectures
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based on complex networks satisfy the desired performance level in the presence of
wireless link failures. They have utilized a power-law model to establish wireless links
between routers. This approach enhances NoC performance and tolerates wireless link
faults with minimal performance degradation in a significant manner. The trade-offs
for different options of hierarchical hybrid WNoC architectures are proposed in [10].
They indicate that although the small-world millimeter-wave wireless NoC architec-
ture WNoC has less performance compared to hierarchical WNoC, it provides more
fault tolerance against wireless link failures. In these studies, the issue of complete
failure of nodes is not addressed.

The focus of this article is on the permanent faults which may create fault regions in
the WNoC systems. In the previous proposed WNoC architectures, the faulty regions
are not considered. Although many studies refer to managing faulty regions in con-
ventional NoCs, they have not considered problems of long-distance communications
[15]. With respect to the prominent role of the wireless routers in the system perfor-
mance, it is essential to design a WNoC architecture which would handle faulty regions
properly. For this purpose, the network structures which provide node-disjoint paths
between nodes can be used. These structures offer alternative routes without sharing
nodes and channels [21,22]. To provide this capability in the hybrid WNoC architec-
tures, wireless routers must be established using an appropriate plan due to constraints
such as limited area and power budget. Due to the existence of node-disjoint paths in
standard mesh structures and their simple layout, the mesh structure is used here as
the basic topology of WNoC architectures.

At first, an innovative strategy of placing a reasonably low number of wireless
routers is proposed in a standard mesh topology with the objective of fault tolerance.
This approach leads to the construction of a fault-tolerant cluster-based hybrid WNoC
architecture. In this approach, each core can reach at least two wireless routers with an
acceptable Manhattan distance. This design provides a regular arrangement of wireless
routers in a manner where there are at least two wireless node-disjoint paths for any
long-distance communications. To apply this design, a wireless communication mech-
anism and a fully adaptive fault-tolerant routing protocol are suggested here, providing
a fault-tolerant solution for handling permanent faults. The simulation-based evalua-
tions here demonstrate the effectiveness of the proposed architecture in the presence of
fault regions. It is found that here the fault-tolerant WNoC architecture consumes less
power and provides considerable improvements in latency and throughput compared
to fault-tolerant traditional mesh-based NoC.

The rest of this article is organized as follows. Section 2 describes the proposed
fault-tolerant WNoC architecture design, including topology, an approach for deter-
mining locations of wireless routers, the wireless infrastructure, and fault-tolerant
communication protocols. In Sect. 3, simulation results under synthetic traffics are
discussed, followed by the conclusion in Sect. 4.

2 Fault-tolerant WNoC architecture

WNoC architectures are in their early stages and are more prone to manufacturing
defects and system lifetime faults. These faults can greatly reduce WNoC performance.
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Therefore, a fault-tolerant hierarchical hybrid WNoC architecture is proposed using an
analytical method here. In the following sections, the formation mechanism of a fault-
tolerant WNoC architecture including topology, physical layer, and communication
protocols is explained in detail.

2.1 Topology

Node-disjoint communication structures can tolerate node and link failures in different
networks by establishing routes with no common nodes [21,22]. This article advocates
adoption of such node-disjoint structures for reducing the effect of failures on WNoC
systems performance. It is proposed here that each core can communicate with at least
two wireless routers through disjoint paths, in addition to having at least two wireless
node-disjoint paths between every pair of wireless routers, meaning that the wireless
network must be at least a two-connected network [21].

2.1.1 System model

This design applies a hierarchical two-tier model for hybrid WNoC architectures. The
basic infrastructure of this model is a standard mesh topology due to having inherent
disjoint paths and applying regularity benefits [5,6,23]. Communications of the lower
tier are performed through wire links used in the mesh structure (wire links). For
the higher tier, some routers of mesh topology are selected to be equipped with the
wireless interface. These enhanced routers play the role of gateway for long-range
communications between distant cores. In fact, this architecture is a cluster-based
network where the cluster heads are used in a different manner compared to that of the
traditional clustering model. The features and requirements of this proposed model
are described as follows:

e The cores communicate with wireless routers through the mesh infrastructure. This
approach does not need any extra links for accessing wireless routers. Moreover, this
model increases fault tolerance due to the availability of disjoint paths to wireless
routers.

e The use of wireless routers is dependent on the distance between cores. It means
that two cores with different wireless routers may communicate with each other
through wire links if the distance between them is short. In this regard, we define a
threshold distance parameter represented by 7. This value represents a maximum
Manhattan distance where no wireless link is necessary for communications while
wired communications satisfy the performance requirements of the system.

e Each core can communicate with at least two wireless routers. The distance between
cores and their respective wireless routers must be reasonable. Here, the next para-
meter is represented by L, which is the maximum Manhattan distance between
cores and their corresponding wireless routers. Parameter L has an important role
in the performance of this proposed architecture, because it affects the number
of wireless routers and their locations in a direct manner. If the value of L is too
large, reaching wireless routers will require high energy dissipation and high trans-
mission latency. If the value of L is too low, the number of wireless routers will
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increase, and this increase would not only lead to area overhead problems, but also
cause serious problems in accessing the wireless medium [7,18]. In the proposed
model, the travel distance between any two cores in wired communications must
not exceed the threshold distance. Hence, the value of L should be equal to or less
thanh = | L.

2.1.2 Fault-tolerant wireless router placement

An attempt is made to determine the location of wireless routers in an (m+1)* (m+1)
mesh topology with the following six conditions:

Condition]  All cores can reach at least two wireless routers with a maximum Man-
hattan distance L (1 < L < h).

Condition2  Wireless network must be of at least a two-connected network.

Condition3  Regular arrangement of wireless routers is required to apply the com-
munication protocols with the reasonable cost for optimal usage of
node-disjoint paths. Moreover, this regularity can help the architecture
scalability and easy implementation of architecture.

Condition4  Considering the area overhead of wireless interface and challenges of
on-chip wireless communications, this proposed approach should be
designed with a reasonably low number of wireless routers, so that the
suggested architecture could be justified.

Condition5  The number of wireless routers should be sufficient to prevent bot-
tleneck, since in addition to long-range communication, the normal
operations of a router must be performed by these wireless routers.

Condition6  Considering the wireless communication range, wireless routers must
be placed at a maximum possible distance from one another so that in
case of faulty region occurrence, a core would not lose all of its wireless
routers.

In general, the value of L is very low compared to the network size, which makes
the search space vast. Hence, with respect to the aforementioned requirements, an
innovative procedure for obtaining locations of wireless routers is proposed here.

It is obvious that at least three wireless routers are needed to build a two-connected
wireless network. In such a network, there will be two node-disjoint paths between
each pair of wireless routers. On the other hand, in a mesh structure with three wireless
routers, the maximum size of the mesh can be (L + 1) % (L + 1), so that all nodes
can reach these wireless routers with a maximum distance of L. To prove the valid-
ity of this issue, it must be shown that the placement of three wireless routers in a
(L+ 1) % (L + 1) mesh can provide the desired specifications of this proposed design.

If L has an even value, there exists a central node in the mesh, in which its maximum
Manhattan distance to all other nodes is equal to L. Hence, by choosing the central
node as the position of the wireless router, all nodes would have a wireless router with
the maximum distance of L. If any node other than the central node is selected as
the second wireless router, at least half of the network’s nodes can reach the second
wireless router with a distance less than L. However, with this option, the distance of
the second wireless routers from nodes located on the corner of the other half of the
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Fig. 1 Some possible locations for wireless routers in a mesh subnet: a L=4and b L =3

network will be more than L. Hence, another wireless router is needed which can be
placed at any location in the second half of the network. As an example, for L = 4,
some of the possible locations for wireless routers are shown in Fig. 1a.

If L has an odd value, there exists a central region where a location can be selected
for placing the first wireless router. With this selection, all nodes except for one corner
explained below can be connected to this wireless router with a maximum Manhattan
distance of L. The network will be divided into two asymmetric sections. In the bigger
section of (L + 1) % [LT“] size, the distance from one of the corner nodes to the
selected wireless router is L + 1, and this corner node will need two new wireless
routers to satisfy Conditionl. These two new wireless routers can be placed in the x
and y direction with the distance of L from this corner node. Hence, all nodes in the
network can have two wireless routers with a maximum distance of L, e.g., for L = 3,
some of the possible locations for wireless routers are shown in Fig. 1b.

However, if even one unit is added to this (L + 1) % (L + 1) mesh size (i.e., we
have an (L + 2)*(L + 2) mesh), then there will be one node that does not have access
to these three wireless routers with the maximum Manhattan distance of L. This is
due to the fact that the distance between the nodes in opposite corners is 2L + 2. If
two wireless routers with a maximum distance of L for the node in one corner are
placed, then the distance of the node in the opposite corner to these wireless routers
becomes L + 2. Therefore, as mentioned earlier, with three wireless routers placed at
the proper locations, the nodes in an (L + 1)*(L + 1) mesh can be connected to two of
these wireless routers with the maximum distance of L (Condition1).

For locating wireless routers in the mesh network with m > L size, first the proper
wireless routers placement in a (L + 1)*(L + 1) subnet must be selected. Regardless
of the whole network size, in each subnet, three wireless routers are needed. Note
that this issue satisfies Condition5. For placing fewer numbers of wireless routers in
the network, neighboring subnets should be able to use common wireless routers. For
this purpose, it is better that the wireless routers be placed in the corners of the given
subnet. In this regard, two approaches could be used.

In the first one, two wireless routers are placed in the subnet corners which satisfy
Condition6. Here, for satisfying Condition1, the third wireless router must be placed
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in the center (Fig. 1). This is named the diagonal approach. Note that when L is odd,
instead of the center node, there exists a central region. One location is chosen in the
central region as a wireless router. For satisfying Condition6, the two other wireless
routers would be placed on the corners of the diagonal where the first wireless router
is not placed (Fig. 1b).

In the second approach, the three wireless routers are placed in the three corners of
the subnet. For satisfying Conditionl, another wireless router is placed in the fourth
corner. With this approach, Condition6 is also satisfied. This new approach is named
as the corner approach. The reason here is that the corner approach may reduce the
number of wireless routers by sharing more of them with subnets compared to the first
approach. It should be noticed that in this approach similar to the diagonal approach,
the adjacent subnets need two wireless routers at most, while the distance between the
wireless routers is observed (Condition6).

With respect to these two approaches, the network is divided into mesh subnets of
(L+1)*(L+1) from one corner (for example, the top left corner as in Fig. 2a). In the
diagonal approach, in each subnet, the diagonal positions are in such a manner that the
two neighboring subnets have one wireless router in common (Fig. 2a). In the corner
approach, the wireless routers are placed in the four corners of the subnets (Fig. 2b).

For an (m + 1)*(m + 1) mesh network, if “m mod L = 0” (i.e., the m value is
dividable by L), and “m div L = a”, through deduction, if the value of a is even, the

number of wireless routers in the diagonal approach is (52124_+2a + [%] *5). If the

2
value of a is odd, the number of wireless routers in the diagonal approach is M.

In the corner approach, for any value of a, the number of wireless routers is (a + 1)2.

By comparing the obtained numbers of both the approaches, it would become clear
that in this case, for the even value of a, the diagonal approach and, for odd values of
a, the corner approach will have less wireless routers (Fig. 2).

If “mmod L = d”, some subnets of (L + 1)*(d + 1) and (d + 1)*(L + 1) size at the
edges of the network would be formed in the x and y directions. Moreover, a subnet
of (d + 1)*(d + 1) size at the bottom right corner of the network would be created.
With respect to the value of a, the location order of wireless routers in these subnets
is almost similar to the location order of an (L + 1)*(L + 1) mesh, so that regularity is
retained (Condiion3) and Condition5 is satisfied as well. The difference here is that,
when d < (L/2) in the subnet of (d + 1)*(d + 1), no wireless router is needed in the
central area in the diagonal approach, and no wireless router is needed in the fourth

A (L+1)*(L+1) subnet

Fig. 2 Placement of wireless routers in a 10*10 mesh: a L = 3 with the diagonal approach, b L = 3 with
the corner approach, and ¢ L = 4 with diagonal approach and further reduction
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corner position in the corner approach. Furthermore, in the corner approach when
d < (L/2), for satistying Condition5, the positions of wireless routers in the partial
subnets are shifted by d unit in the x and y directions of each subnet. Note that when
d =1, the above-mentioned procedure is true in all partial subnets as shown in Fig. 2c.

Consequently, a fault-tolerant wireless placement procedure “FTWP” is proposed
for the standard mesh networks. As it can be noticed, both the FTWP approaches
satisfy the regularity of wireless routers placement (Condition3). Since the subnets
are placed next to one another in the mesh structure, the nodes can have access to more
than two wireless routers. Normal nodes can register one of the wireless routers as the
primary and the rest as the backups.

The other effective parameter in this proposed architecture is the wireless com-
munication range, which is presented by R. It is more appropriate to describe R as
r % w, where r is a number calculated according to the maximum wireless communi-
cation range, and w is the length of a wire hop. With respect to the wireless routers
arrangement in the network, the minimum value of R is r = V2L (~2L) where a
connection is made between each one of the two wireless routers in a subnet. The
maximum value of R depends on the characterizations of on-chip wireless commu-
nication which is discussed in Sect. 3. Nevertheless, even with the minimum value
of R, in both the FTWP approaches, each wireless router has connections with two
other wireless routers, which have connections to at least two other different wireless
routers. This fact indicates that there is at least one pair of wireless node-disjoint paths
in the network. Hence, Condition?2 is satisfied.

To study the performance of FTWP, the obtained minimum number of wireless
routers by FTWP is compared with the number obtained through an exhaustive search
for various system sizes. Table 1 shows the minimum number of wireless routers
required to satisfy Conditionl through FTWP and the exhaustive search. It can be
seen from this table that the results of FTWP are close to the exhaustive search. Note
that the minimum number of wireless routers obtained through exhaustive search does
not satisfy the required six conditions of this proposed architecture. With an increase in
N, finding the minimum number solution by exhaustive search becomes increasingly
difficult to a degree where the search time is unjustifiable.

Considering the challenges of on-chip wireless communication [4,8, 10], the com-
plexity of the proposed architecture will increase significantly for small values of L

Table 1 The number of wireless routers for different network sizes with different placement approaches

Network size L=3 L=4
Minimum value of the Exhaustive Minimum value of the Exhaustive
two FTWP approaches search two FTWP approaches search

4%4 3 3 3 3

5%5 5 4 3 3

6*6 7 6 5 4

77 8 7 7 5

8%8 12 9 8 7
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Fig. 3 Placement of wireless
routers in a mesh subnet by a
new approach with L =3

and it will not be cost-effective, meaning that Condition4 is not satisfied. Hence, a
new approach based on FTWP is proposed to decrease the number of wireless routers
while obtaining and maintaining the mentioned conditions in this article.

In FTWP, backup wireless routers are used in the case of probable failure. Hence, we
can increase their distance from the nodes beyond L which leads to a change regarding
Condition]1 for the purpose of decreasing the number of wireless routers. The primary
wireless routers must still satisfy the condition of the maximum distance of L, while
the concern here is the backup wireless routers. A new rule must be defined for the
acceptable maximum distance between the nodes and their backup wireless routers.

Considering a subnet of (L + 1)*(L + 1) size and wireless routers placement as
shown in Fig. 1, with only two wireless routers properly placed, all nodes will have
access to their primary wireless routers with the maximum distance of L. For satisfying
condition of the maximum distance between wireless routers (Condition6), the best
placement is the diagonal two end points (Fig. 3). This new placement stratifies the
other conditions as FTWP does.

In this approach, the nodes adjacent to the primary wireless router would have the
farthest distance to backup wireless routers. With the failure of the primary wireless
router, in high probability these nodes will fail as well. However, the distance between
nodes and backup wireless routers must be subject to an appropriate limit. For this
purpose, the L value is limited with respect to the 7" value. According to Fig. 3, the
maximum distance from normal nodes to their corresponding backup wireless routers
is 2L — 1 hops. With the failure of a primary wireless router, the packets will travel at
most 2L — 1 + L hops and this number should not exceed the 7 value. Therefore, the
value of L should be choseninthe 1 < L < L%J range. It should be mentioned that
in a case where the primary and backup wireless routers of a single node both fail, the
communication protocol should provide effectively the communications of this node
through wire links as will be discussed later. In this new approach, by setting r > 2L,
the wireless connectivity among wireless routers will be maintained due to the available
wireless routers in the neighboring subnets. Considering the regular arrangement of
wireless routers, the chip can be virtually divided into four regions from the perspective
of any wireless router; here, in each region, there will still be two different wireless
routers providing node-disjoint paths using quadrant-based communication protocols
[24,25].

According to the maximum Manhattan distance of 2L between nodes in a subnet,
regardless of network size, two wireless routers are required in each subnet for pro-
viding primary and backup wireless routers for all normal nodes in the subnet. It is
obvious that this new approach provides the minimum number of wireless routers if
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Fig. 4 Reducing the number of wireless routers in a 10*10 mesh a L = 4 and b further reduction for
L=4

m is dividable by L. When “m mod L = d”, the number of wireless routers in some
cases can be further reduced. In this case, some subnets with sizes smaller than an (L +
1)*(L + 1) mesh will be formed at the edges of the network. For satisfying Conditions
2 and 3, the location of wireless routers in these subnets is similar to an (L + 1)*(L +
1) mesh (Fig. 4a). With the exact investigation of these cases in this proposed design,
the reduction method of the wireless routers is determined. If d = 1 and the selection
of wireless router locations have begun from the right corners of the subnet as shown
in Fig. 4b, each pair of wireless routers in the x-direction or y-direction of the mesh
are eliminated. For each elimination, the closest wireless router in the adjacent subnet
with a size of (L + 1)*(L + 1) is shifted to the edge of the chip where the elimination
has occurred. Then another wireless router is placed with the distance of L hops from
this position of the network in the mentioned shift direction. Moreover, in a subnet of
(d + 1)*(d + 1) size formed at the bottom right corner, if d < (L/2), then only one
wireless router will be placed at that corner of the network (Fig. 4b).

In brief, in this new approach, each node can communicate with the primary and
backup wireless routers with a maximum distance of L and 2L — 1, respectively, and
an upper limit for L. In this approach, each node will have less backup wireless routers,
but the cost will be reduced. This proposed fault-tolerant wireless network on chip
(FWNoC) is formed based on this new placement approach. In the following sections,
the communication protocols for the FWNoC architecture will be discussed.

2.2 Wireless interconnection system

Several infrastructures are proposed for on-chip wireless communications at different
frequency ranges [4]. In [26], the authors proposed a wireless infrastructure based on
CMOS Ultra Wideband (UWB) for the NoC architecture. This infrastructure provides
a data rate of 1.16 Gbps at a central frequency of 3.6 GHz with a transmission range
of 1 mm. In [25], a multi-channel wireless infrastructure using UWB transceivers is
proposed where the communication capacity is increased. In their method, the wired
links are used for a synchronous distributed MAC protocol. The advances in CMOS
millimeter-wave circuits have made bandwidth of hundreds of GHz available. In [27],
the authors proposed a 0.38 mm metal zigzag antenna to design a single channel
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millimeter-wave WNOC (mWNoC) architecture at a center frequency of 57.5 GHz
with data rate of 16 Gbps and transmission range of 20 mm. In [9], three distinct
channels with a 3 dB bandwidth of 16 GHz are used for a multi-channel mWNoC
architecture with center frequencies of 31, 57.5 and 120 GHz. In [28], the authors
proposed a WNoC architecture using sub-THz antennas placed in a polyimide layer.
This architecture has 16 non-overlapping channels in the frequency range of 100-500
GHz. Each channel can transmit data at a 20 Gbps rate with a 10-20 mm transmission
range. In [12], an infrastructure is proposed where low power and compact design
transceivers are used based on on—off keying (OOK) modulation. This infrastructure
provides 16 non-overlapping channels with a total of 512 GHz bandwidth. In [8,29], the
authors introduced the use of nanoscale antennas based on carbon nanotubes (CNTSs)
operating in the THz frequency range and the design of a WNoC architecture operating
in the THz frequency range using CNT antennas. By applying this technology, 24
distinct wireless channels each with 10 Gbps bandwidth and 0.33 pJ/bit of energy can
be created [8].

Some of these introduced infrastructures, due to their closeness to what is proposed
here, can be used for FWNoC architecture. When the number of wireless routers is
low, the infrastructures based on a single-channel scheme can be used as the physical
layer of this proposed architecture, while when there is a wide distribution of wireless
routers, these infrastructures are not appropriate due to their high-speed concurrent
transmission demand.

According to the architectural parameters and the number of wireless routers, the
physical layers are required based on the multi-channel schemes. However, a low-cost
infrastructure should be selected with the ability to provide energy-efficient wireless
communications. The proposed infrastructures in [8,9,12,28] can satisfy the require-
ments of this newly FWNoC architecture. After specifying the physical layer, an
effective wireless medium access control (WMAC) becomes necessary.

In this proposed approach, the wireless routers are organized into separate groups,
and a specific carrier frequency is allocated to each one of the groups. This is a type
of frequency division multiplexing (FDM) following a process where the neighboring
groups (i.e., groups with wireless routers located within the communication range
of one another) do not have the same carrier frequencies. Moreover, the problem of
hidden terminal [26] should be of concern; this means a wireless router may be within
the range of two non-neighboring groups. In this case, these two groups must not
have the same frequencies. If each group is considered as a vertex, all groups can be
modeled with a single graph with respect to the parameter R. Therefore, the allocating
frequency is similar to the vertex coloring problem [30], such that none of the two
adjacent vertices have the same color with respect to the hidden terminal problem.
For avoiding interference in each group, time division multiplexing (TDM) technique
is applied. As the token scheme has simpler synchronization mechanism and less
waiting time for transmitting data compared to the classic TDM mechanism, a token
sharing scheme is used for assigning time slots to wireless routers of a group. The
number of tokens is equal to the number of wireless groups. In fact, each group has its
own special token. Tokens are passed among wireless routers and represent the right of
transmitting on a certain channel frequency. In summary, in the proposed WMAC, each
wireless router is equipped with a transceiver based on the token scheme at the carrier
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frequency of its own group. Moreover, if a wireless router is in the communication
range of other groups, it will be tuned to the frequency bands of those groups. Hence,
each wireless router will be equipped with one transmitter and multiple receivers. In
fact, this method is a combination of the TDM and FDM schemes.

The cost and complexity of this method depend on the wireless router grouping
method, because it affects the required number of channels and receivers in the wireless
routers. To reduce the system cost, a procedure is suggested for grouping the wireless
routers as follows.

These groups are created by selecting one wireless router as the base and adding
other wireless routers one by one in such a manner that the following conditions are
met:

1. Any pair of wireless routers in the group should be in the transmission range of
each other.

2. Groups should contain the maximum possible wireless routers.

3. If there are wireless routers available on the edges of the network capable of being
added to the group, they should be added even if Condition2 here is not satisfied.
This is because these wireless routers will create single wireless router groups and
this would increase the total number of groups in the network.

The first wireless router selection begins from one corner of the network and there-
after the nearest wireless router to the previously created group will be selected. For
example, in the groups of a mesh network with m >> L and r = 2L (Fig. 5.), five
distinct channels are necessary for satisfying the required conditions of this proposed
WMAC. An increase in the communication range would lead to having less chan-
nels, indicating the creation of less groups. Consequently here, the group size will
be larger and, hence, an increase in the token scheme cost. On the other hand, this
high communication range is appropriate, because it decreases the number of hops
and consequently an increase in energy efficiency. Note that the transmission range
can be increased without changing the size of the groups, but in this case the number
of receivers will be increased. Hence, selecting an R value is a trade-off between cost
and performance, as will be investigated in Sect. 3.

2.3 Fault-tolerant routing protocols

The design of fault-tolerant and deadlock-free routing protocols is necessary for apply-
ing the proposed communication platform with respect to the following preliminaries
and assumptions.

e The convex block fault model in [31] is adopted here with some modification. In
the adopted models, both node and link faults are addressed. The focus of this study
is on the faulty nodes. If one node fails, all the links related to it are considered
as faulty links. In this model, nodes are aware of the status of their neighboring
nodes. The modification made here is to divide the entire chip into five zones
(Fig. 6). One of them is the central zone named the Center-Zone which does not
contain any edges of the chip. The other four zones, including their respective
edges of the chip, are named Right-Zone, Left-Zone, Up-Zone, and Down-Zone
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Fig. 5 Grouping wireless routers and allocation of channels in a mesh network with m >> L and r = 21.
Only locations of wireless router are shown

(Fig. 6). In this model, the corners of the chip are included in the Right-Zone and
Left-Zone, because the management of the faulty region in these zones could be
equally applied for the chip corners.

e Each router has a status register with a default value of zero (i.e., normal status).
For the nodes surrounding a given faulty region, in this status register, each node
will save its own position in relation to the faulty region (East, west, north, ...)
and the zone of the faulty region (Fig. 6). An example of the above description is
illustrated in Fig. 7. In the wireless routers, the status register has an additional bit
named P which becomes set in case of any wireless router permanent fault. The
wireless routers manage their communication mechanism by using this bit, as will
be discussed later.

o I[f there exists a wireless router in the faulty region, nodes around this faulty region
can recognize this wireless router and will issue a special packet with a time-to-live
of 2L, which would make the other nodes aware of the faulty wireless router. It is
assumed that detection of faults is done in a static manner, meaning that in case
of any permanent fault, the system will restart and the faulty components will be
recognized [15]. The detection of faults can be performed in different ways [15]
which are beyond the scope of this article. When the system begins operation, each
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Fig. 6 Dividing_network into
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Fig. 7 Faulty regions in the Center-Zone and Right-Zone with their corresponding status registers

node is aware of the status of its corresponding wireless routers. Moreover, the
faulty regions are not the source or destination of any communication.

e The cores should be properly assigned to the wireless routers to reduce the possi-
bility of hotspot occurrences. Assuming uniform traffic, the assignment of wireless
routers is made in a balanced manner with respect to their distance from the cores.
Note that wireless router assignment could be made more appropriately by know-
ing the traffic pattern. This issue requires more investigations and can be addressed
in future works

e The wormbhole packet switching technique [32] is used for this FWNoC infrastruc-
ture. In this study, some new fields are added to header flit to manage wireless
communications which will be described later. According to this proposed mesh-
based infrastructure, the addresses of the nodes are identified in (x,y) coordinates.
It is assumed that the left bottom corner node has coordination of (0, 0). Manhat-
tan distance between source (s) and destination (d) nodes can be computed by
dis(s,d) = |xa — Xs| + [ya — s

This proposed communication protocol is performed on the basis that if dis (s, d)
is smaller than or equal to the 7' value, communications are performed through wired
links; otherwise, for long-range communication, the packets are sent to the corre-
sponding wireless router through the wired links.
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2.3.1 Wired routing protocol

This wired routing protocol to be designed must guarantee access to the wireless routers
through the shortest path in a fault-free state. Moreover, the design of this routing unit
should be simple and low in cost. In this regard, a fully adaptive fault-tolerant routing
algorithm (FAFTR) is proposed based on the minimal West-first algorithm.

The advantages of the minimal West-first routing algorithm are its high speed and
low design cost [32]. In this routing algorithm if the destination is in the west, it acts like
a deterministic XY algorithm; otherwise, it acts adaptively, provided that it does not
have any movement toward the west. In fact, in this procedure, S—W (south to west) and
N-W (north to west) turns are not allowed to avoid deadlock. However, this algorithm
is partially adaptive [32]. For example, in this study with respect to this proposed fault
model, for moving westward, the minimal West-first routing algorithm will be correct
when the faulty region is located in the Right-Zone, but it will not be correct when
the faulty region occurs in other zones presented in Fig. 6; accordingly, this algorithm
must be modified to restore all broken paths. This modification needs to identify the
location of the faulty region with respect to the given zone. Here, it is suggested that
the failed paths be replaced with new deterministic paths to route the packets around
the faulty regions. For this purpose, the nodes around faulty regions must send the
packet to the proper output port with respect to the information stored in their status
register. For example, if the faulty region is in the Centre-Zone, when the packets
cannot move westward, they are directed toward south, deterministically (Fig. 8a).
With these procedures, non-allowable turns of the minimal West-first algorithm may
occur around the faulty region. Here, the nodes around the faulty region in Center-Zone
may use the S—W turn. According to channel dependency graphs (CDG) [32,33], there
is the probability of deadlock around the faulty regions in the Center-Zone (Fig. 8b).

A turn-based solution for managing this deadlock is suggested here. In this solution,
instead of unallowable S—W turn, the E-S turn will be disallowed around the faulty
region which makes the S—W turn allowable. Hence, routes around the faulty region
will be restored according to forbidden E-S and N-E turns (Fig. 8c). With these new
rules, when the faulty region is located in the Center-Zone, packets which need E-S
turn are forwarded toward the west. Note that these results in longer paths for some
of the routes compared to the minimal West-first algorithm (Fig. 8d). In other zones

(b)

Fig. 8 a Red arrow failed path, black arrow replaced path. b CDG of faulty region surroundings in the
Center-Zone , ¢ the two forbidden turns (dotted lines) in the surroundings of the faulty regions. d Red arrow
normal path by minimal West-first, black arrow replaced path by new rules
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Inputs: address of current node (Xcurrent, Ycurrent), destination node (Xdest, Ydest)

Xoffset := Xdest - Xcurrent ;

Yoffset :=Ydest - Ycurrent;

Output: Selected output Channel

Comments: 1) X+, X-, Y+, and Y- are equal to east, west, north, and south respectively. 2) As an example of the used notation in this Fig:
Center-Zone (E, NE) is equal to Center-Zone (E) or Center-Zone (NE).

If Status register == { Center-Zone(E,NE) or Up-Zone(E) or (Left-Zone(N,NE)) and Yoffset<0 )}
Channel: =Y-;
Elseif Status register == {(Left-Zone(S,SE)) &&Yoffset>0) or (Left-Zone(N)) &&Yoffset<0)}
Channel: = X+;
If (Xoffset< 0) Else if Status register == Down-Zone(E)
Channel: = Y+;
Else
Channel: = X-;
End if
If Status register == { Center-Zone(W,NW) or Right-Zone(W,NW) or Up-Zone(w) }
Channel: = Y-;
Elseif Status register =={ Center-Zone(N) or Up-Zone(N)}
Channel: = X-;
Else ifStatus register =={ Left-Zone(N) or Down- Zone(NW, N)}
if (Xoffset> 0 and Yoffset< 0) Channel: = X+;
Else if Status register == Down-Zone(W)
Channel: = Y+ ;

Else
Channel: = select (X+,Y-);
End if
If Status register == Right-Zone (W)
Channel: = Y-;
Else if Status register == {Center-Zone(S) or Left-Zone(S)}
Channel: = X-
Else if Status register == {Center-Zone(SW) or Down-Zone(W) or Up-Zone(SW, W) or Center-Zone(W)}
if (Xoffset> 0 and Yoffset> 0) Channel: = Y+;

Else if Status register == { Center-Zone(S,SW) or Left-Zone(S,NE,N) or Right-Zone(SW, W) or Center-Zone(E,SE)}
Channel: = X+ ;

Else
Channel := Select(X+, Y+);
End if
If Status register == {Center-Zone(W) or Right-Zone(w)}
Channel: =Y-;
Else if Status register == Down-Zone(W)
if (Xoffset> 0 and Yoffset = 0) Channel: = Y+;
Else
Channel: = X+ ;
End if
IfStatus register =={Center-Zone(S) or Up-Zone(S)}
Channel: = X-;
Else if(Status register== Left-Zone(S))
if (Xoffset == 0 and Yoffset> 0) Channel: = X+ ;
Else
Channel: = Y+;
End if
If Status register == { Center-Zone(N) or Up-Zone(N) }
Channel: = X-

B Else if Status register == Left-Zone(N)
if (Xoffset == 0 and Yoffset< 0) Channel: = X+ ;
Else

Channel := Y-;
End if
if ( Xoffset = 0 and Yoffset = 0) Channel := Internal;

Fig. 9 FAFTR algorithm procedure

of the network, the broken paths will be renovated almost similar to the Center-Zone.
In these zones, the routers around the faulty region will direct packets toward north
or south depending on the destination position. Through this approach, the basic rules
of the minimal West-first routing algorithm are violated as well. But here, the circular
dependency in nodes around the faulty region will not occur because one edge of the
network is involved in the faulty region. This newly proposed algorithm changes the
normal behavior of the minimal West-fist routing algorithm in the nodes adjacent to
nodes surrounding the faulty region causing deadlock. To ensure deadlock avoidance,
the distance between two faulty regions should be greater than two hops; otherwise,
both the faulty regions would be combined. With this approach, nodes adjacent to
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the nodes surrounding the faulty region have normal status and they would follow
the base algorithm before and after encountering the faulty region to ensure deadlock
avoidance in the network.

In brief, the FAFTR algorithm is represented based on the minimal West-first algo-
rithm. In this algorithm, routing is decided based on the value stored in the status
register, after specifying the position of the destination node, as shown in Fig. 9. That
is, if the destination node is westward (Xoffset < 0), one of the cases, and the value
of the status register is down (s) (i.e., the faulty region is in the Down-Zone and the
router is located in the south of this zone), the packets will be forwarded to the north
port. The other cases of this proposed algorithm are illustrated in Fig. 9. In this figure,
Select () function, adopted form [32].

2.3.2 Wireless routing protocol

As it was mentioned earlier, if dis (s, d) > T, the source node must send the packet
to the corresponding wireless router. For this purpose, the source node must apply
the necessary changes in the header flit. In this article, some new fields are added to
the header flit consisting of the field of the wireless router address and two control
bits, G and F. Here, the G bit specifies the need for wireless transmission and the
F bit indicates that all wireless routers of a node failed. When the distance between
source and destination is greater than 7, the source node sets the G-bit and inserts its
wireless router address into the header flit. Next, it sends the packet to the wireless
router according to the FAFTR algorithm. The intermediate nodes will ignore the real
destination address and perform routing according to the wireless router address when
G = 1. When the wireless router receives the packet, and observes G = 1, it will direct
the packet to the wireless interface. Furthermore, if all wireless routers of a node failed,
both the G bit and F bit will be set and the packet will be sent through the wired links.
The intermediate nodes having healthy wireless router and will check their Manhattan
distance to the destination; if this distance is less than or equal to 7, the intermediate
node resets the G and F bits and will send the packets according to the FAFTR algo-
rithm. On the contrary, if the checked distance is greater than 7, the intermediate node
will reset the F bit and send the packet to its corresponding wireless router.

The wireless communication protocol depends on the proposed architectural para-
meters like L and 7. This dependency is related to the number of wireless routers: (1)
in case of small numbers, wireless transmission can be accomplished with one single
hop by selecting the appropriate R. In this case, there is no need for a specific wireless
routing unit; the wireless communication will be made through the WMAC mecha-
nism. 12) in case of large numbers, the number of wireless routers is such that the
single-hop communications cannot be used due to the challenges of on-chip wireless
communication, and hence the need for an appropriate wireless routing algorithm.

Considering the fixed arrangement of wireless routers in a regular structure, this
newly introduced FWNoC architecture can use the quadrant-based routing algorithms
[24] with some modification. If the wireless routers receive a packet through a wired
port, which requires long-distance communications (i.e., G = 1), the wireless trans-
mitter unit will broadcast the packet. From the perspective of any transmitter wireless
router, the network is divided into four logical regions like four quadrants of the coor-
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Fig. 10 The decision-making unit for the wireless interface

dinate plane. When a wireless router receives a packet through the wireless interface,
it must recognize whether its entity and the real destination are in the same quadrant or
not. The receiver wireless router address (Xcurrent, Ycurrent) , together with the real
destination address (Xd, Yd) and the transmitter wireless router address (XT, YT)
can be applied in finding in which quadrant the receiver and the destination are located
(Fig. 10). If they are not in the same quadrant, the receiver will discard the packet; oth-
erwise, it will check its Manhattan distance from the real destination. If this distance
is less than or equal to 2L, wireless transmission is not needed; therefore the G bit is
reset and the packet will be sent to the destination through the wired links like normal
packets. In case this distance is larger than 2L, it will replace the address of the trans-
mitter with its own address and will broadcast the packet again. The decision-making
unit for the wireless interface is shown in Fig. 10.

In this proposed wireless routing, conditions like deadlock, redundant paths, and
duplicate packets exist. The following are the suggestion to handle them in a more
appropriate manner.

e Deadlock To avoid deadlock in wireless routing, the virtual channels are applied
instead of turn model used in the wired routing. According to this proposed
infrastructure in Sect. 2.2, there exist two types of wireless communications:
intra-group and extra-group. The intra-group communications take place in one
hop and after receiving the packet it will either be sent through the wired link
to the destination or will be sent to another group. Therefore, there is no cyclic
dependency among the members of a certain group through one-hop commu-
nications. In extra-group communications, each wireless router has a distinct
receiver for each frequency channel corresponding to each group. To avoid dead-
lock, a distinct buffer will be allocated in the transmitter unit for each one of
these receivers, indicating that the sending space of each receiver is separate.
In fact, instead of using one FIFO, the sender channel is divided into several
virtual channels where each channel corresponds to one receiver, leading to pos-
sible dependency cycle elimination. It should be noted that with respect to this
proposed channel allocation (Fig. 5) and this proposed wireless routing algo-
rithm, from the perspective of each wireless router, the receiving buffers of each
frequency channel accept packets only from one side of the network. There-
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fore, there is no need for a specific order in using receiver channels. The only
requirement here is that the depth of receivers’ buffers should be at least equal
to the biggest neighbor size. Furthermore, for assuring deadlock avoidance, a
distinct buffer should be considered in the transmitter unit for packets received
from the wired port which need wireless communications. It can be observed
that for avoiding deadlock, there exists a direct relation between the numbers of
receivers in a wireless router and the number of needed virtual channels. There-
fore, deadlock avoidance cost is added to the limitation in selecting R, indicating
the importance of choosing the appropriate value for R in this proposed architec-
ture.

e Redundant paths In this study, data packets can be transmitted through multiple
wireless paths simultaneously, which can manage permanent faults. But in fault-
free cases, these simultaneous transmissions impose additional overhead with a
negative impact on the system performance. Therefore, the number of simultane-
ous transmissions should be reduced as much as possible in fault-free case. For this
purpose, it is suggested that a distinction should be made between packet forward-
ing by wireless routers in normal and faulty modes. With respect to the wireless
router positions in relation to one another, the decision-making unit (Fig. 10)
should be modified to handle the simultaneous wireless transmission. To accom-
plish this, the policy of deciding whether the receiver and the real destination are in
the same quadrant or not should be changed. In fault-free cases, if the receiver and
the real destination are located horizontally or vertically in-line with each other,
the receiver is not considered to be in the same quadrant with the real destination,
except for the cases where the destination is exactly in the same direction as the
transmitter. For example, in a network mesh with » = 2L (Fig. 5), with respect
to wireless routing algorithm, this new approach leads where only one wireless
router tries to forward the packet in the fault-free cases. If the value of R is large,
in addition to this approach, the wireless routers closer to the transmitter should
be exempted from forwarding. Not that the bit P in the status register (Fig. 10)
is considered to distinguish the behavior of wireless routers in normal and faulty
modes.

e Duplicated packets This proposed wireless routing algorithm can lead to trans-
mission of the duplicated packets. To manage this issue, before taking any action,
it should be made sure that the packets of wireless routers are not duplicated. With
respect to adopted wormhole-based flow control mechanism, by applying fields
like packet id and the source address in the header flit, duplicate packets can be
recognized. Therefore, wireless routers would save this information after sending
each packet. Here, the important point is the validity time duration of the fields
like packet id and the source address. This validity time duration usually begins
with the time of sending the first and ends with sending the last flit. In this study,
considering the fixed-regular arrangement of wireless routers, the maximum num-
ber of wireless routers which send the same packets to a certain wireless router is
known. Therefore, the validity time duration can be shortened so that the number
of comparisons is reduced. For example, in a mesh network with r = 2L, the
maximum number of wireless routers which can send the same packet to a certain
wireless router is three (Fig. 5), meaning that only three comparisons are required.
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3 Experimental studies

The characteristics of this FWNoC architecture are analyzed and their performances
evaluated in the presence of permanent faults through simulation under different traffic
patterns.

Although the proposed method regarding the wireless routers placement is applica-
ble for any value of 7, a reasonable value should be chosen. This value is obtained
through analyzing the achievements of the previous studies as follows.

Assuming N = L%J + 1 and using a minimal routing algorithm, an N*N mesh
will not need the use of wireless routers because the maximum Manhattan distance
between nodes (MMDN) is not greater than 7 hops. If the mesh size is increased
by one, i.e., (N + 1)*(N + 1), the new MMDN value for even T and odd 7 will be
T +2 and T + 1 hops, respectively. Therefore, in an (N + 1)*(N + 1) mesh, the
maximum number of corner nodes (MCN) is 3 for even T and 1 for odd 7, provided
that the distance of these corner nodes from other nodes exceed T hops. Assuming
L = 3, the above statements are illustrated in Fig. 11. With respect to the symmetry
of the mesh structure, the number of communications, where the Manhattan distance
between source and destination is greater than 7 hops, can be calculated; that is the
number of wireless communications required in the mesh network.

The V is defined as the set of all network nodes. As each node can be used as the
source or destination in a communication, the number of possible communications is
equal to the total number of ordered pairs in Vx V. In an (N + 1)*(N + 1) mesh with
an even 7, the maximum number of communications with the travel distance greater
than T hops is 20. In case of odd 7, this value will be equal to 4. If the size of mesh
is increased by X units, i.e., (N + X)*(N + X), with respect to the Manhattan distance
between nodes in opposite corners and symmetry of the network, the new value of
MCN can be obtained using mathematical induction. Therefore, the maximum number
of communications with the travel distance greater than T can be calculated, while,
in practice, the actual number of the communications in the network depends on the
traffic pattern.

It is demonstrated that the traditional wire-based NoC is inefficient for an 8*8§
mesh [2,12,18]; therefore, in this article the maximum number possible with the
travel distance exceeding T hops is obtained for an 8*8 mesh as shown in Fig.
12. Assuming the uniform traffic distribution, for 7 = 11 only 1.5 % of all pos-

(b)

Fig. 11 Assuming L = 3, MCN fora (N + )*(N + ) mesha T = 6, and b T = 7. Solid nodes are the
ones with distances greater than T
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Fig. 13 Comparison of the required wireless routers in different mesh network sizes

sible communications need wireless routers. Hence, it is realized that 7 < 11 can
be a reasonable value for this architecture. Here, L is chosen as = 2, 3, 4, 5 in
a manner that the all possible values of T are covered. The percentage of routers
which should be equipped with wireless interface for different sizes of the network
is almost equal (Fig. 13). This percentage can be 16 at most, which may not be very
significant.

Since the T value change depends on the characteristics of wired links, comparing
different thresholds for a given network is of no use. The important point is whether
these obtained values of parameter L are proper for other thresholds. This issue is
determined according to the L limit (1 < L < L%J) It is clear that these obtained
values of L are very appropriate for bigger 7. Note that less wireless communications
is needed for bigger 7. For smaller 7, selecting of L will be more restricted. Note that
the previous studies indicate that there is almost no advantage in utilizing long links
with mesh networks the size of which are smaller than 4*4 [34]. Therefore, the T value
is greater than four hops. However, the appropriate value of parameter L for a given
size of the network is determined through simulation.

@ Springer



A fault-tolerant hierarchical hybrid mesh-based wireless. . . 3137

3.1 Simulation setup

An event-driven simulator based on OMNet++ is developed to model the FWNoC
architecture [35]. This simulation environment is used to simulate the traditional and
Photonic NoC in [3,36,37].

The basic architecture contains 256 identical tiles arranged as a 16%16 2-D mesh
network over a20 mm*20 mm die. Each tile consists of a processing core and a five-port
router. The routers consist of one status register, two registers for storing the address of
wireless routers, and three common functional units like input port control unit, route
computation/switch traversal, and output port control unit [38]. Wormhole switching
technique with credit-based flow control is adopted here. Packets are composed of
eight flits each with a 64 bits size. The routers here employ round-robin arbitration
scheme. The grant messages are used to manage the internal operations of the routers.

Each tile is connected to its neighbor through bidirectional wired channels. The
width of these channels is considered as 64 bits. Each physical channel has two vir-
tual channels, each with a FIFO buffer with a of four flits depth. By 45 nm CMOS
technology, the NoC routers are driven with a 2 GHz frequency clock. Considering
the propagation velocity of electronic signals in the optimally repeated wires at 45nm
technology [39], the delay incurred by wired links between cores is less than the clock
period of 500 ps. The characteristics of wireless interconnections are adopted from [8],
which provides 24 distinct frequency channels. Each wireless channel has a data rate
of 10 Gbps. According to the method described in Sect. 2.2, wireless routers are orga-
nized in the separate groups and wireless routers of each group are tuned to a specific
frequency channel. Each wireless router will be equipped with one transmitter and
multiple receivers. The transmitter and receiver units have two virtual channels, each
with a buffer with four flits depth. The wireless transmission unit uses round-robin
arbitration for transmitting the packets of different receivers. It is assumed that the
threshold distance is equal 11 and the default value of communication range is set to
be r = 2I.

3.2 Performance evaluation with topology configuration

The performance of FWNoC architecture is evaluated in terms of average latency
and network throughput. Average latency is the time needed for a packet to traverse
through the network from source to destination. The network throughput is defined as
the average rate of packets successfully received.

The average latency and throughput under a uniform random traffic for a tradi-
tional mesh-based NoC which uses the FAFTR algorithm (FTM-NoC) and for an
FWNoC architecture with parameters L = 2,3, 4,5 are illustrated in Fig. 14a, b.
Four different topologies are obtained by changing the parameter L, respectively. All
of these FWNoC architectures outperform the FTM-NoC architecture, because the
wired travel distance in FWNoC is always less than or equal to T and average number
of hops is reduced significantly. This reduction is due to the hierarchical feature of the
FWNoC architecture and the use of high-speed wireless shortcut links. As observed
in Fig. 14, reducing the value of parameter L will improve the system performance
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Fig. 14 a Average latency and b throughput of FWNoC based on a 16*16 mesh with different values of
parameter L

slightly, because even though reducing L decreases the number of wired hops, the
required number of wireless hops will be increased.

For L = 2, the minimum number of wired hops is used, while it contains the max-
imum number of wireless hops. In this case, at most five wireless hops are needed. If
this number is reduced by an increase in R, the WMAC will become more complicated
and the area overhead will increase due to the required more resource buffers. More-
over, for L = 2, 34 wireless routers are needed which is twice as much as the number
of needed wireless routers in other cases. It is deduced here that L = 2 is not a good
choice. For L = 5, conditions are reversed, i.e., although the maximum number of
wireless hops is almost one, the number of wired hops are increased. Also, because of
the less number of wireless routers, hotspot occurrence will be more probable leading
to an increase in transmission delay. According to Fig. 14, L = 3 has the best per-
formance and L = 4 is almost the same. For L = 4, the number of needed wireless
routers is decreased, and hence an advantage regarding the cost. However, for L = 4,
in case of primary wireless routers’ failure, the number of wired hops would increase,
where the possibility of hotspot occurrence is higher in comparison with L = 3 due
to less number of wireless routers.
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Table 2 Characteristics of wireless communication FWNoC for L = 3 and different values of R

Max no.of  No. of required Total number No. of wireless Size of
wireless hop carrier frequencies of receivers in groups wireless groups
wireless routers

r=2L 4 5 53 6 4-4-3-3-22
r=.8L 3 4 45 4 5-5-4-4
r=JI0L 2 4 59 4 6-6-4-2
r=4L 2 4 62 4 5-5-4-4
r=50L 1 1 18 1 18

The other parameter of FWNoC architecture is the transmission range of R = rxw,
as described Sect. 2.1.2, the value of which should be chosen so that the wireless com-
munication becomes more energy efficient than its wired counterparts (i.e., link length
is bigger than 7 mm) [10]. Considering this issue and the fixed-regular arrangement of
wireless routers, the proper communication range can be obtained by analyzing and
simulating this architecture. For L = 3, the characteristics of wireless communica-
tion such as maximum number of wireless hops, number of carrier frequencies, and
group size are shown in Table. 2. To show the impact of R on system performance, the
average latency and throughput are compared for various values of R.

The performance improvement of the system for greater R due to the fewer number
of required wireless hops is shown in Fig. 15 a, b. When r = /8, more wireless hops
are needed and this would lead to lower performances. For r = /50L, although all
communications are of single hop, accessing channel requires more time due to bigger
group size. Even in case of higher traffic, performance will be worse than r = +/8L.
Moreover, for r = ,/50L more buffers are needed, that is a higher cost. As shown in
Fig.15,r = \/10L andr = 4L have better performance because the maximum number
of wireless hops in these two cases is 2. When r = 4L, this maximum number is much
lower than » = /10L. In fact, only the communications between the opposite corners
will need this maximum number of wireless hops, while the other communications
would need only one wireless hop. Hence, the maximum number of wireless hops
is one. Also, because of smaller wireless groups, accessing the wireless channel will
be faster. Considering all these, it is observed that » = 4L has the best performance
because of smaller group sizes and more communication range. It should be noted that
in this case, an increase in communication range will not have a significant effect on
system performance, because wireless operation is almost one hop. Hence, an increase
in communication range will only increase the cost. On the other hand, if the size of
groups is reduced while fixing the communication range, more carrier frequencies will
be needed, leading to a need of more receivers and more buffer resources.

3.3 Performance with permanent faults

At first, the effects of fault occurrence in different zones of network (Fig. 6) are
investigated. For this purpose, five different cases, each with one faulty region located
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Fig. 15 Average latency of an FWNoC architecture based on a 16%16 mesh with L = 3 and different
values of R

in one zone of the network, are considered. The faulty region includes 8 normal routers
and one wireless router.

The comparison of average latency versus offered load under uniform random
traffic for FTM-NoC architecture is illustrated in Fig. 16a. Since this proposed routing
algorithm acts in a deterministic manner in the surroundings of the faulty region in
addition to the fact that the central nodes of the network have a greater role than the
ones at the boundary, there will be severe congestion around faulty regions in the
Center-Zone. Hence, this routing protocol will behave differently in the Center-Zone.
This difference is less in the FWNoC architecture (with L = 3, r = 4L) as shown
in Fig. 16b. This is because the FWNoC architecture utilizes wireless shortcut links
resulting in less packets encountering the faulty region. Comparison of the curves a
and b in Fig. 16 indicates that FWNoC becomes saturated at higher loads compared
to FTM-NoC architecture. This is due to the fact that the traveled distance between
cores in FWNOoC is shorter than that of the FTM-NoC architecture by using wireless
shortcut links. Note that the wireless infrastructure would not be disrupted in the
presence of only one faulty region due to this proposed arrangement of wireless routers.
However, as the travel distance of some communications exceed 7, there is degradation
of the system performance in comparison with the fault-free case in the FWNoC
architecture. This is followed by studying the effect of different fault patterns on
the system performance. Since the previously already proposed WNoC architectures
do not have any mechanism for handling multiple faulty regions, the simulations in
this study include FWNOCI (with L = 3 and r = 4L), FWNOC2 (with L = 4
and r = 3L), and FTM-NOC architecture. Four synthetic traffic models including
uniform random, transpose, bit reverse, and bit complement are considered with node
fault rates varying from O to 30 %. Five fault patterns are chosen for each fault rate.
These patterns are the combination of normal routers and wireless routers at different
locations in the network.

The system performance is evaluated in terms of average latency and the saturation
throughput, the latter being the maximum accepted traffic. It should be noted that
for getting meaningful results for computing the average latency, low offered load
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Fig. 16 Comparing average latency for different cases in a FTM-NoC architecture and b FWNoC archi-
tecture with L = 3,andr =4 L

value must be selected, because higher offered loads quickly saturate the network.
This offered load is set at 0.1 GB/s according to the experience discussed above. The
average of values obtained from the five different fault patterns is considered (Figs. 17,
18). As observed from here, in the fault-free case, the performance of FWNoC1 and
FWNoC2 is improved compared to FTM-NOC in a significant manner. This is because
the travel distance between any pair of nodes is always less than T due to wireless
links. This improvement is quite remarkable for the transpose traffic and bit reversal
due to having the source—destination pairs with the most of the diagonal links that
require long-range wireless links. When the bit complement pattern is used, lower
performance of the system becomes evident (Figs. 17, 18) due to hotspot occurrence.
In the presence of faults, the FWNoC architectures perform better than FTM-NOC
architectures, because FWNoC architectures provide access to backup wireless routers
and use wireless node-disjoint paths.

In lower fault rates (5% node faults), the performance degradation of FWNoC
architectures is low for the four traffic patterns, in comparison with the fault-free case.
This is because the arrangement of wireless routers is such that the faulty regions
have less impact on the wireless infrastructures. When the fault rate increases, the
distribution of fault regions will increase on the chip with an effect on this proposed
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infrastructure in a drastic manner. This leads to further degradation of FWNoC perfor-
mance as shown in Figs. 17 and 18. The performance degradation of the FWNoC?2 is
noticeable, because access to wireless routers is more than before. Moreover, the pos-
sibility of disruption of infrastructure in FWNoC2 is higher than that of FWNoC1 due
to the availability of less wireless router in FWNoC2. This result indicates the impor-
tance of choosing a proper value for L as mentioned in Sect. 2.1. It can be deduced
that the FWNoCI1 has the best performance among all scenarios, because the archi-
tecture parameters (L and R) of this architecture is such that the faulty regions have
less impact on the infrastructure of wireless system than that of the FWNoC2; conse-
quently, the wireless links become less overloaded. At a high fault rate, with respect
to the high possibility of infrastructure disruption and the possibility of the failure of
all wireless routers of a given node, the communications will be performed through

wired links; hence, there is less difference between the architectures’ performance
(Figs. 17, 18).

3.4 Feasibility evaluation

To evaluate the feasibility of this proposed architecture, its respective area requirements
and system power consumption are considered. In this study, based on the mesh-based
interconnection model introduced by [38], the FWNoC architecture is implemented
in a 45 nm CMOS technology over a 20 mm*20 mm die with a clock frequency of 2
GHz and a supply voltage of 1.1 v [39].

Area cost The area overhead of this proposed infrastructure is caused by the normal
routers, wireless routers, and wire links. Orion2 [40] is used in calculating the router
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area. Recently, authors in [41,42] revealed some inaccuracies in the Orion2. They
reported that Orion2 calculates the power and area for SRAM array-based buffers and
multiplexer-based crossbars inaccurately. Hence, the SRAM bit cell spacing is updated
here according to [41]. The characterized parameters for the 45 nm technology such
as interconnection and process parameters are updated in accordance with [7,43].
Furthermore, a matrix crossbar is used here instead of the multiplexer-based crossbar
model in Orion2. The area of a 5 x 5 crossbar and a 64-bit buffer is estimated
as 0.0303 mm? and 0.00327 mm?, respectively. The area for the wired links is also
estimated as 0.0076 mm? using Orion 2.0. For the normal routers, considering the
proposed fault model, the configuration information is stored in an eight-bit status
register. Furthermore, the FAFTR algorithm imposes combinational logic blocks like
modified multiplexers and newly developed decoders to each port of the routers in
relation to the standard minimal West-first routing algorithm. By modifying the routing
computation unit in Orion2, a 5 x 5 router is estimated as 0.31286 mm?2. Since the
wireless routers are the normal routers equipped with wireless interface, this area is
expanded due to wireless links, transmitter and receiver buffers, modified crossbars,
and logic for controlling wireless routers’ behavior. The area overheads of the wireless
links are obtained through analytical and experimental results from [8]. The total area
overhead for one wireless link is 151 um2 [8]. This area is for both the transmitter and
receiver, including the modulators, demodulators, low-noise amplifiers (LNAs), and
antennas. The area of 6*6 crossbars is estimated as 0.0386 2. In wireless interface, other
logics are implemented for controlling the wireless routers. Overall hardware overhead
of a routing decision-making logic mainly consists of, eight 2-to-1 multiplexers, two
4-bit subtractors, and one 4-bit comparator. This overhead is estimated as an area of
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approximately 0.14098 mm? in 45 nm technology by scaling estimated areas from
[26,44]. The area costs of other components are adopted from [44]. Note that the
additional area overhead of the wireless routers is different with respect to the number
of receivers in the wireless port. The area overhead of FWNOCI1 and FWNOC2 is
approximately increased by 36 and 27 %, in relation to the FTM-NoC architecture.
Buffers used in wireless ports are the major reason of this area increase. However, there
is atrade-off between additional area overhead and performance benefits achieved from
this proposed architecture.

Power consumption The other major motivation in designing an alternative intercon-
nection is the increase of power consumption in electrical interconnections in future
multi-core systems. To evaluate this power consumption, a power estimation model is
integrated into the simulator to perform high-level power analysis.

The energy dissipations of wireless links are obtained in an analytical manner from
[8]. The energy dissipation of the longest wireless link of 23 mm is 0.33 pJ/bit, which
supports the data rate of 10 Gbps on the chip. For FWNOC1, according to the parameter
r = 4L, the maximum communication distance is 15.96 mm (~16mm). Assuming an
ideal line of sight channel and free space loss, a transmitted power of approximately
0.63 mW can provide acceptable transmission performance for this length and this
receiver sensitivity. The modified Orion2 is used for estimating power consumption of
one flit transmission across a wired link and a normal router. The energy dissipation
of a 64-bit metal link is estimated as 7.68 pJ/mm. The energy required for a single
hop through a normal router is the total of energy spent in units of a router (neglecting
arbiter energy) [3]. The energy dissipation of a buffer and a 5*5 crossbar is estimated
as 4.48 and 8.96 pJ, respectively, for a 64-bit flit. The decision-making unit of routers
is characterized in terms of unit components such as full adder, 2-bit comparator,
2-to-1 multiplexer and logic gates. The energy dissipation of these unit components
is estimated for 45 nm technology by scaling the model [45]. The average energy
dissipation is estimated around 2.3 pJ for a 4-bit unit of a decision-making unit when
all components are in the output transition state. This value is considered when a
packet needs this unit.

Figure 19a—d shows the comparison of average power consumption achieved by
the three architectures in four synthetic traffic patterns, respectively, under offered
load = 0.1 GB/s with node fault rates varying from 0 to 30 %. The obtained values are
normalized with respect to the power consumption of FTM-NoC architecture in the
fault-free case. As mentioned before, the FWNoC architecture achieves more advan-
tages by reducing latency through long-range and low-power wireless shortcut links
than FTM-NoC. In fact, packets travel fewer hops and access fewer functional units
in FWNoC architecture, so the overall power consumption decreases accordingly as
shown in Fig. 19. With an increase in L (FWNoC2), the throughput degrades and
latency increases due to the less number of wireless routers and higher required num-
ber of wired hops. Here, each packet uses network resources for a longer period of time.
Hence, the average power consumption increases in the FWNoC2. The FWNoCl1 con-
figuration has the lowest power consumption; however the area overheads of FWNOCI
architectures is higher than that of the FWNOC2.
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4 Conclusions and future work

In this article, based on a two-tiered hierarchical model, a fault-tolerant hybrid WNoC
architecture is presented. In the lower tier, the cores are connected by a standard mesh
network. By an innovative approach, a reasonably low number of routers of this mesh
network are selected to be equipped with wireless interface. These wireless routers
provide long-distance communication in the higher tier. The main contribution of this
study is applying node-disjoint communication structures in the hybrid WNoC for
handling permanent faults with moderate hardware cost overhead. Specific features
of the proposed architecture can be described as follows:

— Each core records at least two wireless routers addresses, considered as primary
and backup wireless routers. Each core connects to its corresponding wireless
router with an allowable Manhattan distance. Moreover, these wireless routers
are located with a maximum possible distance between one another for tolerat-
ing faulty regions. Various configurations can be created for this proposed design
depending on the maximum allowable distance and wireless transmission range.
With respect to the threshold distance and system size, the proper values of archi-
tecture parameters are obtained by analysis and simulation.

— This design provides a regular arrangement of wireless routers where there exists
at least one pair of node-disjoint paths between each two wireless routers. This reg-
ularity can provide the communication protocols applying node-disjoint wireless
paths with a low cost.

— A FAFTR algorithm is presented based on the minimal West-fist algorithm
for fault-tolerant wired communications. Moreover, an effective WMAC and a
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quadrant-based routing algorithm are adopted for wireless communications. These
algorithms are deadlock free with moderate complexity.

The experimental results demonstrated that the FWNoC architectures with the proper
parameters provide higher fault tolerance compared to that of their conventional wired
counterparts in the presence of various fault regions. The FWNoC architectures achieve
considerable improvement in network throughput, transmission latency, and power
efficiency under different traffic patterns compared to fault-tolerant mesh-based NoC.
This is due to the fact that FWNOC architectures provide node-disjoint paths through
long-range and low-power wireless links.

A prior knowledge of traffic can assist choosing the positions of wireless routers and
allocation of wireless routers to nodes. This issue needs further investigation. Hence,
traffic dependency and real traffic patterns will be addressed in future works in detail.
Moreover, due to data transmission through node disjoint path, this issue proposed
design can help manage the transient faults on wireless links. This issue can become
a possible topic for future studies. Conducting studies on other fault models would
contribute to this field.
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