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Abstract Virtualization efficiently manages the ever-increasing demand for storage,
computing, and networking resources in large-scaleCloudDataCenters.Virtualization
attains multifarious resource management objectives including proactive server main-
tenance, load balancing, pervasive service availability, power management, and fault
tolerance by virtual machine (VM) migration. VM migration is a resource-intensive
operation as it constantly requires adequate CPU cycles, memory capacity, system
cache, and network bandwidth. Consequently, it adversely affects the performance of
running applications and cannot be entirely overlooked in contemporary data centers,
particularlywhen user SLA and critical business goals are to bemet. The unavailability
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of a comprehensive survey on VM migration schemes that covers various VM migra-
tion aspects such asmigration patterns, sequence, application performance, bandwidth
optimization, andmigration granularity has motivated this review of existing schemes.
This paper reviews state-of-the-art live and non-live VMmigration schemes. Through
an extensive literature review, a detailed thematic taxonomy is proposed for the cate-
gorization of VM migration schemes. Critical aspects and related features of current
VM migration schemes are inspected through detailed qualitative investigation. We
extract significant parameters from existing literature to discuss the commonalities
and variances among VM migration schemes. Finally, open research issues and chal-
lenges with VM migration that require further consideration to develop optimal VM
migration schemes in Cloud Data Centers are briefly addressed.

Keywords Virtualization · VM migration · Post-copy · Pre-copy · Data Centers

1 Introduction

The rapidly increasing demands of modern resource rigorous enterprise and scien-
tific applications have stimulated the conception of large-scale Cloud Data Centers
(CDC). Usually, CDCs are over-provisioned to guarantee absolute service reliability
and availability [1]. However, on average, 30% of cloud servers persistently remain
idle the majority of time and often employ 10–15% of their resource capacity [2].
Resource underutilization results in truly phenomenal growth of cloud operational
cost and energy consumption [3,4]. According to Environmental Protection Agency
(EPA) report [3], it was tentatively estimated that by 2011 CDCs would consume
61 TWh of electricity. In 2013, it was roughly estimated that Google data centers
devoured 260 million Watts of electricity, which is 0.01% of the global energy—an
ample amount to consistently power 200,000 homes [5,6]. As today’s clouds have
adequate processing power, virtualization technology is chosen to consolidate several
workloads onto a single physical server to significantly improve cloud resource uti-
lization and power efficiency. Motivated by multitasking and time-sharing systems,
virtualization has significantly improved the Return on Investment (ROI) due to opti-
mal resource usage. Furthermore, virtualization technology scales CDC by migrating
virtual servers across physical servers to achieve various resource management objec-
tives such as server maintenance [7], load balancing [8], power management, and fault
tolerance [9–11].

The CDC embodies a relatively large group of networked servers and storage farms
offering highly reliable services to organizations for remote storage, processing, or
distribution of fairly large-scale data [12]. CDC provides a foundation for the cloud
computing paradigm [13–15] to offer elastic cloud services to its subscribers [15,16].
More recently, scientists, developers, and business personnel have begun to efficiently
utilize cloud service models encompassing Software as a Service (SaaS), Platform as
a Service (PaaS), and Infrastructure as a Service (IaaS) to adeptly meet business goals
[12]. Virtualization technology proficiently manages CDC through highly dynamic
resource provisioning, effective resource monitoring, automated security, and system-
atic change request handling [17] to efficiently utilize underlying resources [18].
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Virtualization runs a software layer between the hardware and operating system,
known as a virtual machine monitor (VMM) or hypervisor, to control and map numer-
ous VMs (applications running inside OS) on a single platform [19–21]. The hyper-
visor dexterously manages shared hardware resources and entertains OS requests to
access hardware resources. Among characteristics that set the hypervisor apart include
support for the legacy operating system, fault tolerance, and performance isolation to
augment CDC performance. VMM supports the legacy operating system to unify
several underutilized server workloads onto a single server. It also guarantees that
the failure of one VM does not impact the proper functioning of the entire physi-
cal machine [22]. However, co-hosting multiple VMs onto a single physical server is
very challenging due to resource contention among co-hosted applications and system
performance degradation attributed to server overutilization [21,23–26].

To resolve the issues stated above, the hypervisor carefully selects and migrates
VMs from over-utilized to underutilized servers. The role of VMmigration is twofold.
To achieve energy consumption, it unifies various servers’ workloads onto a few phys-
ical servers. Then, to improve an application’s performance, the hypervisor migrates
the workload from a low-performance server to a high-performance server [27]. As
additional resources are consumed during the VMmigration process, the performance
of applications running within migrant VMs is severely affected until VM migration
completes. Consequently, the VM migration process must be successfully completed
within nominal migration time (to free system resources as soon as possible) while
utilizing optimal server and network resources to enhance application performance,
bandwidth utilization efficiency, and migration transparency [19,28,29].

The hypervisor effectively exploits live [30] or non-live [31] VMmigration patterns
to move VMs between corresponding servers either using dedicated or shared system
resources. A live VM migration pattern continues servicing the application during
elapsedVMmigration time to achieve seamless connectivity, avoid service level agree-
ment (SLA) violation, and attain optimal resource utilization. Non-live VMmigration
halts application services during VM migration and offers predictable VM migration
and service downtime. For efficient resource management, the VM migration con-
troller either migrates a single VM [32] or a complete VM cluster (multiple VMs)
[30] across LAN or WAN links. However, VM migration within LAN [30] is easy to
manage since storage migration is not required owing to the network-attached storage
(NAS) integrated CDC architectures. Furthermore, network management within LAN
only requires limited management effort because the IP address remains unchanged
for the outside world. Alternatively, VMmigration over aWAN link [33] considerably
prolongs VM migration duration due to storage migration, IP management, limited
available bandwidth, network congestion, and the error-prone nature of WAN links.

To the best of our knowledge, there exist only a few surveys that underline the
significance of VMmigration within CDC. In [28], the authors surveyed performance
overhead of virtualization within a physical server, intra-CDC and inter-CDC VM
migration. Nevertheless, this survey is lacking in briefly discussing the non-live VM
migration methods. Furthermore, the proposed taxonomy does not cover the various
vital aspects of VMmigration technology, including VMmigration pattern, execution
resource constraints, and VMmigration granularity to highlight the trade-off between
resource consumption and application performance during VM migration process.
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Similarly, a survey covering diverse aspects of process migration, memory migration,
and suspend/resume based VM migration schemes have been reported in [22]. How-
ever, the authors considered only a very fewVMmigration approacheswith inadequate
analysis of VM migration approaches. Further, the authors did not consider perfor-
mance aspects of running applications during VM migration, network optimization,
and hybrid VM migration pattern to improve migration processes. In comparison to
the above-mentioned studies [22,28], our review is more detailed and comprehensive.
Our proposed classification and analysis are more diverse and cover various aspects of
VM migration, which are missing in reported literature such as optimization applied
by pre-copy, post-copy, and hybrid methods to optimize the network, running, and
co-hosted application’s performance. Moreover, the offline VM migration schemes
are also thoroughly investigated to highlight their strengths and weaknesses.

The main contribution of this article is to comprehensively review state-of-the-art
VM migration schemes while considering several essential VM migration aspects,
including highlighting the trade-off between application performance and total migra-
tion time, network performance optimization, offline VM migration, pre-copy and
post-copy VM migration pattern, and hybrid methods to meet resource management
objectives within CDC.We critically reviewed state-of-the-art VMmigration schemes
and highlighted their strengths, weaknesses, and issues that need further research. A
novel taxonomy for VM migration schemes is proposed to classify existing litera-
ture. Furthermore, we briefly discussed several applications of VMmigration process
and parameters that affect VM migration process. The highly critical aspects and
significant features of the existing VM migration schemes are investigated through
qualitative analysis. We derive key parameters from the literature for comparisons of
VM migration schemes. The comparison parameters include: (1) Migration Pattern,
(2) BandwidthUtilization Efficiency, (3) AppQoSDegradationDuration, (4) Network
Link, (5) Migration Granularity, (6) Migration Duration, (7) Downtime, (8) Execution
Resource Constraints, (9) Hypervisor Type, and (10) Network Management Policy.
Finally, open research issues and challenges in VM migration schemes are discussed
that need further investigation to develop optimal VM migration schemes to increase
body of knowledge in this domain of study.

The rest of the paper is structured as follows. Section 2 presents discussion on CDC,
existing virtualization technologies, andVMmigration process. Section3discusses the
taxonomy for the classification of current VM migration schemes, the performance
parameters, and VM migration technologies. Section 4 presents detailed review on
state-of-the-art VM migration schemes, analysis of existing VM migration schemes,
and comparisons of recent VM migration schemes based on selected parameters.
Conclusions and future directions are followed by a brief discussion on open research
issues and challenges in Sects. 5 and 4, respectively.

2 Background

This section defines and discusses the notion of CDC, virtualization technologies, VM
migration process, and VMmigration use cases within a CDC. For the ease of readers,
we provided a list of the most frequently used acronyms in the paper in Table 1.
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Table 1 List of acronyms
Symbol Description

SLA Service level agreement

VM Virtual machine

CDC Cloud Data Centre

ICT Information and communication technology

CC Cloud computing

KVM Kernel-based virtual machines

3TA Three tier architecture

QoS Quality of Service

MDC Modular Data Centre

SaaS Software as a Service

PaaS Platform as a Service

IaaS Infrastructure as a Service

NAS Network-attached Storage

SVM Secure virtual machine

HPC High-performance computing

VMM Virtual machine monitor

PM Physical machine

WAN Wide area network

LAN Local area network

ISR Internet Suspend and Resume

NSF Network file system

Pod Process domain

DM Dirty memory

IRLM Inter-raked live migration

RLE Run length encoding

SSA Slowdown scheduling algorithm

LZO Lempel–Ziv–Oberhumer

MBFD Modified best fit decreasing algorithm

GA Genetic algorithm

LP Linear programming

RDMA Remote direct memory access

IDTS Inter-domain data transfer system

2.1 Cloud Data Centers

Cloud Data Centers is a pool of heterogeneous computing and storage components
clustered together using very fast communication links to host numerous applications
and to store data [34]. A cloud operator charges the customer for cloud resource usage
based on the “pay-as-you-go” service model [35]. This service model certifies that
the customer pays only for the resources they have actually used in the specified time
duration [36]. Moreover, CDC offers a wide range of service types to be accessed via
web links [36–40]. However, cloud computational cost and application performance
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are profoundly affected due to internal resource fragmentation [41] (low server uti-
lization) and bandwidth constraints imposed by the CDC network architecture design
[34,42].

Network architecture is a vital element in CDC network design since it significantly
influences CDC throughput [34,43]. Modern data center network architecture designs
are based on the hierarchical tree-based Three-Tier architecture (3TA). In three-tier
architecture, the core layer connects CDC to the Internet backbone, the aggregation
layer implements assorted functionalities such as firewalls and content switching,
and the access layer ensures inter-rack connectivity [34,44]. According to network
routing protocol design, CDC architecture is classified as switch-centric (e.g. fat tree
architecture [10,34,45]), server-centric (e.g. B-Cube [46]), and hybrid models (e.g.
DCell [44]).

Figure 1 highlights a set of services offered by CDC to its consumers. As depicted
in Fig. 1, the cloud operator controls and manages the cloud services, including PaaS,
SaaS, and IaaS. Among others, the SaaS service model offers accounting applications,
including e-commerce, office automation, and knowledgemanagement services. Like-
wise, IaaSmodel encompasses hardware resources such as storage, processor, and net-
work. Alternatively, PaaS servicemodel offers several cloud execution platforms, such
as developer studio, database management software (DBMS), groupware, and operat-
ing systems (OS) to help the IT professionals to develop, deploy, test, debug, and host
sophisticated web applications. Within a CDC, virtualization proficiently manages the
cloud resources to effectively offer aforementioned services to the customer.

2.2 Virtualization

The primary objective of virtualization technology is to proficiently share the highly
expensive hardware resources among a number of OSs. To efficiently share system
resources, virtualization abstracts the underlying hardware resource by placing a soft-
ware layer between OS and the hardware. VMM evades application privacy violation
by running numerousVMs in an isolated, secure environment tomeet the SLA.The key
managerial responsibilities of VMM include hardware resource control, resource allo-
cation, OS instruction translation, OS handling, and OS interrupt processing. Based
on VMM architectural design, the hypervisors are categorized either as Type 1 or
Type 2 [20,47]. Compared with Type 2, Type 1 hypervisors are remarkably efficient
as they directly access hardware resources. However, Type 2 hypervisors run as a
process within a conventional OS environment and rely on host OSs to access hard-
ware resources [20,21,47–52].

Xen [19], VMware ESX [20], Oracle VirtualBox [21], and kernel-based Virtual
Machine (KVM) [52] are highly accepted virtualization technologies with common
features [21,25,26]. Hypervisors support para and full virtualization. Furthermore,
all hypervisors [19–21,52] mentioned above have x86-64 system architecture built-in
support. Besides architectural support, Xen is more complicated (hypervisor usability
feature) relative to the other aforementioned hypervisors due to its highly complex I/O
interrupt handling method [19]. Xen upholds large-size memory and a fine number
of processor cores than KVM [52,53], VirtualBox, and VMware [20], to host more
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Fig. 1 Cloud service models

VMs. Likewise, Xen is more energy efficient than KVM due to its inner structure
for handling I/O operations [19]. Hypervisors including Xen, KVM, VMware ESX,
and VirtualBox exploit the VM migration feature to capably manage cloud resources
within inter- and intra-CDC architectures [54].

2.3 Virtual machine migration

Virtualization has become a fundamental element in today’s CDC owing to the support
of isolating, consolidating and migrating server workload. VM migration schemes
migrate the state of virtual devices (e.g. memory, CPU, I/O) between physical hosts
during the VM migration process [55,56]. The hypervisors migrate a VM either in
non-live or live communication mode [57]. The non-live VMmigration mode does not
service the migrant applications during VMmigration [58] but the live VMmigration
mode does [54].

Virtual machine migration schemes seek to upgrade manageability, fault tolerance,
and application’s performance within a CDC. Figure 2 illustrates a general overview
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Fig. 2 An overview of VM migration process on distributed CDC

of a distributed CDC framework, wherein a VM is migrated (live mode) from an
underutilized server to a resource-rich server to power off the former for efficient
resource utilization. The global manager manages a set of physical servers (preferably
a cluster) and creates VM for the new application in response to the request by the
dispatcher module. However, the local manager examines the system components’
health and recommends the global manager to migrate a few VMs if required. In
response, the global manager signals the VMM to trigger VM migration. Figure 2
presents VM migration between servers located under same administrative domain;
however, VM migration can be triggered across the CDCs owned and managed by
different providers (e.g. WAN migration) [3,59].

The VM migration technology assists to achieve various resource management
objectives as shown in Fig. 3. A detailed discussion on the applications of VMmigra-
tion is as explained below:

• Power management To attain power efficiency within a CDC, VM migration
process shifts complete server workload from an under-loaded server (e.g. when
resource usage below a threshold) to an underutilized server to switch off the
former. Server consolidation and DVFS enabled VM migration methods aggres-
sively co-locate the VMs and decrease CPU clock rate, respectively, to achieve
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Fig. 3 VM Migration applications

power efficiencywithin aCDCat the cost of application’s performance degradation
[1,60].

• Resource sharing The application performance degradation issue due to sharing
limited system resources, such as system memory, cache, or CPU cycles, can be
resolved by relocating resource hungryVM to a resource-rich server [61,62]. How-
ever, high system resource sharing reduces cloud operational cost as unnecessary
servers can be switched off [63,64].

• Fault tolerance A fault-tolerant system triggers VM migration prior to fault hap-
pening. It migrates back VM to the original server after system maintenance
endowment, if necessary [65–67]. A fault-tolerant system vastly improves the
system availability to enhance the CDC reliability feature [56].

• System maintenance Provisioning the periodic/dynamic maintenance extends sys-
tem life time [25,68]. VM migration technology shifts running application to
another host to continue servicing the application during systemmaintenance time
[69].

• Load balancingLoad balancing helps cloud operator to avoid single point of failure
by distributing the server workload across several physical hosts within a CDC.
Server’s workload beyond its capacity degrades system performance; thus, load
balancing approaches (using VM migration) reduce the possibility of application
performance degradation by eliminating hot-spots within CDC [70].
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• Mobile computing Mobile computing exploits VM migration technology to aug-
ment portable computing capabilities. Nowadays, users do not prefer to work
on desktop computers only. Rather, they prefer to work on smart phones while
they are on the move. VM migration technology helps a user to migrate running
applications along OS states from a desktop server to smart phone or vice versa
[35].

3 A taxonomy of VM migration schemes

This section highlights and discusses a thematic taxonomy for the classification of
current VM migration schemes. We classified the existing VM migration schemes
based on seven prominent characteristics, which are VM migration pattern, objective
function, network link, hypervisor type, execution resource constraints, migration
granularity, and network management as shown in Fig. 4.

VM migration pattern specifies the main method employed to migrate a VM from
a source server to the target server. Migration patterns are categorized as live or non-
live VMmigration. A live VMmigration pattern does not suspend application service
during VM migration, whereas a non-live pattern follows pause, copy, and resume
methodology to migrate a VM. An objective function highlights the primary objective
of VM migration schemes. VM migration schemes aim for a number of objectives,
including (1) minimizing service downtime, (2) optimizing the migration duration, (3)
minimizing the duration of application QoS degradation, and (4) optimal bandwidth
resource utilization during a VM migration process. The downtime attribute defines
the time during which service is unavailable for current hosted applications. Similarly,
migration duration specifies the time period between the start of VM migration and

Fig. 4 VM Migration thematic taxonomy
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the time when a migrant VM becomes consistent with the VM at the source server.
During aVMmigration process, the service quality of hosted applications is rigorously
affected if migration is not properly handled. Application QoS degradation duration
is the time period during which the application consistently experiences performance
degradation due to service response delay, high packet drop rate, jitter variations, and
extended migration time.

The network link metric specifies the network type selected to migrate a VM. VM
migration approaches migrate the VM within LAN or WAN boundaries to scale the
CDC. The WAN attribute of the network link metric offers limited bandwidth, higher
latency, and physically distant servers. However, the LAN attribute is considered ideal
for migration schemes as there is no need to migrate the storage. The hypervisor type
parameter specifies the hypervisor technology that manages server resources during
VMmigration. Themajority of migration schemes choose Xen as a management layer
because Xen is flexible, reliable, and efficient in terms of resource management. Fur-
thermore, the execution resource constraints metric specifies whether the proposed
VM migration scheme borrows required system resources from co-hosted applica-
tions (shared resources) or dedicated resources are assigned to the migrant VM. The
migration granularity describes the granularity level at which the migration scheme
migrates the VM(s). For example, some VM migration schemes migrate a single VM
while othersmigratemultipleVMsat a time. The attributes of the networkmanagement
parameter identify the method of planning, tracking, and managing network addresses
upon VMmigration completion. Migrating a VM across aWAN link requires network
redirection due to changes in IP attachment.

3.1 Live VM migration

Live VM migration pattern un-interruptedly services the running applications during
the elapsed VM migration time. The key objectives of live VM migration pattern
include: (1) optimizing the application performance during VM migration process
[71], (2) augmenting the bandwidth utilization efficiency [32], and (3) minimizing
the downtime [72]. Bandwidth optimization methods augment the application’s QoS
while putting extra burden on system resources (e.g. CPU cycles) [56].

Figure 5 illustrates taxonomy of live VM migration pattern. Live VM migration
schemes have three categories, which are pre-copy VM migration, post-copy VM
migration, and hybrid methods. The network performance and application perfor-
mance categories of the pre-copy VM migration patterns are based on the objectives
of pre-copy VM migration schemes [58]. Pre-copy VM migration pattern iteratively
copies memory pages to the destination server to minimize application service down-
time. Alternatively, post-copy method transfers minimum system state to optimize
the total migration time and outperforms when write intensive applications are hosted
within migrant VM [56]. Similarly, a hybrid method augments application perfor-
mance by considering characteristics of both pre-copy and post-copy VM migration
pattern. However, a non-live VMmigration design suspends the application execution
during VMmigration process that implicates the Internet suspend resume and process
domain [73].
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Fig. 5 VM migration pattern-based taxonomy

3.1.1 Pre-copy VM migration

A pre-copy VMmigration pattern iteratively copies VMmemory pages (intra-servers)
until some suitable termination criterion is met. Using a pre-copy VM migration
design, total migration time is relatively higher; subsequently, network and system
resources remain occupied for the longer period of time to transfer dirtymemory pages
[57,71,74]. The complete pre-copy VMmigration process consists of several rounds,
wherein dirtied memory pages are proactively updated on the receiver server when
dirty memory pages are pushed from the source server [29,54,75]. Further, a memory
page is marked as dirtied (during pre-copy stages) if it is updated by the application
during the recent round. The entire pre-copy VMmigration process is divided into six
key stages, including (1) target host selection, (2) resource reservation, (3) iterative
pre-copying rounds, (4) stop and copy phase, (5) commitment, and (6) VM activation
at the target server [29].

An abstract overview of pre-copy VM migration working flow is illustrated in
Fig. 6. In the stated figure, VM memory is labelled as a set of memory pages (e.g.
P1, P2, P3), whereas dirty memory is marked as DM (e.g. Dp1, Dp2, Dp3). After
VM migration initiation, during the first round, the complete VM memory is marked
as dirty memory. In the subsequent rounds, previous round dirty memory pages are
migrated in parallel to dirty pages logging [57]. Furthermore, during iterative rounds,
the hypervisor pursuits for some appropriate timings (e.g. the amount of total dirty
memory is beyond a pre-defined threshold) to trigger stop and copy phase to terminate
pre-copy rounds. During stop and copy phase, the migration controller identifies and
migrates the remaining dirty memory pages along with the system state to the receiver
server. Commitment and activation phases redirect the network links once VM is
resumed at destination [71].

Based on the objective parameter, pre-copy VM migration schemes can be catego-
rized into network performance and application performance classes as discussed in
the following section.

a. Network Performance VMmigration process migrates several hundred gigabyte
(GB) of memory during VMmigration process. However, migration of such a massive
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Fig. 6 Abstraction of pre-copy VM migration

amount of data engages entire network capacity for several minutes and degrades
application performance (if the migration process is not properly managed). The VM
migration schemes exploit network bandwidth optimization methods to reduce VM
memory size [54].

b. Application Performance In case of improper resources management, pre-copy
migration pattern adversely affects the system resources. Due to high resource sharing
among migration daemon and hosted applications, the probability of SLA violation is
high due to application performance degradation during VM migration process. Sim-
ilarly, selecting a non-optimal pre-copy’s stop and copy triggering time also degrades
the application performance.

3.1.2 Post-copy VM migration

A post-copy VM migration process is initiated by suspending the VM execution at
the source server. During the suspension stage, the minimum state (e.g. non-page-able
memory, registers, CPU state, etc.) of VM is captured. Afterwards, the complete VM
migration process is divided into three phases. During the first phase, the captured
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Fig. 7 Post-copy VM migration flow diagram

minimum state is transferred to the target server. In the second phase, VM is resumed
at the target serverwith transferredVMstates. The third step is highest time consuming
(among three phases) as it fetches memory pages from the source server based on the
read/write requests by the migrant application. Furthermore, during this phase, based
on read/write request, VM service is temporarily suspended until required memory
pages are fetched from the source server (if the pages are not already fetched) [29,57,
76].

As illustrated in Fig. 7, to service application’s request, the target server VM fetches
memory pages from the source server (if pages are not already fetched). Furthermore,
at receiver server, memory page is served to the running application after updating the
local storage database. The connection to the source server remains alive until complete
synchronization of the corresponding VMs. When complete memory is updated at
receiver side, then connection to the source server is detached.
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3.1.3 Hybrid methods

A hybrid VM migration scheme combines the characteristics of both pre-copy and
post-copy VMmigration patterns to improve VMmigration performance. In compar-
ison to post-copy VM migration pattern, a hybrid method exploits bounded pre-copy
rounds to identify and transfer VM working-set to lessen the network I/O pages fault
rate. After completing bounded pre-copy rounds, post-copy VM migration method
captures and transfers VM minimum state to the target server to resume VM.

The hybrid VM migration process is based on five phases, including preparation,
bounded pre-copy rounds, VM state transfer, VM resume, and on demand paging,
as illustrated in Fig. 8. During the preparation phase, the required system resources
are reserved at the target server. Delimited pre-copy rounds identify and transfer VM
working-set to the receiver server. Furthermore, after bounded iterative rounds, VM
minimum state is captured and transferred to the receiver server to resume VM at the
target server. VM resume phase launches VM from the transferred state at the receiver
server. In the final phase, based on application read/write requests, VMmemory pages
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are fetched from the source server to synchronize both VMs to demolish connection
to the source server as soon as possible.

3.2 Non-live VM migration

A non-liveVMmigration process discontinues the application executionwhilemigrat-
ing VMmemory state from the source server to the target server. Non-live VMmigra-
tion pattern [77] does not resume the VM (at target server) until complete VM is
transferred. Process migration [78] provides the foundation for non-live VM migra-
tion pattern. Conversely, non-live VM migration schemes as compared to process
migration migrate application along all its execution states to eliminate the resid-
ual dependency issue [79]. Non-live migration schemes such as the Internet Suspend
Resume [31] and Process Domain [73] lead to applicationQoS degradation (especially
for interactive web applications) due to service disconnection during VM migration
process [58,80]. Considering the advantages, a non-live VM migration pattern offers
predictable migration time and also guarantees that VMmemory pages are transferred
exactly once during the VM migration process [21,66,71].

Figure 9 illustrates an abstract overview of non-live VM migration process using
a state diagram, wherein VM halts (suspends) a running application when it receives
a VM migration request. During suspend state, the hypervisor estimates and reserves
required system resources for the VM at the receiver host. Hypervisor, at the source
server, migrates VM memory until all memory pages reach the receiver server. When
complete VM memory is transferred, then VM enters into the resume state to restart
VM at the receiver side. The connection with the source is demolished when VM is
resumed.

4 Review on VM migration schemes using thematic taxonomy

This section discusses state-of-the-art live and non-live VM migration schemes.

a. Pre-copy VM migration schemes

This section discusses the pre-copy-based VM migration schemes to optimize the
network performance or application performance during VM migration process.

i. Network performanceThe consolidated serverworkloads share the network band-
width capacity during their I/O activities within CDC. Due to larger VMmemory size,
VMmigration daemon demands plenty of bandwidth capacities to migrate VM across
the CDC. Consequently, the VM migration daemon suppresses the VM memory con-
tents to reduce the required bandwidth to effectively utilize the network bandwidth
capacity.

Inter-raked live migration (IRLM) [30] has efficiently utilized the network band-
width capacity while concurrently migrating a bunch of VMs across the CDC. IRLM
employed data deduplication (eliminating duplicate data) to reduce the VM memory
size by identifying, tracking, and avoiding transfer of identical memory pages. During

123



Virtual machine migration in cloud data centers 2489

Fig. 9 Non-live VM migration events diagram

pre-copy preparation phase, IRLM exploited a controller module (at sender side) to
identify similar memory pages both within and across servers using QEMU/KVM
process. Furthermore, to identify the memory similarity ratio at rack level, IRLM
implemented an index server to hold hash values of memory pages. Prior to mem-
ory page transferring, QEMU/KVM process captures VM memory page status by
querying index server. In response, controller module transfers a memory page iden-
tifier if the similar memory page is already sent by any of the VM located within the
source rack. On the other hand, at the receiver side, the controller module copies the
received memory page or identifier into the shared memory space of legitimate target
servers. However, the proposed scheme is complex and compound as it calculates 160
bit hash value of every memory page within each VM. Furthermore, it degrades the
application QoS due to resource contention and also it did not consider partial page
similarity.

In [81] (similar to [30]), a deduplication-based bandwidth optimization scheme
is proposed to concurrently migrate a bunch of VMs across the racks. The proposed
scheme has exploited a controller thread to identify the page similarity ratio among co-
hosted VMs. Further, to evade likelihood of hash collisions, identical memory pages
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are compared at byte level. However, compared to IRLM [30], the authors considered
partial contents similarity among VM memory pages to further optimize bandwidth
capacity. To calculate partial page similarity, the proposed scheme generates a delta
page using current and reference pages (using cache). Furthermore, during VMmigra-
tion phase, the controller ensures that only one instance of the identical memory pages
is transferred. For the subsequent dirty memory pages, rehashing is exploited either
during preparation time (periodic deduplication) or migration time (online dedupli-
cation). Although, dirty page rehashing and delta compression have improved the
network performance but it consumes extra CPU cycles. Furthermore, the migration
preparation phase, being resource-intensive operation, affects the application perfor-
mance during synchronizing the VMs. However, the proposed migration scheme is
lacking in considering VM migration across CDC hosting heterogeneous OSs and
workloads.

Pre-copy migration pattern degrades application performance while hosting write
intensive workloads within migrant VM during VM migration process. Dynamic rate
limiting [29] lessens the application write rate to prioritize the VMmigration process.
However, prioritizing VMmigration over running applications badly impacts applica-
tion performance. Empirically study revealed that during application execution (within
a VM) same portion of VM RAM is dirtied again and again in many cases. Therefore,
delta-based compression can efficiently improve the overall network performance [32].
The proposed scheme has employed binaryXOR-based run length encoding (XBRLE)
delta compression method to improve VMmigration performance. Furthermore, RLE
compression method is integrated to compress delta pages to further optimize the net-
work bandwidth utilization. Alternatively, at the target server, the controller module
decompresses theVMmemory pages accordingly. However, XBRLE-basedmigration
scheme requires adequate system cache while hosting memory intensive workloads.
Moreover, compressing/decompressing the VMmemory pages also consumes system
resources. A similar approach is discussed in [82] that exploits VM self-similarity
ratio and hashing-based fingerprints to identify and track memory similarity.

The compression enabledVMmigration scheme, calledMEMCOM(memory com-
pression) [75], assumes that adequate abundant system resources are available (during
VMmigration process) to compress memory pages usingmultithreading approach. As
one compression method cannot work proficiently for all types of workloads, there-
fore, MEMCOM has selected the characteristics-based compression (CBC) method
to condense VM memory size. The CBC has exploited 16 word dictionaries to clas-
sify VM memory pages into zero bytes, high similar and low similar memory pages.
Furthermore, to optimize the VM migration process, CBC adaptively selects the fast
compression algorithm to compress high similar and zero byte pages. Alternatively, to
compress low similar memory contents, CBC chooses the high compression rate stan-
dards. Furthermore, based on the network behaviour, MEMCOM adaptively selects
compression standards to optimize the effect of shared bandwidth on VM migration
performance. However, the MEMCOM migration scheme requires plenty of system
resources to compress the memory contents and also affects the total migration time
due to classifying memory pages into similar, highly similar, and low similar classes.
As MEMCOM exploits abandon system resources to compress VM memory, there-
fore, perceived application downtime and total migration time are limited.
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Uncontrolled VMmigration process affects the migrant application’s performance
during VM migration process. To improve network bandwidth utilization efficiency,
“sonic migration” framework [83] detects and prevents the transfer of soft memory
pages during VMmigration process. The proposed scheme tolerates the effect of VM
migration process on the throughput of co-resident applications by optimizing total
migration time. Softmemorypages includeOS free-pages and soft state-kernel objects.
In proposed scheme, guest kernel communicates to VMM (in advance) to prevent the
transfer of soft pages by communicating soft pages address to the VMM. Furthermore,
to optimize the CPU resource usage, a shared memory is created between VMM and
guest kernel to store and update the addresses of soft memory pages. Moreover, before
triggering stop and copy phase, VMM interrupts the VM to update the sharedmemory.
In response, VMappraises the soft pages and generates a hyper call forVMM to trigger
stop and copy phase. However, the hyper calls bring additional overhead to CPU and
memory resources.

Cloud net [84]-based migration schemes efficiently utilize network bandwidth
capacity while triggering VMmigration across WAN links. Cloud net employs block-
based contents-based redundancy (CBR) method to split memory pages into fixed
size blocks. Cloud net has exploited “super-fast hash” algorithm to generate memory
page’s hash values to optimize the total VM migration time by suppressing redun-
dant data. Moreover, Cloud net has employed delta-based compression method to
transfer delta difference pages (instead of complete memory pages). However, during
hosting dis-similar workloads within source and destination servers, memory pages’
compression significantly affects the co-hosted application performance due to lim-
ited ROI. For instance, if the application hosts dis-similar workloads, then compres-
sion/decompression process will lead to inflated migration time. VMmigration within
a LAN does not require storage migration as storage is shared between communicat-
ing nodes. Cloud net manages the network connection using virtual private network
(VPN). For storage migration, synchronous storage migration followed by asynchro-
nous dirty blocks migration is opted to ensure high storage consistency. However,
during VM migration process, WAN latencies and large-sized storage severely affect
the total migration time.

Clone-based VM migration technology has upgraded the CDC reliability feature
(system crash scenario). Using cloning-based services, application code and memory
records amongVMs hosted on different servers are alike since they are generated from
the same template. MV-motion [85] has used hash-based fingerprinting to highlight
the similarity ratio among VM memory blocks. MV motion generates metadata to
represent the VM’s memory pages. Metadata structure holds the information about
memory pages hash values (using superfast hash) and page identifiers. Prior to VM
migration, MV motion generates VM metadata on both sender and receiver hosts,
respectively. During migration preparation phase, sender module transfers metadata
to the receiver server to identify the set of memory pages that are already available
at the receiver host (s). During the VM migration process, consistency of metadata is
certified by exploiting copy on write (COW) approach at the receiver server. However,
in case of hosting dis-similar workloads across the servers, the performance of the
proposed approach is degraded due to limited ROI during memory similarity discov-
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ery phase [85]. Furthermore, clone-based schemes heavily use network bandwidth to
synchronize the corresponding VMs.

The checkpoint recovery-based VM migration scheme, as discussed in [86], has
exploited memory content’s similarity ratio (within VM’s memory images [87]) to
lessen network traffic using density-based hash functions. In the initial round, the
proposed scheme captures the replication epo (snapshot) and applies XOR method to
identify the identical memory area between non-dirty memory and system cache to
transfer compressed memory difference between primary and backup servers. Like-
wise, at the receiver host, the controller module receives memory difference pages
and reconstructs the original memory image from it. To respect the applications QoS,
the proposed scheme migrates the replication epo (s) in asynchronous communication
mode. Asynchronous data-transfer mode reduces VM downtime due to eliminating
the likelihood of transferring similar memory contents over and over. Furthermore,
implemented COW dirty logging offers uninterruptible services to assure the ser-
vice availability during VMmigration process. Transferring compressed difference in
addition to I/O deduplication has significantly reduced migration time and application
degradation duration. However, the performance of designed approach is affected by
varying snapshot capturing rate.

The VM migration scheme (called Shrinker) as discussed in [33] leveraged the
deduplication optimization model to efficiently migrate virtual cluster (VC) across
the CDC boundaries. Shrinker has implemented a service at the sender cluster (server
hosts the service) to log memory pages identifier prior to transferring them to the
target server. During the VM migration process, hypervisor accesses the service to
acquire the status of memory pages prior to transferring them to the target server. The
hypervisor transfers memory page identifier if memory page is already transferred
by any of the VM. Alternately, if the memory page has not already been transferred,
then the hypervisor registers (at the service server) and transfers the complete memory
page to the receiver server. Alternatively, the receiver module exploits the distributed
content addressing approach to transfer memory pages to the legitimate target host
(s). Furthermore, on the receiver side, the index server logs the IP address of the
legitimate target server (s) against memory page hash values before it delivers the
memory pages to the target server. Moreover, on receiving the hash values, Shrinker
pings the index server entity to locate IP address of the host containing the similar
memory page. The receiver module registers the target server against page hash value
at the index server once the required memory page is received from the target server.
However, the proposed scheme enlarges total migration time by visiting, searching,
and comparing memory pages at the service server before transferring the memory
page to the receiver. Further, being managed by a centralized server, the proposed
approach is a victim of single point of failure.

The RLE compression and dynamic reordering [88] based integrated VMmigration
scheme has improved the network performance by optimizing total migration and
application downtime. The proposed scheme dynamically reorders the memory pages
during live VMmigration process to reduce the likelihood of re-transferring habitually
updated memory pages. The proposed scheme dynamically assigns a weight to the
memory pages based on their frequency of access. For instance, the most frequent
updated memory pages are assigned higher weights compared to the others. During
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Fig. 10 Taxonomy on network performance-based VM migration schemes

the VM migration process, the proposed scheme migrates lower weighted memory
pages ahead of higher order to prioritize the earlier. Further, instead of transferring
the complete original dirty page, the proposed scheme transfers delta-compressed
memory pages to reduce the total downtime and migration time. However, the authors
have not considered spatial locality heuristics while assigningweights at the page level
to optimize the network performance.

Concluding the above-discussed state-of-the-art VMmigration schemes, migrating
large-sized VMmemory over shared bandwidth is a challenging task, especially when
strict SLA violation business goals are to bemet. A number of migration schemes have
employed optimization methods to optimize the bandwidth utilization efficiency. For
instance, deduplication [33], free pages suppression [83], throttling [29] assisted VM
migration, and application of light weight high-speed compression algorithms [23] to
mimic the transferred memory size have been exploited by VM migration schemes
as shown in Fig. 10. Deduplication [30] based approaches have investigated memory
contents similarity ratio either within a VM [30], co-hosted VM, inter-cluster VMs
[81], or intra-cluster (across rack) VMs as shown in Fig. 10. As VMs are generated
from the same hypervisor templates, therefore, it is needless to migrate free pages
(e.g. kernel pages) during VMmigration elapsed time. Throttling-assisted approaches
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[11,29] have reduced the amount of data to be transferred by slowing down application
write rate. The exploitation of compression [23] schemes is supportive only when
the compression algorithm quickly compresses the memory contents. All the above-
discussed optimization schemes require extra CPU cycles to process memory.

ii. Application performanceVMmigration process severely affects application per-
formance during VM migration process due to aggressive pre-copy iterative rounds
termination, concurrent VMmigration, high resource contention, unpredictable work-
load nature, and high memory dirty rate. The following section thoroughly discusses
the state-of-the-art pre-copy VM migration schemes that considered application per-
formance optimization during VM migration process.

Checkpoint/Recovery (CR) and Trace/Replay (TR)-based integratedVMmigration
system [56] has deliberately reduced the VM memory size, total migration time, and
elapsed service downtime due to the transfer of VM execution log rather than VM
memory pages. During pre-copy’s first round, CR/TR migrates the complete system
state to the receiver server. For the subsequent rounds, CR/TR iteratively migrates
the system execution log which is replayed at the receiver server to reconstruct the
original memory. System execution log records the non-deterministic system events at
the source side. Furthermore, while capturing VM memory snapshots, incorporating
COWoptimizationminimizes the probability of packet’s loss. During iterative rounds,
VM migration controller signals final iterative round when the size of execution log
climbs above the pre-defined threshold. During the last round, the migration controller
transfers VM execution log (generated during the final round) followed by network
redirection phase. However, CR/TR method consumes sufficiently larger CPU cycles
while replaying dirty logs instantly to keep pace with dirty log generation rate. Fur-
thermore, the CR/TR method works efficiently only if the network transfer rate is
higher than the log growth rate.

The performance of VM migration process while hosting high-performance com-
puting (HPC) applications (e.g. MPI) has been extensively analysed in [71]. Consider-
ing HPC applications migration, a static threshold-based iterative round’s termination
criterion is not ample due to the high dirty rate of HPC workloads. Furthermore,
implementing a static threshold degrades VM migration performance due to aggres-
sive pre-copy termination or enlarges VM migration duration. The proposed scheme
calls for VM migration termination when pre-copy rounds are no more progressing.
The authors considered the knowledge of application dirtying behaviour to terminate
pre-copy iterative rounds. The migration daemon triggers stop and copy phase only if
(1) dirty rate is constantly increasing, (2) memory dirty rate is low, or (3) repeatedly
samememory portion ismigrated during the recent iterative rounds. Furthermore,HPC
application enlarges the total migration time which affects the application QoS. More-
over, the proposed approach has chosen the dedicated bandwidth for VMmigration to
optimize service downtime and total migration time. However, deciding VM migra-
tion termination based on condition (1) severely affects the application performance
as it aggressively aborts iterative rounds.

Service level management (SLM) [89] migration scheme evades application QoS
degradation duringVMmigration process by adopting low-level and high-level service
management using Xen-patched KVM. The proposed scheme periodically estimates
the remaining migration time and forecasts its impact on the application service level.
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In low level method, KVM terminates VM migration when either number of iterative
rounds reaches a pre-defined threshold or three-time VM memory has been copied
to the receiver. However, in high-level method, the proposed scheme uses a counter
variable and a pre-defined onset to terminate the pre-copy iterative rounds. Counter
variable is incremented when either the service response delay violates the allowed
limit or memory pages dirtying rate becomes higher than the page transfer rate. The
SLM has considered the application QoS degradation during VM migration, which is
missing in the majority of the literature [24,29,56,71,84]. Conversely, the proposed
scheme behaves awfully when migrant application is memory intensive. Furthermore,
the authors have not discussed the criteria to define the threshold.

To avoid aggressive pre-copy termination, a comprehensive empirical study has
investigated the cost-profit analysis for adaptive and non-adaptive VMmigration [24]
schemes. Adaptive method proactively adjusts the memory page transfer rate based
on the VM behaviour, whereas non-adaptive method transfers VM memory pages
at maximum possible network speed. The combined and improved approach called
improved live migration (ILM) has reflected application’s high dirty rate and server’s
limited resource concerns during VM migration process. ILM optimizes the non-
managed VMmigration method by triggering stop and copy phase when (1) a number
of iterative rounds reach a pre-defined threshold, (2) three timesVMmemory is copied,
(3) dirty rate becomes lower than a pre-defined threshold, or (4) in the previous iterative
round, dirty rate was higher than threshold, and in current round transferred data size
is larger than previous round. Furthermore, ILM has eliminated the free memory
pages during the VM migration process to optimize the network bandwidth. ILM has
significantly improved bandwidth utilization efficiency, VMmigration time, and total
service downtime.

Pre-copy VM migration pattern degrades the application performance when mem-
ory dirtying rate rises higher than network transfer capacity. To handle the said issue,
in [90], an optimized pre-copy VM migration scheme is proposed, which varies the
virtual CPU (VCPU) frequency to adjust the application dirty rate. Furthermore, to
avoid application QoS degradation, the proposed scheme adjusts the VM dirtying rate
and mutes the VCPU frequency to the desired downtime limit when application dirty
rate is high. Consequently, memory writing rate becomes lower. The authors have
examined (empirically) the downtime under several bandwidth conditions while con-
sidering variable memorywrites rate. However, the proposed scheme adversely affects
the performance of running applications. However, the proposed scheme can be used
only for a limited set of applications. Typically, the proposed approach is acceptable
for games application. As, for the game applications, slowing the VCPU rate to reduce
frame rendering rate does not stop game functioning but only affects the visual objects
for a while.

Table 2 highlights the comparisons among aforementioned VMmigration schemes
to deliberately present the overhead associated with the VM migration process. The
overhead describes the effect of VM migration process on the server resources that
can lead to application QoS degradation. Optimization methods, such as write throt-
tling [91], rate limiting [90], and smart stop copy [71], have improved the application
performance running within a VM. Furthermore, network optimization techniques
[71,72,90,91] and fast VM migration schemes [56] have amended the application
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Table 2 Comparisons of application performance-related VM migration schemes

Scheme (Ref.) Focus of study Resources
effected

Optimization Method used

VCPU [90] Application, bandwidth
optimization

N/A CPU
network

CPU rate limiting, stop
and copy
convergence protocol

ILM [24] Application, resource
availability-based
migration

CPU
memory

Network Finite resource
availability-based
migration

HPC [71] Application, bandwidth
optimization

N/A Network Migration termination

CR/TR [56] Application, fast VM
migration

CPU Network,
memory

Log transfer

SLM [89] Application performance N/A N/A QoS-based iterative
rounds termination

performance while forfeiting the server resources such as CPU [91], memory [71], or
cache [91]. Likewise, to optimize the network resource usage, optimization methods
such as write throttling [91], smart stop and copy [71] schemes with in-time conver-
gence property, CPU rate limiting [90], log transfer-based optimization [56], and slow
down scheduling algorithms [92] have been proposed. Further, many of the approaches
have optimized network resources [71,72,91,92], CPU resources [72,90,92], or mem-
ory [56,71] usage as presented in Table 2.

b. Post-copy VM migration

Post-copy VMmigration pattern reduces the total migration time by transferring mini-
mum system state to resumeVMat target server. However, only a few ofVMmigration
schemes have considered post-copy pattern to transfer VM memory image. This sec-
tion briefly discusses state-of-the-art post-copy-based VM migration schemes within
CDC.

Network page faults significantly degrade application performance during post-
copy-based VM migration process. In [76], an optimized post-copy VM migration
scheme is proposed that exploits on demand paging, active push, pre-paging, and
dynamic self-ballooning optimization strategies to mitigate the network I/O faults.
Active push method proactively transfers memory pages (to the target server) based
on temporal locality heuristic. Likewise, at the sender host, on demand paging strategy
transfers memory pages based on the request by the target server. Alternatively, pre-
paging is a pre-emptive strategy that pre-fetches thememory pages on the target server.
The proposed scheme reduces the network-bounded page faults by growing bubbles
around the current page fault (pre-paging) in both forward and backward directions.
Dynamic self-ballooning lemmatizes the page transfer rate to lessen the network load.
Ballooning approach permits a guest kernel to release and handover the free memory
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pages back to the hypervisor. However, the performance of the proposed scheme
depends on the accuracy of prediction heuristic (e.g. spatial locality).

In [93], a lightweight extension of KVM hypervisor is proposed to migrate a VM
without amending guest OS. The VMEM (already existing method) accesses and
manipulates memory pages within OS’s kernel domain by instrumenting the mem-
ory access queries. VMEM process is appropriate for debugging the application (s),
security inspection, and KVM-based VMmigration execution. To handle the memory
designated queries at the source server, a special device driver is instrumented inside
the host OS. Prior to VM memory migration, the QEMU thread captures and trans-
fers the VM state to the receiver host. Alternatively, at receiver end, QEMU process
exploits VM transferred state to create and resume VM. For the remaining migration
time, based on the application request pattern, the kernel uses a page fault handler
to request VMEM to pull the contents from source server (if pages are not already
fetched). VMEM driver is a Linux-based kernel module that implements page fault
handler. In response, VMEM pulls the faulted page (s) from source server to update
the shared memory at receiver side. The advantage of the proposed scheme is its flex-
ibility to execute VM migration without requiring any special driver to execute VM
migration.

Memory intensive workload’s performance is rigorously affected when migrating a
VM using pre-copy migration pattern due to its inability to transfer the memory faster
than memory dirty rate. The post-copy VMmigration pattern works well for memory
intensive workloads. The proposed scheme as discussed in [57] has considered VM
migration over LAN links. The design of the proposed scheme has considered RDMA
stack to lower the latency of faulted memory pages. The RDMA link eliminates and
by-passes the need of OS intervention during VM migration process. Furthermore, to
reduce VMmemory size, the proposed scheme exploited the pre-paging optimization
strategies to fasten the VM migration process. To augment the application perfor-
mance, the post-copy scheme is linked with memory management unit (MMU) such
that only the thread waiting on the page fault is paused while others can continue
their execution. MMU-enabled Linux strengthens the proposed scheme to handle the
page faults directly in the kernel space much like swapping of pages from a disk-based
swap device incurring no context switches into a user mode. The proposed scheme has
significantly improved application performance due to the chosen optimization strate-
gies in terms of optimized downtime, total migration time, and application degradation
time.

c. Hybrid methods

This section discusses the state-of-the-art hybrid VM migration schemes.
The delta compression empowered hybridmemory data copy (HMDC) scheme [23]

has incorporated active push and on demand paging strategies to optimizeVMmemory
transfer. The optimization methods have eliminated the network-bounded page faults
to optimize the application performance. HMDC iteratively pushes the memory pages
in parallel to dirty page logging during the initial phase of VM migration (e.g. the
pre-copy stage) process. During the second phase, the generated bitmap list of dirty
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pages is transferred to the receiver server to synchronize the VMs. During the third
phase, the resumed VM accesses the dirty memory pages from the sender server based
on the bitmap list. At source side, HMDC employs the RLE-based delta compression
to professionally utilize the network resource capacity. Alternatively, at target side,
HMDC updates the running VM accordingly. However, being a resource-intensive
operation, delta compression method affects the co-hosted application’s performance
due to high resource sharing such as CPU cycles, cache, and physical memory. Further,
HMDC is not robust as a power outage during migration phase can lead to system
crash.

A hybrid VM migration scheme is proposed in [94] wherein a VM is migrated
across the Ethernet link. The entire VMmigration process is divided into three stages,
including preparation, downtime, and resume stage. During the preparation stage, the
proposed scheme exploits “access bit scanning” method to identify the VM working
set. VM working set specifies a subset of VM memory which is frequently accessed
by the running application. “Access bit scanning” instruments the flags in page table
to ascertain the most frequently accessed pages. During the subsequent stages, the
working set along CPU register’s states is migrated to the destination server to resume
VM. After VM resume phase, the hypervisor actively pushes the memory pages (from
source host) to reduce the number of network I/O page faults. Moreover, the adap-
tive pre-paging is optimized by growing search space around the faulted memory
pages. Further, Lempel–Ziv–Oberhumer (LZO) [95] compression method is opted to
compress the memory pages. However, applying compression/decompression process
consumes significant system resources [75]. The proposed scheme has significantly
reduced the downtime, total migration time, and VM memory size.

d. Non-live VM migration

The Internet suspend and resume (ISR) [31] scheme has followed the non-live VM
migration pattern to migrate VM across the servers. In comparison to the process
migration, VMmigration process is artless as there is no issue of residual dependency.
However, “Suspend” and “Resume” phases in ISR are complex, heavy weight, and
slower. ISR combines two of-the-shell technologies, including virtual machine and
distributed file system, to carry out migration process. A distributed file system works
as the transport medium to transfer the suspended VM state between corresponding
servers. Furthermore, the ISR [31] has evaluated the performance of suspend and
resume operations by emulating the VM migration over LAN links. To reduce the
VM memory size, memory pages are compressed to augment the network perfor-
mance. VM migration is trivial than process migration because of larger-sized VM
memory, resource heterogeneity, network management, and migration transparency.
VM migration process affects the application performance severely as cloud service
is non-responsive during VM migration process. However, the major issues with ISR
framework include: (1) VM state is transferred over the insecure channel, (2) locality
heuristics are not used to send data smartly, and (3) portability issue.

The Zap virtualization incorporated with checkpoint restart tool has been investi-
gated in [73] to transfer a process domain (PoD) between two serverswhile eliminating
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residual dependency. A PoD represents a group of processes with a common private
namespace. Zap resides on top of the operating system layer for transparent migra-
tion of unmodified application without needing any modification to the Linux kernel.
Zap is the very first system that indemnified transparent migration of legacy appli-
cations across physical machines running heterogeneous OSs by leveraging loadable
kernel and thin virtualization layer. To migrate a PoD, Zap suspends execution of all
the processes prior to capturing virtualization mappings and process states (e.g. file
descriptor, CPU registers, memory, and buffers). In the next stage, the digitally signed
PoD state is migrated to new host. Zap can provide general-purpose process migration
functionality with low overhead, but it has left many questions un-explored, such as (1)
when to migrate a PoD and (2) which PoD to migrate. In addition, Zap virtualization
is vulnerable to all security concerns which are applicable to process migration.

5 Comparisons of VM migration schemes using thematic taxonomy

This section compares recent VMmigration schemes (published after 2010) based on
the thematic taxonomyas discussed inSect. 3. The selected parameters for the compari-
son includeMigration Pattern, Downtime, Migration Duration, App QoS Degradation
Duration, Bandwidth Utilization Efficiency, Network Link, Migration Granularity,
Execution Resource Constraints, Hypervisor type, and NetworkManagement as illus-
trated in Table 3.

Service disturbance time describes the time interval during which cloud service is
inaccessible for cloud service users. Service disturbance time is also termed “down-
time” in the literature. The attributes of downtime are affected by network band-
width capacity, aggregate of system resources assigned to the VMmigration daemon,
and application dirtying rate. The downtime attribute substantially affects application
QoS, SLA, and network connectivity (TCP connection loss). The attributes of down-
time are categorized as low, high, or medium based on the selected pre-copy/post-
copy optimization methods. The perceived downtime is relatively low if the VM’s
memory contents are suppressed during the VM migration process (using dedupli-
cation/compression) [33,75,88] or an optimal termination point is selected to termi-
nate the pre-copy iterative rounds [24,29,90,91]. Additionally, several VM migration
schemes [56,86] transfer a VM execution log (instead of actual VM memory pages)
to optimize application downtime. The downtime is considerably higher when (1)
the pre-copy is not progressing [84], (2) write-intensive [81] workload is migrated
using the pre-copy method, or (3) a non-optimized post-copy [76] migration pattern
is picked out. Migrating multiple VMs simultaneously over a shared network link
extends the application service downtime due to high resource contention [30,33,81].
Notwithstanding, while migrating mixed-mode workload within a migrant VM, the
perceived downtime is relativelymedium [32,71]. In comparison to the liveVMmigra-
tion patterns, non-live VM migration schemes exhibit higher downtime as the latter
halt service during VM migration [31,73,77]. However, higher downtime is danger-
ous for hosted applications as it can even destroy the TCP/IP network connection.
Furthermore, longer downtime [71,81,89] severely affects the negotiated SLA.
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The attribute of migration duration specifies the total time taken by the VMmigra-
tion daemon to complete VM migration between source and target server. The major
factors influencing migration duration (also called migration time) include configured
VMmemory size, nature of hosted workload, memory dirtying rate, and network link
topology [96]. During the VM migration process, the migration daemon shares sys-
tem resources such as network bandwidth, CPU cycles, physical memory, and I/O
devices assigned to the co-hosted applications. Hence, total migration time severely
affects the hosted application(s). The attributes of migration time can be categorized
as low, medium, or high for VM migration schemes. The migration time attribute
is low when a VM migration scheme exploits (1) fast compression algorithms [75],
(2) lightweight deduplication [33,86,97], (3) dedicated resources for the VM migra-
tion daemon [32,56,75], or (4) write throttling to reduce application write rate [29].
Conversely, the migration duration attribute is high when (1) the migration scheme
does not employ deduplication/compression methods [30], (2) VM memory exhibits
a wide range of data [30,81], (3) the migration scheme aggressively terminates itera-
tive pre-copy rounds [29], (4) there is high resource contention, (5) write-exhaustive
applications aremigrated using non-optimized pre-copymigration patterns [29], or (6)
a non-optimized post-copy approach is selected to migrate read-intensive workload
[93]. However, in numerous migration schemes, the attribute of migration duration
is medium, as they exploit limited optimization technologies during the VM migra-
tion process or inadequate dedicated resources are assigned to the migration daemon
[71,90]. Also, in case of non-live VM migration, migration duration is considerably
higher as a complete VM is migrated across the CDC [31,73,77].

Application performance is a measure of QoS parameter as perceived by the user
during VM migration process. The application QoS can be quantitatively ranked on
the basis of application’s query response delay time, query dropped rate, throughput,
jitter, and service degradation time. Likewise, application QoS (shortly App QoS)
degradation duration specifies the time period during which application QoS is con-
sistently humiliated. The attribute of app QoS degradation duration is affected by total
elapsed VM migration duration and application service downtime [30,33,72,81,83].
In the reported literature, the attributes of app QoS degradation duration for the pro-
posed migration schemes are categorized as low, medium, or high. The app QoS
degradation duration time interval is relatively low [56,75,82,84] when (1) migration
controller allocates adequate dedicated system resources to VM migration daemon,
(2) light weight, efficient, and fast compression algorithm are chosen, (3) dedupli-
cation optimization is employed, or (4) selected workload is ideal for chosen VM
migration pattern. Alternatively, employing the write throttling methods (during VM
migration) results in higher app QoS degradation duration. The attribute of app QoS
degradation duration is medium [71,85,88] when only a few optimization methods
are chosen (during VM migration) or closely enough bandwidth is allocated to the
VM migration daemon. Similarly, while using the post-copy VM migration pattern,
App QoS degradation duration is relatively higher due to frequent network I/O page
faults. However, post-copy migration schemes have improved the App QoS degra-
dation duration by choosing several optimization methods including active push and
pre-paging [56,71,75,82]. Furthermore, workload type too affects App QoS degrada-
tion duration. For instance, in case ofmigrating awrite intensive application [71] using
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pre-copy migration method, app QoS degradation duration period is very high. Fur-
thermore, for non-live VM migration, App QoS degradation duration is much higher
due to prolonged downtime and migration time [31,73,77].

The attribute of bandwidth utilization efficiency characterizes whether the pro-
posed VM migration scheme has efficiently utilized the network bandwidth capac-
ity or not. Efficient VM migration management (within a DC) is challenging due
to larger VM size and constrained system shared resources [57]. Being a shared
resource, non-effective network bandwidth utilization (by VM migration process)
affects co-hosted application’s performance [71]. Assorted VM migration schemes
[30,31,33,56,81,83,86,94] have proficiently utilized the network bandwidth capac-
ity during VM migration process by implementing deduplication [30,81,97], mem-
ory compression [23,31,32,75], free memory pages filtering [83], and dynamic rate
limiting [30,32,75,81,85,86]. Additionally, the performance metrics such as appli-
cation QoS degradation duration, total migration time, and service downtime are
affected by the attribute (e.g. “NO”) of bandwidth utilization efficiency. VMmigration
schemes such as one presented in [76] have highly improved network performance by
exploiting numerous bandwidth optimization methods, whereas other schemes such
as [23,30,94], and [81] have implemented limited bandwidth optimization methods.
Likewise, both [30] and [81], have opted deduplication optimization and dedicated
resource assignment policies to optimize network performance; however, the former
has considered inter-rack deduplication, whereas the later has implemented dedupli-
cation at a server level. Among [83] and [85], former evaded transfer of soft pages,
whereas later exploited metadata-based optimizations to improve application QoS.
Further, [86] and [23] have improved the bandwidth utilization efficiency by employ-
ing memory compression methods and smart hybrid memory copying pattern (for
mixed mode workload), respectively. In comparison to [83], [71] has optimized the
pre-copy termination criterion in addition to adaptation of parallelization program-
ing model [98]. Furthermore, bandwidth utilization efficiency affects VM migration
transparency [23,75,86,97].

The attribute of the network link specifies the type of the network link chosen to
migrate a VM. VM migration schemes have considered either LAN [86] network or
WAN [91] links for VM migration. Bulk of migration schemes have considered VM
migration within LAN [29,76] boundaries. Migrating a VM over LAN links does not
necessitate storage migration as NAS is equally accessible to both source and target
servers [99]. To surge CDC scalability, the hypervisor triggers VM migration across
theWAN links. In comparison to LAN links [29,71,72,94], VMmigration over WAN
channel [33,56,84,88,91,100] affects application performance due to limited band-
width capacity, higher latencies, and high packets dropped rate [84,86,91]. However,
VM migration over WAN links severely humiliates the application QoS degradation
duration, downtime, and totalmigration time [84,89]. The probability of SLAviolation
is also high while considering VM migration across the WAN links due to the above-
stated reasons. The attribute of the hypervisor type metric stipulates the underlying
hypervisor tool preferred tomanage the cloud-hosted applications [19,26,92]. Numer-
ous hypervisors [19–21,52] support live VM migration feature [18]. The majority of
schemes have considered Xen [23,24,82,83,94] and KVM [30,32,71,81,89] (both
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are LINUX based) hypervisors as underlying virtualization technologies for resource
management.

The attribute of execution resources constraints (ERC) parameter ascertains the
resource (both system and network) assignment policies for VM migration daemon.
VMmigration daemon either shares the already existing system resources assigned to
the running application (s) or exploits absolutely dedicated system/network resources
during VM migration process. In case of sharing existing system resources, VM
migration daemon steals the required system resources (for VM migration) from
the current hosted applications to migrate a VM. Bulk of VM migration schemes
[23,72,84,90,91,94] do not assign dedicated resources (e.g. dedicated bandwidth,
memory, and CPU) to a migration daemon as it increases the CDC computational
cost. Furthermore, depending on the type of workload being hosted within a VM, the
shared resource-based category of VM migration schemes [23,76,94] affects the VM
performance significantly.Moreover, the shared attribute of ERC parameter affects the
total migration time and application service downtime [56,71,82,88]. Alternatively,
assigning dedicated system resources [56,71,75] to VMmigration daemon minimizes
the total migration time and downtime [23,30,32,76,81,92,94].

The attribute of VM migration granularity defines the granularity level selected
by the VM migration framework during VM migration process. VM migration con-
troller either migrates a single VM [72,82,88,90,94] or multiple VMs (at the same
time) [30,33,81] across the CDC for effective resource management. The ‘multiple’
attribute of migration granularity affects the app QoS degradation duration, total ser-
vice downtime, and co-hosted application’s QoS [30]. Furthermore, during ‘multiple’
VMs migration, a set of VMs are migrated in a pre-defined order (e.g. sequential, par-
allel, concurrent) between CDC clusters. Migrating bunch of VMs at the same time
degrades the applications performance. Moreover, the accumulated total migration
time by each VM is also larger due to queuing delay at the sender side while consider-
ing ‘multiple’ attribute. To uniquely identify aVMwithin aCDC, everyVMis assigned
a unique IP address at the time of VM creation. After VM migration completion, the
point of attachment changes for migrant VM. The attribute of network management
metric specifies the mean/protocol chosen to update the location of migrant VM [91].
For VMmigration over LAN [30] links, the network management is easy to handle as
IP does not change for the external world [84,100]. ARP-based broadcasting [29,56]
method seamlessly upgrades the new point of attachment for VM migration within a
LAN. However, considering WAN links, network management is a challenging and
complex task [91,99]. The VM migration schemes [91] have considered Dyn-DNS
[29,56,91], VPN, IP tunnelling, and Mobile IP-based protocols [91,99] to update the
IP address of migrant VM over WAN links. Once VM is resumed, the VM migrator
re-directs the packets to the receiver server [33,84,101].

6 Open research issues and challenges

This section discusses open research issues and challenges in VM migration domain
that are significant in developing optimal VM migration schemes for computational
clouds as shown in Fig. 11.
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Fig. 11 Research issues and challenges in VM migration

6.1 Big data transmission and VM migration optimization adaptation issues

VM memory size is truly dynamic and ranges from a couple of GBs to several hun-
dred, which is extremely difficult to transfer on shared bandwidth while respecting
the application SLA. The issue with transferring large-sized VM memory has been
addressed [23,30,32,75,81,83,97] either by ruthlessly exploiting fast network com-
munication links [102] or by dispensing dedicated bandwidth [23,30,32,57,71,75,
76,81,83,97,100,103] to the VM migration daemon. VM migration schemes have
greatly reduced VM memory size by employing deduplication [30], memory com-
pression [75,104], write throttling [91], smart and efficient pre-copy termination, and
memory self-ballooning [90] methods. Nevertheless, the proposed optimizations (e.g.
deduplication, compression) disgrace application and network performance due to dis-
similar workload hosted among geographically distant CDC servers (hypervisors, OS,
etc.) [1,60,91]. The mentioned critical issue can be successfully mitigated by design-
ing an adaptive optimization method to augment the VMmigration performance. The
adaptive method, based on machine learning algorithms, implicitly and proactively
learns the application behaviour for a specified period of time and formally adopts the
most suitable optimization from a list of optimization methods (e.g. deduplication,
compression, throttling, etc.).
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In the literature, several optimization methods have substantially improved the pre-
copy iterative rounds termination selection criteria. However, the proposed schemes
do not function adeptly when source and target servers host dissimilar workloads.
The fairly aggressive termination of unbalanced iterative rounds likely leads to SLA
violation. To avoid such aggressive termination, a QoS-based dynamic threshold
(to limit the iterative rounds) can significantly optimize migration performance.
Another innovative approach to optimize VM migration performance is to use a
fast communication link between corresponding servers. The remote direct mem-
ory access (RDMA) [102] approach generally allows the direct transfer of data from
one server’s memory to another server while by-passing OS intervention. Including
RDMA links to transfer VMmemory pages can significantly optimize system through-
put,migration time, application downtime, and co-hostedVMsperformance.However,
applying RDMA-based VM migration incurs various stimulating challenges, includ-
ing protocol design, network QoS, memory registration, and non-contiguous data
transfer.

6.2 VM migration links and application performance issues

Network link carrying capacity within a CDC rigorously affects application perfor-
mance during VMmigration. Recently, to vastly improve CDC scalability, VMmigra-
tion schemes have considered cloud resource management beyond LAN boundaries.
Though, in the majority of VM migration schemes, migration is considered within
LAN links [1,29,60,69,70]. VM migration over WAN links faces several challenges
due to limited bandwidth, greater latencies, unpredictable network behaviour, het-
erogeneous network architecture design, larger communication distances, and higher
packet drop ratio [103]. All stated issues increase the possibility of SLA violation
during VMmigration. In addition, storage migration (over WAN links) increases VM
migration complexity as live storage migration exploits synchronous and asynchro-
nousmodes of communication to transfer storage blocks [64,105–107]. VMmigration
schemes migrate VM memory and storage over a shared communication link. How-
ever, the performance degradation issue throughout VM migration over WAN links
can be handled bymigrating storage and VMs over different communication channels.
While considering WAN links, VM migration schemes should exploit high compres-
sion rate algorithms (compression speed can be low) to optimizeVMmigration. So far,
VM migration schemes have not thoroughly explored VM migration issues encoun-
tered while migrating VMs between two CDCs operated by different energy sources
(e.g. electricity, wind energy).

The pre-copy VM migration pattern transfers VM memory several times the size
of the VM if the VM migration termination point is not carefully managed. The final
round phase in pre-copy [23,86,108,109] impacts the performance of applications
runningwithin aVM.Apre-copyVMmigration scheme either aggressively terminates
iterative (pre-copy) rounds or waits for a suitable termination condition to occur.
However, in the latter case, the VM migration time surges with limited chances to
achieve considerable benefit by delaying VM migration termination in many cases.
The un-predictable workload behaviour and random variations in application dirtying
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rate increase the complexity of finding a suitable termination point. The matter can
be addressed by embedding workload characteristics knowledge in the pre-copy’s
stop and copy module to find a suitable termination point. For instance, while a VM
hosts a real-time application (e.g. banking application), it would be fruitful to wait
for a suitable length of time to terminate iterative VM migration rounds. Conversely,
in case of hosting non real-time applications, it is beneficial to dismiss the iterative
pre-copy phases as soon as possible to optimize co-hosted application performance.
However, provisioning explicit knowledge about hosted application behaviour is a big
challenge.

To optimize application performance, VM migration schemes mitigate the migra-
tion noise that is measured in terms of delayed response, high packet drop rate, and
limited application throughput. The adverse effect of a VMmigration process on run-
ning application performance is known as migration noise. Migration noise can be
reduced if resource demands of the VM migration process are predicted in advance.
However, predicting application resource demands in advance is challenging as some
applications such as social network applications exhibit unpredictable behaviour. To
capture the behaviour of running applications, application and system profiling meth-
ods can be exploited.

6.3 Inter-VM migration and seamless connectivity

Virtualization technology isolates the co-resident workloads [29] to improve applica-
tion privacy and system throughput. Sometime, co-resident VMs communicates with
each other (e.g. parallel processing) to share the data. Recently, a number ofVMmigra-
tion schemes in the reported literature [110–113] have focused on inter-VMmigration
issue. For instance, communication libraries which are based on shared memory have
implemented socket style APIs to exploit message passing interface for inter-VM
communication (IVMC). Other approaches, including inter-domain data transfer sys-
tem (IDTS) [112] and Virtual machine communication interface (VMCI) [111,112],
expedite to host inter-dependent applications on the same physical machine. However,
so far, the researchers have not exhaustively focused on standardizing the APIs for
inter-VMcommunication (e.g. hypervisors/VMs) to enhance application performance.
Standardize API interfaces will improve overall system throughput.

Seamless VMmigration ensures that application’s connection remains alive during
VMmobility. Tomanage aVM,VMMassigns a unique IP address to every VM for the
unique identification [33]. However, VM’s IP address changeswhenVM ismigrated to
a new location. For a LAN, IP management [114] is simple as hypervisor (LAN links)
exploits ARP broadcast to update the MAC and IP address of the migrant VM [115].
For VM migration over WAN links, the hypervisor updates the network IP address
using Mobile IP [115], Dynamic DNS [91], and tunnelling [99] based standards.
Moreover, during network management over WAN links, a significant amount of
network packets are dropped due to resource’s heterogeneity and network speed in-
compatibility issues within heterogeneous CDC [91,100,116]. The stated issue can be
handled by designing a packet re-ordering method to handle resource’s heterogeneity
issue (e.g. network speed difference).
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6.4 VM isolation and security issues

The hypervisor multiplexes guest OSs to the underlying hardware resources (CPU,
memory, storage) for efficient CDC resource utilization. However, co-hosted VM
interference degrades application performance when VMs are poorly isolated [117].
Strict VM isolation policies such as physical resource partitioning (e.g. disk drives,
network interface) empower hypervisors to eliminate the threat of denial-of-service
(DoS) attacks. Alternatively, logical resource partitioning-based isolation methods
share underlying physical resources such as memory and processor while eliminating
VM migration noise (e.g. semaphores for memory access) [116]. Furthermore, VM
isolation mitigates side-channel masquerade attacks that exploit CPU and memory
usage patterns to reveal cryptographic keys. Consequently, isolating co-residing VMs
hinders the impact of one VM’s failure on the performance of other VMs by efficiently
isolating the faults. Implementing VM isolation policies and VM resource introspec-
tion (by the hypervisor) helps to design profound security systems for secure VM
migration [28,118,119].

Securing VM migration on heterogeneous CDCs is a challenging task, as data
travel across erroneous network links due to longer communication distances. Con-
sequently, hijacking a VM during migration enables hijackers to acquire OS kernel
states, currently hosted applications, application sensitive data, and hardware states,
for malicious activities [54,117,120,121]. Moreover, the VMmigration process dete-
riorates isolation boundaries as it exposes its complete system state to the network.
Therefore, hijackers can compromise theVMdata, hypervisormodule, andVMmigra-
tion control plane (e.g. false resource advertising) [114]. Remote attestation alongwith
embedding encryption keys and secret data within the hardware platform helps secure
the hypervisor and hosted VMs [122]. Similarly, the Security AssertionMark-up Lan-
guage (SAML) standard authenticates legitimate entities (migratingVMs) and controls
access to cloud resources [121].

Co-hosted VMs share existing physical infrastructure to consolidate server work-
loads; thus, co-residing applications face several security threats such as virus propa-
gation and denial-of-service (DoS) attacks. Co-hosted VMs communicate with each
other to implement parallel processing and information sharing services [51,88].
However, inter-VM communication using shared system resources compromises the
security and transparency of applications. Inter-VM migration solutions including
XenLoop [123], Xen-Sockets [124], XWAY [125], Inter-OS [126], Inter-Domain
Data Transfer System (IDTS) [112], and Virtual Machine Communication Inter-
face (VMCI) [111] exploit shared memory for communication while preventing DoS
attacks. Besides all these solutions, Xen’s Virtual Network method exploits standard
network interfaces to offer the highest isolation as it routes data through standard
network interfaces rather than physical resource sharing at the cost of application
performance and data integrity [111,117]. Moreover, as shared resources offer lim-
ited isolation, malicious VMs can access other VMs’ address spaces (e.g. via the
cache) to carry out harmful activities (e.g. application privacy theft) [114,120]. In
addition, data integrity [121] should also be guaranteed during a VM migration
process using highly complex cryptographic functions. Malicious entities can relo-
cate a VM for their own purposes if the hypervisor is compromised. Moreover, as
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communication takes place at different trust levels, it is important to ensure that any
entrusted VM migration or inter-VM migration should not cause resource starvation
[53,110,114,120,121,127].

7 Conclusions

Thepaper discussed the notion ofCloudDataCenters,VMmigration process, and thor-
oughly explained various VMmigration schemes to improve application and network
performance within Cloud Data Centers. It analysed current VM migration schemes
based on a thematic taxonomyand highlighted the commonalities and variances among
VMmigration schemes based on the selected performance parameters. It has also dis-
cussed the issues and challenges in existing VM migration schemes to design an
optimal live VM migration scheme.

VM migration is an expensive process owing to the adequate system resources
required for handling large-sized VMs, the unpredictable workload nature, and pos-
sibility of SLA violation. Particularly, the performance of co-resident applications
is adversely affected in scenarios of inappropriate VM migration process man-
agement. Therefore, various optimization techniques have been proposed to assist
cloud data center operators with optimizing resource utilization technologies to
reduce VM migration noise. The pre-copy VM migration pattern improves appli-
cation performance by optimizing the stop-and-copy phase during iterative mem-
ory transfer rounds. Alternatively, the post-copy-based migration method improves
application performance by pre-fetching memory pages (to the receiver server) to
reduce network I/O page faults. The pre-copy and post-copy migration schemes
perform well when hosting read-intensive and write-intensive applications, respec-
tively. Nevertheless, VM migration over WAN links suffers on account of lim-
ited shared bandwidth, a need for storage migration, and network connection
c redirection.

The challenges faced by VMmigration schemes are very dynamic. Cloud resource
heterogeneity, unpredictable workload nature, system workload, VM memory size,
and degree of SLA violations call for vigorous, resource-aware and computationally
inexpensive VMmigration schemes. Large-sized VMmemory extends migration time
and service downtime. Incorporating optimization methods such as memory contents
compression, fine granular deduplication, and dynamic write throttling instrumen-
tation improves application performance at the cost of required system resources.
Finally, security is another major threat to the VM migration process and it can be
safeguarded by (1) preventing compromised entities’ access to VMM, (2) isolating
VM boundaries, and (3) securing the network connections.
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