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Abstract In this paper, a novel region-based approach for estimating the speed of
a vehicle using wireless sensor networks is presented. Compared with a point-based
approach,which is used to determine the vehicle arrival and departure points separately
in each node, the proposed region-based approach is used to determine the speed of
a vehicle at the server using the similarities among the sensor data received from
two sensor nodes. In the proposed approach, a moving-average filter is applied to
reduce noise in the sensor reading. Next, N-samples of data around a feature point
with a first-order derivative larger than the chosen threshold are recorded. Delta coding
is then applied to compress the data and minimize the power consumption required
for communication from the sensor nodes to the server. Finally, the similarity of
the data received from the two sensor nodes is measured to estimate the speed of
the vehicle. More specifically, a similarity measure, a modified version of a cross-
correlation function, is proposed. In addition, an evolutionary programming technique
is adopted to find the optimal parameters for the threshold value of the first-order
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derivative and the number of samples that need to be sent to the server. Experimental
results are provided to show the effectiveness of the proposed region-based vehicle
speed estimation approach.

Keywords Wireless sensor networks · Magnetic sensor · Speed estimation ·
Region based · Similarity measure

1 Introduction

Various sensors such as CCD cameras, infrared cameras, microwave radar, and loop
detectors are used to detect, classify, and measure the speed of vehicles, monitor
road traffic volumes, and control traffic lights [1–5]. CCD and infrared cameras can
be used for monitoring traffic flows within a wide road area, with the video sent to
traffic-monitoring centers. Microwave radar can be used to detect vehicles in poor
weather conditions based on radar echoes bouncing back from the vehicles. Induc-
tive loop detectors are the most common systems for detecting vehicle presence and
speed. Regarding the installation and maintenance, vision and infrared systems can be
installed and maintained without interrupting traffic flows. However, the performance
of vision and infrared systems may decrease owing to poor weather and illumination
conditions [6]. On the contrary, loop detector systems require high maintenance costs
and interrupt traffic flows during installation. Despite their high maintenance costs
and the occurrence of traffic flow interruptions, inductive loop detectors are used to
monitor the vehicle presence and speed with high accuracy.

A considerable amount of research has recently been conducted on the use of wire-
less sensor network (WSN) technologies, overcoming their limitations and introducing
new services for various ITS applications [7–9]. Monitoring traffic information using
WSNs can be done quite effectively, as WSNs can be deployed at any place where
communication is possible and are easily adapted to various types of environments
and applications. In addition, various sensors can be added to a sensor node to pro-
vide additional functionalities. For instance, temperature and humidity sensors can be
added to check whether a road is icy or slippery [10]. Chen et al. [9] applied a WSN
to collect and transfer traffic information at intersections, control traffic lights, and
minimize the wait time at intersections. Marcin et al. [8] introduced sensor networks
to build smart roads. They proposed a distributed system to collect traffic information
of a few hundred meters ahead of the drivers and to provide a consistent view of the
road conditions, helping drivers avoid potential dangers.

WSN technologies were also used for the vehicle detection and speed estimation
to manage available parking spaces or to monitor traffic flows [11,18–25]. Cheung
et al. [11] developed a wireless sensor node using a magnetic sensor to monitor traffic
flows. They proposed an adaptive threshold-based approach to effectively measure the
speed of a vehicle, which is simple and computationally cheap to be implemented in
a sensor node. A more detailed summary of previous researches on vehicle detection
is shown in Table 1.

In this paper, a novel approach is presented to estimate the speed of a vehicle using
a WSN-based traffic monitoring system developed by the Electronics Telecommuni-

123



Performance of vehicle speed estimation 2103

Ta
bl
e
1

A
su
m
m
ar
y
of

pr
ev
io
us

re
se
ar
ch
es

on
ve
hi
cl
e
de
te
ct
io
n
fo
r
in
te
lli
ge
nt

tr
an
sp
or
ta
tio

n
sy
st
em

s
(I
T
Ss
)

Se
ns
or

ty
pe

Ta
rg
et
ap
pl
ic
at
io
ns

A
pp
ro
ac
he
s

D
ec
is
io
n
cr
ite
ri
a

St
re
ng
th
s

W
ea
kn
es
se
s

In
du

ct
iv
e
lo
op

de
te
ct
or

[1
]

V
eh
ic
le
de
te
ct
io
n
an
d

cl
as
si
fic
at
io
n

Pr
ob
ab
ili
ty

de
ns
ity

fu
nc
tio

n
of

m
ag
ne
tic

pr
ofi

le
s
is
m
od
el
ed

fo
r

ea
ch

ve
hi
cl
e

M
ea
n
sq
ua
re

er
ro
rs

be
tw
ee
n
ve
hi
cl
e
m
od
el
s

an
d
si
gn

al

Fl
ex
ib
le
de
si
gn

fo
r

va
ri
ou

s
ap
pl
ic
at
io
ns
,

an
d
m
at
ur
e
te
ch
no

lo
gy

H
ig
h
m
ai
nt
en
an
ce

co
st
s

an
d
ro
ad

cl
os
ur
e
du

ri
ng

in
st
al
la
tio

n

Fl
ux
ga
te
m
ag
ne
to
m
et
er
s

[1
3,
14
]

V
eh
ic
le
de
te
ct
io
n
an
d

cl
as
si
fic
at
io
n

Pr
ob
ab
ili
ty

de
ns
ity

fu
nc
tio

n
of

a
ve
hi
cl
e
fo
r

its
sp
ee
d
an
d
di
st
an
ce

Fo
ur
ie
r
tr
an
sf
or
m

an
d
a

m
at
ch
ed

fil
te
r

C
an

be
pl
ac
ed

cl
os
e
to

ro
ad
w
ay
s

L
ow

pr
ec
is
io
n
fo
r
ve
hi
cl
e

sp
ee
d
m
ea
su
re
m
en
t

M
ic
ro
w
av
e
ra
da
rs
[2
]

T
ra
ffi
c
flo

w
es
tim

at
io
n

R
ad
ar

ec
ho
es

ar
e
us
ed

to
bu
ild

se
qu
en
tia
lh

ei
gh
t

im
ag
es

th
at
co
nt
ai
n
th
e

lo
ca
tio

n
an
d
ty
pe

of
a

ve
hi
cl
e

U
se

a
th
re
sh
ol
d
fo
r

de
te
ct
in
g
re
fle
ct
in
g

m
ov
in
g
ve
hi
cl
es

at
a

gi
ve
n
er
ro
r
pr
ob

ab
ili
ty

In
se
ns
iti
ve

to
ba
d
w
ea
th
er

an
d
ap
pl
ic
ab
le
fo
r

m
ul
tip

le
la
ne
s

C
an
no

tb
e
us
ed

fo
r

es
tim

at
in
g
th
e
sp
ee
d
of

ve
hi
cl
es

In
fr
ar
ed

th
er
m
og
ra
ph
y

ca
m
er
as

[3
]

V
eh
ic
le
de
te
ct
io
n
an
d

tr
af
fic

si
gn
al
co
nt
ro
l

O
pt
ic
al
flo

w
is
ca
lc
ul
at
ed

an
d
th
e
re
gi
on

of
a

ve
hi
cl
e
is
de
te
ct
ed

M
ag
ni
tu
de
s
an
d

di
re
ct
io
ns

of
ve
lo
ci
ty

ve
ct
or
s
bi
gg

er
th
an

a
ch
os
en

th
re
sh
ol
d

R
ob
us
ti
n
ba
d
w
ea
th
er

an
d
at
ni
gh

t
N
ot

ac
cu
ra
te
fo
r

es
tim

at
in
g
th
e
sp
ee
d
of

a
ve
hi
cl
e

A
co
us
tic

se
ns
or
s
[1
5]

V
eh
ic
le
de
te
ct
io
n
an
d

sp
ee
d
es
tim

at
io
n

C
al
cu
la
te
th
e
tim

e
do
m
ai
n

en
er
gy

di
st
ri
bu
tio

n
an
d

us
e
an

ad
ap
tiv

e
th
re
sh
ol
d
ap
pr
oa
ch

D
et
er
m
in
e
th
e
st
at
e
of

a
ve
hi
cl
e
ba
se
d
on

a
fin

ite
-s
ta
te
m
ac
hi
ne

L
ow

co
st
an
d

co
m
pu
ta
tio

na
lly

ch
ea
p

V
eh
ic
le
no
is
e
fr
om

ne
ar
by

la
ne
s
ca
n
af
fe
ct
th
e

re
co
gn

iti
on

pe
rf
or
m
an
ce

C
C
D
ca
m
er
as

[4
,5
]

V
eh
ic
le
de
te
ct
io
n
an
d

tr
af
fic

flo
w
es
tim

at
io
n

E
xt
ra
ct
fe
at
ur
es

of
a

ve
hi
cl
e
an
d
de
te
ct

ve
hi
cl
es

us
in
g
fin

ite
st
at
e
m
ac
hi
ne

U
se

a
do
w
nh
ill

si
m
pl
ex

op
tim

iz
at
io
n
to

de
te
ct
a

ve
hi
cl
e

C
an

be
us
ed

fo
r

m
on
ito

ri
ng

tr
af
fic

flo
w

an
d
pr
ov
id
in
g
dr
iv
er

sa
fe
ty

in
fo
rm

at
io
n

R
eq
ui
re

ex
ha
us
tiv

e
fie
ld

te
st
in
g
be
fo
re

co
m
m
er
ci
al
iz
at
io
n

G
M
R
se
ns
or

[1
6]

V
eh
ic
le
de
te
ct
io
n
an
d
ca
r

sp
ee
d
m
on

ito
ri
ng

Tw
o
se
ns
or

no
de
s

in
st
al
le
d
w
ith

20
cm

di
st
an
ce

C
ro
ss

co
rr
el
at
io
n

C
on

si
de
r
da
ta
fr
om

tw
o

se
ns
or

no
de
s
to

de
te
ct
a

ve
hi
cl
e

C
om

pu
ta
tio

na
lly

ex
pe
ns
iv
e

123



2104 D.-H. Kim et al.

Ta
bl
e
1

co
nt
in
ue
d

Se
ns
or

ty
pe

Ta
rg
et
ap
pl
ic
at
io
ns

A
pp
ro
ac
he
s

D
ec
is
io
n
cr
ite
ri
a

St
re
ng
th
s

W
ea
kn
es
se
s

Pi
ez
oe
le
ct
ri
c
se
ns
or

[1
7]

V
eh
ic
le
de
te
ct
io
n

C
on
ve
rt
in
g
ki
ne
tic

en
er
gy

in
to

el
ec
tr
ic
al
en
er
gy

V
eh
ic
le
in
du
ce
s
a
vo
lta
ge

th
at
is
pr
op

or
tio

na
lt
o

its
fo
rc
e
or

w
ei
gh

t

D
if
fe
re
nt
ia
te
in
di
vi
du
al

ve
hi
cl
es

w
ith

ex
tr
em

e
pr
ec
is
io
n

Se
ns
iti
ve

to
te
m
pe
ra
tu
re

an
d
sp
ee
d
va
ri
at
io
ns

W
ir
el
es
s
se
ns
or

ne
tw
or
ks

us
in
g
m
ag
ne
tic

se
ns
or
s

[1
8–

23
]

V
eh
ic
le
de
te
ct
io
n
an
d

m
on

ito
ri
ng

of
ro
ad

co
nd

iti
on

s
[1
8]

C
ou

nt
in
g
an
d

th
re
sh
ol
d-
ba
se
d

ap
pr
oa
ch

U
se

a
fin

ite
-s
ta
te
m
ac
hi
ne

fo
r
ve
hi
cl
e
de
te
ct
io
n

Pr
es
en
ta

pr
ot
ot
yp

e
se
ns
or

no
de

us
in
g
a
m
ag
ne
tic

se
ns
or

Pr
im

iti
ve

si
m
ul
at
io
n

re
su
lts

T
ra
ffi
c
m
on
ito

ri
ng

de
pl
oy
ed

al
on

g
a

ro
ad
si
de

[1
9]

U
se

m
at
ch
ed

fil
te
r
fo
r

de
te
ct
in
g
a
ve
hi
cl
e

U
se

a
G
au
ss
ia
n
fu
nc
tio

n
to

fit
a
m
od
el
fu
nc
tio

n
Pr
es
en
ta

tr
af
fic

vo
lu
m
e

de
te
ct
io
n
al
go
ri
th
m

Fo
r
tr
af
fic

m
on

ito
ri
ng

on
ly

V
eh
ic
le
sp
ee
d
es
tim

at
io
n

[2
0]

U
se

on
e
de
te
ct
in
g
no

de
an
d
tw
o
co
lle
ct
in
g

no
de
s

U
se

a
hi
er
ar
ch
ic
al

ar
ch
ite
ct
ur
e

L
ow

-p
ow

er
ve
hi
cl
e
sp
ee
d

es
tim

at
io
n

Pr
im

iti
ve

si
m
ul
at
io
n

re
su
lts

M
on
ito

ri
ng

ro
ad

tr
af
fic

co
nd

iti
on

s
[2
1]

In
st
al
le
d
se
ns
or
s
al
on
g

th
e
ro
ad
si
de

U
se

a
th
re
sh
ol
d
va
lu
e
to

de
te
ct
a
ve
hi
cl
e

L
ow

co
m
pu

ta
tio

n
A
pr
ot
ot
yp

e
sy
st
em

M
ea
su
ri
ng

ve
hi
cl
e
co
un
t

an
d
tr
av
el
tim

e
in

ro
ad

lin
ks

[2
2]

U
se

th
e
m
ax
im

um
a

po
st
er
io
ri
(M

A
P)

m
at
ch
in
g
to

lo
ca
te

co
rr
es
po

nd
in
g
ve
hi
cl
es

U
se

th
e
m
in
im

um
di
st
an
ce

be
tw
ee
n
al
l

pa
ir
s
of

si
gn
al
sl
ic
es

U
se

an
ar
ra
y
of

se
ve
n

no
de
s
to

co
ve
r
va
ry
in
g

ve
hi
cl
e
sp
ee
ds

an
d

bo
un

ci
ng

FI
FO

or
no

n-
ov
er
ta
ki
ng

co
ns
tr
ai
nt

V
eh
ic
le
de
te
ct
io
n
an
d

tr
af
fic

m
on
ito

ri
ng

[2
3]

C
om

bi
ne

op
tic

al
se
ns
or
s

fo
r
tr
ig
ge
ri
ng

w
ak
e-
up

of
a
m
ag
ne
tic

se
ns
or

U
se

an
op
tic
al
se
ns
or

to
de
te
ct
a
sh
ad
ow

ca
st
by

a
ca
r

L
ow

-p
ow

er
ve
hi
cl
e

de
te
ct
io
n

A
dd

iti
on

al
m
od

ul
e
fo
r

ve
hi
cl
e
sh
ad
ow

de
te
ct
io
n

123



Performance of vehicle speed estimation 2105

cations Research Institute (ETRI) [7,12]. More specifically, a region-based approach
is presented to accurately detect the speed of a vehicle. Rather than determining the
entrance and departure points of a vehicle at the node side, the vehicle entrance and
departure points are determined at the server side. In the region-based method, mul-
tiple data points collected from each sensor node are sent to the server, and the speed
of a vehicle as well as the vehicle entrance and departure points are calculated in the
server side. Themain contributions of this paper can be summarized as follows. First, a
framework for a region-based approach is presented for estimating the speed of a vehi-
cle using magnetic sensor nodes. Second, delta coding is adopted to compress the data
and minimize the amount to be sent to the server. Third, N-samples of data regarding
a feature point with a first-order derivative larger than a chosen threshold are sent to
the server to minimize the computation and communication costs. Fourth, a similarity
measure is presented to check the similarity of data received from two sensor nodes,
allowing the speed of a vehicle to be estimated more accurately. Finally, an evolution-
ary programming technique is adopted to find the optimal parameters of the threshold
value and the number of samples to be sent to the server. The organization of this paper
is as follows. In Sect. 2, previousWSN-based researches for vehicle detection are pre-
sented.Amatched filter and a finite statemachine (FSM)-based approach are described
in detail. In Sect. 3, a detailed explanation of the proposed region-based approach,
including its framework, is presented. Exhaustive experimental results are shown in
Sect. 4. Lastly, some concluding remarks and future research directions are given.

2 WSN-based vehicle detection approaches

With the advances inWSN technologies, WSNs using magnetic sensors are becoming
more popular for various ITS applications [18–23]. Two of the most well-known
approaches are described briefly in this section owing to their simplicity and low
computational expense: a matched filter and an FSM-based algorithm.

2.1 A matched filter

To detect the presence of a vehicle, a simple filtering approach using a matched filter
can be utilized. A matched filter is an optimal linear filter that detects a known signal
s[n] by maximizing the signal-to-noise ratio (SNR), which is defined as

y[n] =
∞∑

k=−∞
h[n − k]x[k], (1)

where h[n] is the modeled filter and x[k] is an observed signal consisting of a noise-
free signal s[n] and additive noise n[k]. Let data from a magnetic sensor be denoted
as (s(t) + n(t)), where s(t) is generated from a passing vehicle and n(t) is caused
by surrounding electromagnetic noise. If the signal s(t) can be known and modeled,
it can be detected from a corrupted signal. In other words, a matched filter can be
described as a cross-correlation between a known signal s(t) and data from a sensor
node (s(t) + n(t)) that are corrupted by additive noise n(t) as follows.
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(s(t) + n(t)) × s(t) = corr(s(t), s(t)) + corr(n(t), s(t)), (2)

where corr(s(t), s(t)) is the maximum value, while corr(n(t), s(t)) is low when a
vehicle is detected. Zhang et al. [19] installed a magnetic sensor node at a roadside
to monitor the traffic volume. Signals from the sensor node are collected to model
a typical signal pattern of the vehicles. A Gaussian function is then used to build a
model describing the signal pattern.

2.2 A finite state machine (FSM)

An FSM can be combined with a threshold-based approach to develop a vehicle
detection system. In each state, it has a value representing the state. A state can be
changed into another state if a certain condition is met. For instance, an FSM shown in
Fig. 1, which has six states for detecting a vehicle, can be built. State 1 (S1) is used for
determining the “baseline” of a signal. After starting/resetting the system, the baseline
is determined and the current state is changed to State 2 (S2). State 2 is a state waiting
for a signal s(t) that is bigger than a given threshold, i.e., Th_Base. If a signal is bigger
than Th_Base, the current state is changed to State 3 (S3). State 3 is “Counting the
number Over Threshold,” which counts the number of signals s(t) that are bigger than
the value of Th_Base. If s(t) is smaller than Th_Base, the current state is changed to
State 4 (S4), where s(t) is checked again. If s(t) < Th_Base successively, then the
current state is changed to S2. If s(t) > Th_Base, then the current state is changed
back to S3. In S3, if the number of s(t) signals is bigger than a given threshold, Th_V,
the current state is changed to State 5 (S5) and it is declared that a vehicle arrival has
been detected (Veh_Arr = ON). After a vehicle arrival is detected, s(t) is checked to
determine whether it is lower than a given threshold, Th_Dep. If s(t) < Th_Dep, the
current state is changed to State 6 (S6), and it is declared that a vehicle departure has
been detected (Veh_Dep = ON). Finally, the current state is moved back to S1 and the
baseline is determined again.

Fig. 1 An FSM for detecting vehicle arrivals and departures
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Knaian [18] presented a prototype system that utilizes a magnetoresistive magnetic
sensor and a threshold-based vehicle detection approach. Nan et al. [20] also used
a threshold-based approach and hierarchical three-node architecture to reduce power
consumption. To determine the value of the baseline, a group of samples without any
vehicle around the sensor node are recorded, and the average sample value can be used.

3 Vehicle speed estimation

Vehicle speed estimation approaches can be classified into point-based and region-
based techniques. Threshold- and derivative-based approaches can be considered as
point-based approaches. In this section, various speed-estimation algorithms including
the proposed region-based approach are described in detail.

3.1 Point-based vehicle detection approaches

In a point-based approach, vehicle arrival and departure points are determined at the
node side, and the results are sent to the server for further processing.

3.1.1 A threshold-based approach

A threshold-based approach is simple and computationally cheap [3,15,18]. To detect
the vehicle arrival and departure points, a threshold is chosen and a sensor reading
is compared with the chosen threshold. If a sensor reading is larger than the chosen
threshold, a vehicle is declared as detected, as described in Sect. 2. The most impor-
tant point is how to determine the threshold value that shows the best recognition
performance.

3.1.2 A derivative-based approach

A derivative-based approach is based on the magnitude of the first-order derivative of
the sensor readings. If the magnitude of the first-order derivative continues to increase
and is larger than the chosen threshold value, a vehicle can be considered as having
been detected. However, when no vehicles are present, the magnitude of the derivative
is smaller than the chosen threshold. The strong point of a derivative-based approach
as compared with a threshold-based approach is that it is not dependent on the baseline
value. In a threshold-based approach, the baseline value is critical for the detection of a
vehicle arrival and departure. However, a weak point of the derivative-based approach
remains: when a vehicle stops or moves slowly over a sensor node, the magnitude
of the derivative value is small and may be misconstrued as a vehicle departure. To
overcome this problem, threshold- and derivative-based approaches can be combined
together to improve the recognition performance. The whole process of a derivative-
based approach is described in Fig. 2.

To measure the speed of a vehicle, two sensor nodes, SN1 and SN2, are required.
The vehicle arrival and departure points are detected by checking whether a sensor
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2108 D.-H. Kim et al.

Fig. 2 The whole process of vehicle detection for a derivative-based approach

reading at each sensor node is larger or smaller than the given threshold values. The
arrival and departure speeds of the vehicle are then determined as

varr = DSN2−SN1

tSN2arr − tSN1arr
vdep = DSN2−SN1

tSN2dep − tSN1dep
, (3)

where DSN2−SN1 denotes the distance between two sensor nodes, and tSN2arr, tSN2dep,
tSN1arr and tSN1dep are the vehicle arrival and departure times at sensor nodes 2 and 1,
respectively. To remove the sensitivity difference between the two sensor nodes, the
average speeds of varr and vdep can be used. In this approach, the speed of a vehicle
is determined based on the detected vehicle arrival and departure points at a sensor
node, which is simple and computationally cheap to implement (please refer to [11]
for more detailed information).

3.2 A region-based approach

In a point-based approach, the threshold value or magnitude of the derivative value
is used to determine the vehicle arrival and departure points at each node. The weak
point of a point-based approach is that the detection points are likely to be sensitive
depending on the baseline value and the chosen threshold used in each node. Further-
more, the vehicle arrival and departure points are determined in each node separately.
If the baseline and threshold values of one sensor node are set slightly lower, then the
vehicle arrival points in that sensor node will be detected earlier. On the contrary, in a
region-based approach, the speed of a vehicle is estimated at the server side based on
raw sensor readings received from two sensor nodes. More specifically, a similarity
in the data from two sensor nodes can be exploited in a region-based approach. As
indicated in [11], data from two sensor nodes are similar as long as the speed is nearly
constant as the vehicle passes over the two sensor nodes and the vertical shift of the
moving vehicle is negligible.
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Performance of vehicle speed estimation 2109

Fig. 3 An example of sensor readings from two sensor nodes: a the baseline of each sensor node is different
owing to a sensitivity difference (the red and blue lines indicate the sensor readings from nodes A and B,
respectively); and b an example of shifted data, showing that the shapes of the two signals are similar (color
figure online)

Figure 3a shows example data captured from two sensor nodes as a vehicle passes
over them.The red line denotes sensor readings fromnodeA, and the blue line indicates
sensor readings from node B. Although the reading from each of the two sensor nodes
may differ owing to a difference in their sensitivity, the overall shape of each reading
is similar. By shifting data from one of the sensor nodes, it is clear that the shapes of
the two sensor readings are similar, as shown in Fig. 3b. Thus, more accurate vehicle
arrival and departure points can be determined at the server by matching the data
received from the two sensor nodes.

3.2.1 Similarity-based vehicle arrival/departure estimation

Based on observations showing similar sensor readings from each of the two sensor
nodes, as depicted in Fig. 3, the vehicle arrival and departure points can be determined
by matching the signals from both nodes. In this paper, a novel computationally cheap
similarity-based vehicle speed estimation method is proposed for operation in USN
environments. In the proposed approach, rather than matching the whole signal from
the two sensor nodes, a region of each signal is sent to the server. This region has to
be chosen carefully to ensure that more accurate matching points can be determined.
Suppose that a section of a signal is chosen and sent to the server, as shown in Fig. 4.

There are several regions that can be chosen for the matching. R1 is a region that
includes a detected point larger than the chosen threshold. The N points around the
detected point, i.e., P1 through PN, are sent to the server. In the samemanner, N points
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Fig. 4 Region selection from sensor nodes for signal matching at a server node

Fig. 5 A block diagram of the
proposed region-based vehicle
speed estimation approach

Sensor
node A, SA[n]

Sensor
node B, SB[n]

Moving
Average, DA[n]

DAdiff [n] > ThD DBdiff [n] > ThD

Moving
Average, DB[n]

1st order
Derivative, DAdiff [n]

1st order
Derivative, DBdiff [n]

Compress N
samples and send

to the server

Call the similarity
measure function

f(DA*DB)[n]

Call the speed
estimation function

V(DN)

Repot the
vehicle speed

Compress N
samples and send

to the server

around a detected point smaller than the chosen threshold can also be chosen and sent to
the server. A block diagram of the proposed similarity-based vehicle speed estimation
approach is shown in Fig. 5. The detailed procedure of the proposed region-based
approach is as follows:
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– Step 1: A moving-average filter is applied to reduce random noise in each sensor
node:

DA[n] = 1

M

M−1∑

i=0

sA[n + i], (4)

where DA[n], sA[n], and M denote the filter output, original sensor reading of
node A, and the size of the filter, respectively.

– Step 2: If the absolute value of the first-order derivative for a sequence of sensor
readings is bigger than a chosen threshold, N points in the sequence are saved for
matching:

Ddiff [n] = DA[n] − DA[n − 1],
if |Ddiff [n]| > ThD (5)

then save N points.

– Step 3: Data are compressed in each sensor node before being sent to the server.
For data compression, lossless techniques such as the LZW [26], delta [27], and
Huffman [28] techniques, and lossymethods such as vector quantization and JPEG,
can be used. For WSN environments, a correlation-aware data dissemination used
to exploit spatial and temporal correlations of traffic information [29]; a hybrid
approach that combines lossy and lossless techniques [30]; K-RLE, in which K
is determined based on a standard or Allan deviation [31]; and packet-level data
compression that exploits the temporal correlation between two successively sent
packets [32] have been proposed. For exact matching with low complexity, the
delta coding technique was chosen for the proposed approach. For instance, the
sequence of sensor readings in node A (DA[1], DA[2], . . ., DA[n]) is converted
into (DiffBaseA,CA[1],CA[2], . . .,CA[n−1]),whereCA[i] = DA[i+1]−DA[i],
and DiffBaseA denotes the difference between the first data sample DA[1] and the
baseline of node A.

– Step 4: After the data are received from the two sensor nodes, the data are decom-
pressed. A similarity measure function f(DA × DB) is then called to locate the
point where the sequences of the two sensor data match. To locate a matching
point, a cross-correlation function can be used. In this paper, a modified version
of a cross-correlation function, i.e., a similarity measure function, is proposed to
reduce the computational costs, and is defined below:

f (DA × DB)[n]
=

i=N/2∑
i=−N/2

|DA[i] − (DB[n + i] + DiffBaseline)| , (6)

whereN denotes the number of samples sent to the server, DiffBaseline indicates the
difference between the two baselines of sensor nodes A and B (i.e., DiffBaseline =
BaseA − BaseB), and DA and DB denote N samples of data from sensor nodes
A and B, as indicated in (5), respectively. Although their shapes are similar, the
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sensitivities of the two sensor nodes may be different. For instance, the sensor
reading from node A is larger than that from node B, and thus the baseline of
sensor node A, i.e., BaseA, is higher than that of sensor node B, i.e., BaseB.

– Step 5: The vehicle speed is calculated based on a speed-estimation function
defined as

n̂ = Argmin
n

f (DA × DB)[n] (7)

V (DN ) = DSNA−SNB

t2 − t1 + n̂ × SamplingRate
, (8)

where DSNA−SNB denotes the distance between the two sensor nodes, A and B,
and t2 and t1 are the times at which a feature point is detected at nodes B and A,
respectively. In (7), matching point n̂ can be found by locating the value of n that
minimizes the similarity function defined in (6).

3.2.2 Evolutionary programming for parameter determination

Evolutionary programming is a stochastic optimization technique for iteratively seek-
ing out better solutions. A set of solutions thatminimize the cost function are generated
through recombination, mutation, and selection processes. The general scheme of evo-
lutionary programming is as follows [33,34]:

BEGIN

INITIALIZE population with random solutions
REPEATUNTIL (TERMINATION CONDITION is met)
SELECT parents (survivors)
RECOMBINE pairs of parents
MUTATE the resulting offspring
EVALUATE new possible solutions

END

In the proposed region-based approach, the threshold value for the first-order deriv-
ative of the sensor readings, as shown in (5), and the number of samples to be sent to a
server, as shown in (6), need to be determined. The threshold value for the magnitude
of the first-order derivative and the minimum number of data samples to be sent that
satisfy the following cost function are determined using evolutionary programming:

f (ThD, N ) = Arg min
ThD, N

NDB∑

j=1

∣∣V (DN ) − Vr j
∣∣

Vr j
< (100 − RateT ) × NDB (9)

whereVr j and NDB denote the reference velocity of the j-th vehicle and the total number
of vehicles in the training database, respectively, and N , ThD, and RateT indicate the
number of data samples to be sent to the server, the threshold value, and the minimum
target recognition rate. In addition, the training data have to be chosen carefully to
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cover the statistics of various vehicle data, so that the chosen parameters can be used
during the recognition process.

4 Experimental results

In this section, exhaustive simulation results are presented to show the effectiveness
of the proposed approach.

4.1 Experimental setup

For a live test, a testbed consisting of sensor nodes, a relay node, and a base station
was built in an urban road near ETRI in Daejeon. The test site was a six-lane road, the
average traffic volume of the test site was around 18,000 cars per day, and the speed
of the vehicles was between 30 to 120 km/h.

The proposedWSN system is composed of four parts: sensor nodes, a relay node, a
base station, and a monitoring server. We developed the sensor nodes using HMC1043
3 axismagnetometer sensors, anMSP430F2618microcontroller, an on-board 2.4GHz
CC2520 radio transceiver with a data rate of 250 kbps, a Winizen chip antenna, and
four-cell lithium-ion batteries that can supply 7,600 mAh at 3.6 V. The magnetic field
in the vertical direction was sampled at a frequency of 128 Hz for vehicle detection.
Each measurement was converted into a 16-bit binary representation using an ADC.
The sensor nodes remained in low-power standby mode and only woke up when the
magnetic signal crossed a given threshold. The relay nodewas used to transmit the data
packets from the sensor nodes to the base station within a single hop, since the com-
munication range of the sensor nodes buried under the ground was too short to directly
communicate with the base station. While it lacked a magnetic sensor, note that the
relay node otherwise had the same H/W specifications as the sensor nodes, along with
an external antenna and a radio frequency (RF) power amplifier. The relay node was
mounted on a pole on the side of the road, as shown in Fig. 6. The speeds of the vehicles
were computed in real time at the base station based on the received sensor readings
from the relay node. The monitoring server was used to record the estimated vehicle
velocities and the performance of the proposed point- and region-based approaches.

Fig. 6 Photographs of our testbed: a a sensor node, b relay node, c base station, and d monitoring server
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Table 2 Distribution of collected vehicles based on speed

Data index Date Temp. (◦C) Vehicle speed
(km/h)

Number of vehicles

1 May 15, 2012 12:30–13:00 (day 1) 22–23 26–100 678

2 May 15, 2012 19:19–19:49 (dusk 1) 18–19 37–93 769

3 May 15, 2012 23:10–23:40 (night 1) 14–15 41–106 222

4 May 16, 2012 05:07–05:37 (dawn 1) 12–13 44–123 162

5 May 16, 2012 10:00–10:30 (day 2) 17–18 37–104 698

6 May 16, 2012 19:20–19:50 (dusk 2) 19–20 28–92 766

7 May 16, 2012 22:30–23:00 (night 2) 17–18 46–111 279

8 May 17, 2012 05:06–05:36 (dawn 2) 14 39–105 149

9 May 17, 2012 15:30–16:00 (day 3) 17–19 42–93 715

10 May 17, 2012 19:21–19:51 (dusk 3) 16 47–100 731

11 May 17, 2012 21:00–21:30 (night 3) 13–14 46–110 309

12 May 18, 2012 05:05–05:35 (dawn 3) 12–13 44–123 160

For medium access control, a time-division multiple access (TDMA) protocol was
used. In addition, the sensor nodes and the base station were synchronized.

Data were collected over a period of 3 days. More specifically, the collection was
conducted from 10 a.m. on May 15 to 10 a.m. on May 18, 2012, according to a
Korean law regarding vehicle speed measurements. The recording was conducted for
30 min four times per day, during the day, and at dusk, night, and dawn, allowing
various types of data with different statistics to be covered in the experiment. In
addition, motorcycles and lane-changing vehicles were excluded from the simulation.
The vehicle data collected were distributed as shown in Table 2.

4.2 Experimental results

4.2.1 Accuracy of vehicle speed detection

In our experiments, a laser detector was used to measure the vehicle speed that can
be used for the ground truth and for calculating the performance of the proposed
approach. The accuracy of the proposed region-based approach was verified based on
a 100 % mean absolute percentage error (MAPE), as described in

MAPE(%) =

n∑
i=1

|Yi−Xi |
Yi

n
× 100, (10)

where n, Yi , and Xi denote the number of vehicles, the estimated speed of the laser
detector, and the estimated speed of the ith vehicle based on the proposed approach,
respectively. If the reference laser speed was zero but the estimated vehicle speed was
not, or if the value of 100 %-MAPE was negative, 100 %-MAPE was set to zero.
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Fig. 7 The recognition rates of
the point-based approach for
various sensor-node distances at
four different times, i.e., during
the day, and at dusk, night, and
dawn

Table 3 Average accuracy of the point-based approach for various distances between the two sensor nodes
[11]

Arrival point Departure point

Distance between sensor nodes (m) 1.5 3 4.5 6 1.5 3 4.5 6

Average accuracy of speed (%) 92.4 94.2 94.9 96.1 92.5 93.3 94.4 95.7

First, the vehicle speed was estimated using the point-based approach. Two sensor
nodes were installed to detect the vehicle arrival and departure points. Experiments
were performed for various distances between the two sensor nodes. The distances
were varied from 1.5 to 6 m. The recognition results of the estimated vehicle speed
for various sensor node distances are shown in Fig. 7. For each distance setup, the
recognition rate of the vehicle speed estimation was calculated at four different times,
i.e., during the day, and at dusk, night, and dawn.

Table 3 shows the recognition performance of the vehicle speed estimation using
the point-based approach [11] for various distances at the arrival and departure points
separately. As can be seen in Fig. 7 and Table 3, a 6-m distance showed the best
recognition performance.

Second, the recognition performance of the proposed region-based approach was
tested. In our simulation, the distance between the two sensor nodes was fixed at 6 m
to compare with the performance of the point-based approach shown in Table 3. In
our simulations, the target recognition rate was set to 96 %, and the first four data in
Table 2, i.e., day1, dusk1, night1, and dawn1, were used to determine the parameters
described in (9). In our simulations, the threshold value was determined as 3 × sd,
i.e., the standard deviation. The remaining data in Table 2 were used for performance
testing. The test results of the region-based approach at the vehicle arrival and departure
points are shown in Table 4. The simulations were again performed at four different
times, i.e., during the day, and at dusk, night, and dawn, and the results from various
numbers of data samples were included.

The average recognition rate at the vehicle arrival and departure points was cal-
culated as shown in Table 5. As the window size required to send the recorded data
samples to the server side increased, the recognition rate also gradually increased.

In our experiments, the proposed region-based approach outperformed the point-
based approach. In the region-based approach, the average accuracy of the speed
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Table 4 Average accuracy of the region-based approach for data recorded at four different times, i.e.,
during the day, and at dusk, night, and dawn, with different window sizes

Arrival point Departure point

Number of
data samples

Collection
vehicle data

Average accuracy
of speed (%)

Number of
data samples

Collection
vehicle data

Average accuracy
of speed (%)

6 Day 97.2 6 Day 96.9

Dusk 97.1 Dusk 96.7

Night 97.2 Night 97.1

Dawn 97.2 Dawn 96.7

10 Day 98.0 10 Day 97.8

Dusk 97.8 Dusk 97.6

Night 97.9 Night 97.7

Dawn 97.8 Dawn 97.4

14 Day 99.0 14 Day 98.8

Dusk 98.8 Dusk 98.8

Night 98.9 Night 98.8

Dawn 99.1 Dawn 98.8

Table 5 Performance comparison of the proposed region-based vehicle detection approach with a point-
based approach

Region-based approach Point-based approach [11]

Detection point Arrival point Departure point

Number of data samples 6 10 14 6 10 14 95.9

Average accuracy of speed (%) 97.2 97.9 98.9 96.8 97.6 98.8

estimation was about 3 % higher than the point-based approach. In addition, as the
number of data samples increased, the accuracy was also improved, which was due
to the fact that the proposed approach determined the matching point between the
two sensor nodes based on all the sensor readings within the data samples sent to the
server.

4.2.2 Calculating the battery life

To compare the point- and region-based approaches, we define a model for estimating
the battery life of a sensor node as (11). The current-consuming operations considered
for the sensor nodes are as follows: the average current consumption for sensing (CS),
which includes the current consumption from sensing using a magnetic sensor and
sampling using an analog-to-digital converter (ADC) for the microprocessor (MCU);
the average current consumption for signal processing using the MCU (CP), which
runs the algorithm for vehicle detection; the average current consumption of the radio
frequency (RF) transceiver (CR), which includes the transmission of the data packets
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Fig. 8 The packet structure of the sensor nodes used for the a point- and b region-based approaches

and listening to the channel; and the average current consumption of idle tasks by the
MCU (CI).

L = B

CS + CP + CR + CI
, (11)

where L denotes the battery life (in years) of the sensor node and B is the battery
capacity (mAH). To conserve power and hence extend the life of the battery, sensor
nodes were developed to switch off their magnetic sensor, RF transceiver, and MCU
when not needed.

The primary cause of the difference in the total energy consumed between the
point- and region-based approaches is the average current consumption of the trans-
mission of data packets through the RF transceiver. The average current consumption
for the transmission of data packets is directly dependent on the volume of the data
transmitted. In the point-based approach, time information of the vehicle arrival and
departure points is sent to the base station. However, in the region-based approach,
the vehicle arrival and departure points are detected in the sensor nodes, and multiple
sensor readings around the detected vehicle arrival and departure points are sent to the
base station. Figure 8 shows the packet structure used for our simulation for both the
point- and region-based approaches.

In Fig. 8a, “source address” and “destination address” denote the identification of
a sensor node and the identification of a relay node or base station. When the vehicle
arrival and departure points are detected, time stamps are sent to the base station in
the point-based approach. In the region-based approach, as shown in Fig. 8b, multiple
sensor readings around the vehicle arrival and departure points are sent to the base
station. BASE_T and BASE_V denote the time stamp and baseline values of a sensor
node, respectively. DiffBase is the offset value of the first data sample from the baseline,
andC[1],C[2], . . .C[n−1] is a sequence of converted sensor readings using the delta
coding technique. The sizes of DiffBase and C[i] are 1 byte and 5 bits, respectively.
The sampling frequency of each sensor node is 128 Hz (7.8 ms), and the time stamp
of each C[i] reading can be calculated using BASE_T.

To ensure the accuracy of this simulation, we measured the current consumption
profiles for each current-consuming operation performed at the sensor nodes. The
profile for each operation was independently tested by tracking the CPU execution
time at each power state; periodically broadcasting a message; and sampling and
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Table 6 Battery life of the sensor nodes for the point- and region-based approaches

Point-based approach Region-based approach
Number of data samples

2 6 10 14

Battery life of a sensor node (years) 8.5 8.3 7.7 7.2 6.7

enabling, or disabling, the sensor. The battery life of the sensor nodes between the
point- and region-based approaches is shown in Table 6.

As the number of data samples to be sent to the base station increased, the accuracy
of the estimated vehicle speed also increased. However, the battery life of the sensor
nodes decreased gradually for the region-based approach compared with the battery
life for the point-based approach. The proposed region-based approach required a bit
more power consumption. For instance, when the number of samples to be sent to the
server was set to six, the battery life of the region-based approach decreased to 90.6%.

5 Conclusions

In this paper, a novel region-based algorithm using a WSN for estimating the speed of
a vehicle is presented. For the proposed approach, we presented (1) a framework for
a region-based vehicle-detection approach, which is simpler and more accurate than
a point-based approach; (2) a novel scheme to record N-samples of sensor readings
to be sent to the server, which is based on the first-order derivative; (3) evolutionary
programming used to find the optimal parameters and for determining the threshold
value and number of data samples to be sent to the server; (4) a delta coding scheme
to compress the data samples and minimize the power consumption required to send
them; and (5) a similarity measure to match the data samples received from two sensor
nodes and find the vehicle arrival and departure points.

ETRI has been developing a vehicle detection system using a WSN over the past
several years [7,12]. Rather than detecting the vehicle arrival and departure points
in each sensor node, a region-based approach was presented with minimum power
consumption, which was based on the idea that the shapes of the signals from two
sensor nodes were similar and could be used for more accurate vehicle detection.
However, there is a weak point that the proposed region-based approach requires
more computational costs with additional power consumption. For future research,
various feature points can be detected and tested. In addition to the vehicle arrival
and departure points, the maximum and minimum points can be detected and sent to
the server to evaluate the minimum number of data samples required by the server
to achieve the same recognition performance. Furthermore, to minimize the power
consumption, various compression algorithms could be investigated.
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