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Abstract Accurate estimation of workflow Quality of Service (QoS) enhances the
efficiency of scheduling algorithms. The availability and performance variations of
Grid computing resources have made this estimation a great challenge. Most work-
flow QoS estimation algorithms are based on static performance of resources. In this
paper, based on resources availability prediction, we propose an algorithm called
WQE for estimating the QoS of a Grid workflow. WQE consists of two phases: re-
source monitoring and analysis and workflow QoS computation. In the first phase,
two prediction algorithms are proposed to stochastically predict the availability state
of resources. In the second phase, the QoS of each activity is estimated based on the
host availability prediction result. The QoS of basic structures is computed by aggre-
gating the QoS of their operands. Using a tree structure corresponding to the work-
flow, the QoS of basic structures is used to compute the total QoS of the workflow.
The simulation results on Notre Dame University trace showed that the proposed
method has higher estimation accuracy in comparison with HEFT.

Keywords Workflow - Grid computing - Quality of Service - Prediction -
Multi-state system

1 Introduction

Distributed high performance computing systems, like grid and cloud computing,

have provided infrastructure for resource sharing. Large scale grids like EGEE [1],
TeraGrid [2] and PlanetLab [3] bring together sites of resources to facilitate e-science
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and e-business issues. Grid middleware like Globus [4] and Condor [5] use schedul-
ing algorithms to map jobs submitted by users to resources. Efficient job scheduling
mechanisms are required to perfectly utilize the resources. An accurate job Quality
of Service (QoS) prediction method enhances the efficiency of scheduling algo-
rithms [6].

Job QoS estimation is a challenging problem due to the availability and perfor-
mance variation of grid resources. For example, resources may be shut down or
restarted to save power for a software update or even due to a hardware problem.
During resource uptime, the performance may degrade because of a huge workload
on the resource obliged by the owner of the resource or job grids. All these phenom-
ena are obstacles to properly estimating the job QoS metrics.

Most of the current researches estimate the execution time of atomic jobs on re-
sources [6—12]. However, many scientific and business processes are modeled via
composite jobs or workflow. A workflow consists of several activities supposed to be
executed according to a predefined order. Estimation of QoS parameters in a work-
flow is much more challenging than for an independent job since its execution in-
volves multiple resources and activities. Two groups of researchers have considered
the workflow QoS estimation: those working in the area of web service composition
[13-16], and those in the area of workflow scheduling [17-20].

A composite web service invokes some web services to obtain the user require-
ments. The interactions among web services are modeled by a workflow. Studies have
been done in the area of QoS estimation of composite web services [13—16] which
cannot be applied for grid workflow for two reasons. First, in these works, the QoS
estimation has been done independently of the mapping of activities to web services.
In a grid, the resources are heterogeneous and different mappings of one workflow
will have different QoS values. Second, these works have assumed a deterministic or
semi-deterministic behavior for web services. For example, each web service has a
fixed predefined response time or at most a predefined probability distribution func-
tion for response time. In a grid, resources are so dynamic that it is impractical to
define a distribution or fixed quantity to model their response time, availability or
cost.

During grid workflow scheduling, an estimation of QoS parameters (mostly
makespan) is done to find a suitable mapping of activities to resources. Most of these
algorithms like in [17-20] use the static built-in speed of resources to estimate the
QoS parameters. The dynamicity in performance and availability of grid resources
makes these estimations error prone.

In this paper, based on resources availability prediction, we propose a Workflow
QoS Estimation algorithm called WQE. Figure 1 shows the input and output of the
system. The workflow, the mapping of activities to resources' and the log of avail-
ability changes in resources are the input to the estimation system. The output is the
QoS metrics consisting of response time, reliability and cost of workflow execution.
Response time is the mean time in which the execution of the workflow completes.
Reliability is the probability of the workflow execution completed without failure,

IThe order of activities executions is also required when some parallel activities map to the same resource.
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Fig. 1 Input and output of a Workflow
workflow QoS estimation
system .
Mapping of Activities Workflow QoS Responsetime
to Resources Estimator [ Reliability
Cost
Log of Availability

Changes in Resources

and finally, cost is the budget user must pay for consuming resources. WQE consists
of two main steps: resource monitoring and analysis and workflow QoS computation.

A multi-state availability model has been used for resources. The states define
both the workload and availability of resources. In this paper, we use four availabil-
ity states: Available, User present, CPU threshold exceeded, and Unavailable as used
in the Grid failure trace archive [21]. A simple monitoring system monitors each re-
source and records the changes in the availability state within time. When a workflow
is submitted, a window with a specified length is assumed on the availability trace of
each resource. The availability information within this window is analyzed to predict
the state of each resource. In this paper, two stochastic prediction methods are pro-
posed: PE and PW. In PE, all historical information within the window has the same
value while in PW; the information nearer to the prediction point gets more weight.
The probability of being in a state is computed based on the percentage of time the
state has occupied within the window. Simulation results indicate that PW performs
better than PE in state prediction.

To compute the QoS of a workflow, the input workflow graph is converted to a
tree structure. In the tree, leaf nodes are activities. Middle nodes are basic structures
with their children from left to right indicating the operands they must be applied on.
The QoS metrics are computed by aggregating the QoS of nodes, in a bottom-to-top
manner according to the structure of the tree. To enable computation, at first the QoS
of each activity must be computed. This computation is based on the prediction of
the availability states of the host. Then, the QoS metrics of activities are aggregated
to form the QoS of basic structures. At the end, these values are composed based on
tree structure to generate the QoS of the workflow.

The method has been evaluated for random and real world workflows. We com-
pare our work with Heterogeneous Earliest Finish Time (HEFT) QoS estimation [18].
To make this comparison, we get the output scheduling of HEFT as the input of our
algorithm and estimate the QoS parameters. Then our estimation and HEFT estima-
tion are compared with the actual values. These values are achieved by simulating
workflow execution on the grid of Notre Dame University (NDU) according to Con-
dor trace at 2007 [21]. For 25620 random workflows in simulation, in comparison
with HEFT, WQE has gained 52 %, 41.3 % and 48.2 % improvement in reliability,
response time and cost estimation, respectively.

In the rest of this paper, the related works are mentioned in Sect. 2. In Sect. 3,
the problem statement and preliminaries are described. The details about our work
will be discussed in Sect. 4. In Sect. 5, the complexity of the proposed algorithm will
be analyzed. The results will be presented in Sect. 6, and finally, Sect. 7 gives the
conclusion and directions for future work.
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2 Related works

We categorize the related works into two groups: (i) resource state prediction, (ii) job
QoS estimation. Each group is explained separately.

2.1 Resource state prediction

Some prediction methods for load on resources have been presented before. The Net-
work Weather Service (NWS) uses a mixture of experts based on a linear model to
choose the best prediction among experts [22]. Linear predictors have been proposed
based on averaging the states during last N intervals [23]. Hu et al. proposed two
methods of load prediction based on support vector regression and neural network.
They emphasized using the least amount of features in prediction to reduce the cost
of monitoring [24].

Byun et al. defined a Markov chain with three states for a resource: idle, in use
and stopped. The resources are monitored every 30 minutes to estimate the rate of
transitions among the states. The resource with the highest availability probability is
employed for a submitted job [11]. Jiong et al. assumed two states, idle and busy, for
each resource. With the assumption of static and predefined transition rates, they tried
to boost job scheduling [25]. Lili and Shoubao specified CPU usage, network usage
and failure of resources as Markov state variables [26]. They supposed a value for
each state and aggregated these values to compute a rank for each resource. Resources
with higher ranks were used during job scheduling. Ren et al. used CPU load, memory
thrashing and unavailability of resources to form a Markov chain with five states.
They emphasized on computing the probability of transitioning from available states
to other states [27]. Rood and Lewis used the same states introduced in this paper but
they performed a discrete transitional analysis to compute the probability of resource
states [6]. They also took advantage of this analysis for independent job scheduling.
Ramakrishnan and Reed suggested a birth-and-death process with six availability
states to model resource state changes. Based on static transition rates, they predicted
the probability of the resource being in each state [12].

2.2 Job QoS estimation

Most of the current researches predict the execution time of atomic jobs on resources.
They perform this prediction directly [7-10] or based on resource state prediction [6,
11, 12]. Most workflow scheduling algorithms use static information about resources
to estimate QoS of a workflow [17, 18, 20, 28-30]. In these works, the dynamicity
of resources has been ignored and they do not support selection and loops in the
structure of a workflow.

There are some works in QoS computation of composite web services. A com-
posite web service is made of some tasks, each supposed to call a web service. The
works in this area are categorized into two groups: In the first group, determinis-
tic behavior for web services is assumed, while in the second group, the probability
distributions of web service responses are considered to be well defined. Jaeger et
al. estimated the QoS of a composite service by aggregating the QoS of individual
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Fig. 2 Four basic structures used in workflows

services. They assumed a deterministic behavior of web services in responding to
requests [15]. Cardellini et al. also estimated the QoS of a workflow with this as-
sumption. They modeled service selection as a linear programming problem based
on the computed QoS values. To adapt with dynamicity of web service behaviors,
they proposed rescheduling. However, rescheduling makes overhead for a workflow
management system [31]. Hwang et al. [14] used a probability mass function (PMS)
for QoS of services. It aggregates the PMS to give a probabilistic QoS for a workflow.
Zheng et al. introduced kernel estimation as a nonparametric method to estimate the
probability density function of services. The PDFs were aggregated to generate the
PDF of QoS for a workflow [16]. However, applying these methods on grid work-
flows is impractical because of resource heterogeneity and dynamicity.

3 Problem statement and preliminaries

In this section, we illustrate the formal definition for a workflow and grid resources,
and describe the problem.

3.1 Workflow

A grid workflow can be represented by a directed graph G = (A, E) where A =
{ay, aa,...,ap} is a set of activities and E is the set of edges showing precedence
relationships among activities. In a given workflow graph, the activity with no pre-
decessor is an entry and the activity with no successor is called an exit activity. RE;
is the set of resources having software/hardware requirements needed for executing
activity a;. D is an M x M matrix where d;; shows the amount of data transmitted
from g; to a;.

A composition of four basic structures can be used in the workflow graph: se-
quence, loop, selection and parallel (Fig. 2). Each X; can be regarded as an operand
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Table 1 Symbols used in the

proposed algorithm Category Symbol  Description

Workflow A Set of all activities with size M
specification aj Activity i of the input workflow
O; Number of operations in activity
RE; Set of resources capable of executing
activity a;
fi Probability of selection for activity a;
bil Number of iterations in loop /

Dyrwp  Data transmission matrix among activities

Resource RE Set of all resources with size N
r; Resource j
AL Availability levels defined for resources
iql Index of availability level al?
qj.t Availability state of resource j at time ¢
CS; Computational speed of resource j in the
highest availability level
gl Resource speed degradation coefficient of
availability level al
Ci, jlal Cost of executing task i at resource j when
aWe define {0, 1,2} as the it is in availability state al
indices of available, user Beost Cost coefficient for executing one operation
present, and CPU threshold Network BWy «n Bandwidth matrix between resources

exceeded, respectively. Note that

in this paper, these indices are NLixn  Network latency

used for computing processing Mapping M1 Mapping policy vector

speed at each state. In NDU policy M(a;)  Index of resource responsible of executing
trace, different numbers have activity a;

been used

for the correspondent basic structure. An operand can recursively involve a basic
structure or be an atomic activity, i.e., X; € {seq, par, sel, loop}U A. In the loop struc-
ture, f; is assumed to be the mean number of iterations, and in the selection block,
fi is the probability of selection of X;. For sequence, loop and parallel structures, we
have: VX;; fi=1.

3.2 Grid computing resources

The set RE = {ry, ra, ..., ry} is the set of all grid resources. The computational speed
of resource r; is represented by CS;. BWis an N x N matrix where BW;; indicates
the bandwidth between resources r; and r;. NL is a vector of N elements where NL;
shows the network latency of resource ;. A ready time of resource r; is denoted by
rt; which is defined as the time the resource is waiting to accept a new process after
it has finished processing previously assigned processes. Table 1 shows the summary
of symbols used in the proposed method.
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HEFT Algorithm

Input
G(A,E) : A graph representing the workflow
RE: set of all resources
Output
M: The workflow schedule
QoS: {u: makespan, r: reliability, c: cost}

Procedure
1. Compute the rank value for each activity
rank(a;) = w; if a; is leaf
rank(a;) = w; + ajfggg{(ai)(wi,,- + rank(a;))
where w; is the average execution time for each activity and w; ; is the average data transfer time
between each activity a; and its successor a;

. d;

ZieREic_é, ZrieREl,r,eRE,#

w;=——3 Wi =— U
' |RE;] v [RE;| X |REj]|

2. Sort the activities in a scheduling list Q in decreasing order of their rank.
3. While Q is not empty do
4. a < remove the first activity from O
5. reargmin ESTy ; + % /I ESTq,j is the earliest start time of activity a on resource 7;

6. Schedule a to r (M, « r) and update ready time of resource r
7. End While
8. u < makespan,r « 1,c « cost

Fig. 3 HEFT algorithm

3.3 Problem statement

Let G = (A, E) be the workflow and RE = {r1, 3, ...,rn} be the set of resources.
Let M be an M x 1 vector where M (a;) shows the index of the host for activity
a;. The problem is to estimate QoS parameters for G under the mapping M, relative
to the dynamic behavior of RE. The QoS parameters include: Response time which
is the mean time where the execution of the workflow completes; Reliability which
is the probability of the workflow execution being completed without failure; Cost
which is the budget user should pay for consuming resources.

3.4 HEFT algorithm

Figure 3 shows the HEFT algorithm [18]. Accordingly, activities and edges are as-
signed some weights. The weight of each activity defines its average execution time
on resources. The weight of each edge is the average required time to transfer data
from the predecessor to the successor activity. By traversing the graph of the work-
flow from the bottom to the top, and using a recursive relation, a rank is computed
for each activity. The ranks of leaf activities, i.e., activities without any successor,
are the same as their weight. The ranks of other activities are the maxima of sums of
ranks of their immediate successors and the weights of connecting edges. This rank-
ing gives execution priority to critical activities to minimize the makespan. Activities
are sorted by these ranks to form a list. They are removed from this list one by one,
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and each activity is assigned to a resource with minimum completion time. In this al-
gorithm, resources are assumed to be available and have static computational speed.
The mapping of activities to resources and the estimated values for QoS parameters
including response time (makespan), reliability and cost are regarded as the output
of this algorithm. We use HEFT mapping as the input to our proposed method and
compare our estimation of QoS with HEFT estimation.

The HEFT does not support selection and loop structure. A loop structure can be
considered as the repetition of the structure for a specific number of iterations. For
selection some solutions are possible:

e For every workflow that consists of selection, construct a set of workflows. Each
workflow in this set is a possible execution of the original workflow with its prob-
ability of execution computable according to the selection probabilities. For exam-
ple, for a workflow which has two selection structures with selection probabilities
(0.2, 0.8) and (0.4, 0.3, 0.3), six workflows with probabilities 0.08, 0.06, 0.06,
0.32, 0.24, 0.24 will be constructed. For each workflow a mapping is generated by
HEFT. The QoS parameters are computed as weighted sums of the QoS of each
workflow where the weights are execution probabilities of workflows.

e The selection structure can be substituted by a single activity with its number of
operations obtainable as a weighted sum of the number of operations of tasks in-
volved in the structure. The selection probabilities form the weights.

e Ignoring the selection probabilities, a mapping can be found for the workflow.
Regarding the found mapping, the QoS parameters are recomputed as the weighted
sums of QoS of the activities where the weight of activity g; is equal to f;.

In this paper, we used the third solution because it does not have the computation
overhead of the first solution and it does not omit the selection structures as in the
second solution.

4 Workflow QoS estimation system

Figure 4 shows the architecture of the proposed method. There are two main compo-
nents:

(a) Resource monitoring and analysis—To detect the dynamic behavior of resources,
we employ a simple monitoring system. Some availability states are defined for
resources. These states represent load of works on resources. A higher availability
state implies a lower workload on the resource, which leads to a better processing
capability. The monitoring system monitors each resource periodically and logs
the changes in the availability states. A stochastic predictor analyzes the log to
predict the availability state of each resource.

(b) Workflow QoS computation—In this part, the QoS of a workflow is computed
based on the resource analysis result. To achieve this goal, the QoS of each ac-
tivity is estimated after data transmission modeling. Then, the quality of service
for basic structures involved in the workflow is computed. Finally, the QoS com-
position estimates the whole workflow QoS by traversing a tree corresponding to
the workflow from the bottom to the top.

In the rest of the paper, we explain each component in detail.
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Fig. 4 Architecture of the proposed method for workflow QoS estimation

4.1 Resource monitoring & analysis

A simple monitoring system monitors each resource periodically to record the
changes in availability state of the resource with time. In this paper, we use the four
availability states supported by Condor [5, 6]: available, user present, CPU thresh-
old exceeded, and unavailable. An available machine is currently connected to the
network, has more than 15 minutes of idle time, and a CPU load less than the CPU
threshold.? In the user present state, the resource owner has touched the keyboard
or mouse. In CPU threshold exceeded, the local CPU load surpasses some specific
threshold, due to new or currently running processes. Finally, when a machine fails
or becomes unreachable, it will be unavailable.

The multi-state system assumed for modeling the changes in the availability of a
resource is shown in Fig. 5. Rood et al. proposed a discrete transitional availability
state predictor for atomic jobs [6], which is not suitable for our work. As a workflow
has many activities, it takes a long time to be processed. In this regard, the Rood’s pre-
dictor misses most of the information in the history, which leads to low information
for prediction. So, other predictors must be employed.

Figure 6 shows the concept of our predictor. Assume we want to predict the state
of a resource at time t. A window with size L is used, which contains the latest
historical information during time interval [f — L, t — 1]. Inside the window, there are

2Generally, the CPU threshold value can be defined by resource owners. The Condor uses 30 % as CPU
threshold for an available state [6].
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Fig. 5 State diagram used for
modeling the behavior of User present
resources in the NDU Trace /' p \
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some subintervals, each corresponding to a specific availability state. For instance, as
it is shown in Fig. 6, there are three subintervals with availability states 1, 3, and
2, respectively. We define the distance from the middle of subinterval k (in the time
range of [t{‘, té‘]) to time ¢ as in Eq. (1):

k k

dk =1 — 1)

Two predictors are proposed: Prediction with Equal Weights (PE) and Prediction
with Weighting (PW). In PE, all observations have the same weight while in PW the
observations nearer to the prediction time are regarded to be more important, hence
they will get more weight. The reason for observation weighting is that our investiga-
tion on the NDU trace [21] has shown a behavior similar to the Markov property in
state changes of resources. In other words, a future state of a resource depends mostly
on the sequence of earlier events than the later ones. So PW tries to give more weight
to observations closer to the prediction point, in order to enhance the prediction accu-
racy. The weight of an observation for resource j at time i belonging to subinterval s
is defined in Eq. (2):

1 PE

ak @

wji=
: K %mr PW

ming
dS
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Resource State Predictor

Input
L: size of window
Log file: resources historical availability trace
t: time of prediction
Output
{nj,al(t)|\7’rj € RE,ValeAL}: Probability of resource j being in availability state al at time t

Procedure
1. For each resource 7; do
2. From availability log file, get observations of resource 7}, from time #-L to ¢-1.
3. For each availability state a/
4. If predictor is PW
5. Sly = {k|k is a subinterval within window with observations al}
6. Foreachk € Sl
7. tF « start time of observations in subinterval k
8. t¥ « end time of observations in subinterval k
9. Use (1) to compute d¥,
10. End-For
1. k' < arg mingeg, dk,
12. Foreach k € S,
13. Set the weight of any observation at time i € [tf, t§] as:

kr
14. wy; =ZT"‘E
15. End-For
16. End-IF

17. If predictor is PE
18. For any observation at time i € [t — L, t —1]: w;; =1
19. End-IF
20. Use (3) to compute 7 g (t)
21. End-For
22. End-For

Fig. 7 Stochastic resource availability state predictor

In PE, all observations get 1 as the weight. In PW, the weight is computed in such a
way that the observations belonging to the nearest subinterval to the prediction time,
have weight equal to 1. Every other observation has weight reversely proportional to
the distance of the middle point of its subinterval to the prediction time. In Eq. (2),
k is an arbitrary subinterval within the window. With this weighting, all observations
within one subinterval get equal weight which is reversely proportional to their av-
erage distance from prediction point. The probability that resource j is at state al at
time ¢ is computed by the percentage of time the resource was at al according to the
history in the window as defined by Eq. (3):

-1
i wjilgji=ab
Zie[t—L,t—l] Wi

3

ﬂj,al(’) =

where ¢g;; is the observation for resource j at time i and (g;,; = al) is equal to 1
where the state of resource j at time i is al otherwise it is zero. Figure 7 shows steps
of resource state prediction.
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4.2 Workflow QoS computation

To compute the QoS of a workflow under the mapping M, the QoS is estimated at
the level of activity. These estimates are aggregated to form the QoS of the basic
structures. The composition of the QoS of the basic structures results in the QoS of
the whole workflow. In the following sections, each part is explained separately.

4.2.1 Data transfer time modeling

Before the execution of each activity, its required data must be transmitted from pre-
decessors host to the activity host. We assume that the data transfer time between any
two activities has a normal distribution with the mean value computed by Eq. (5).
It is the relation of the size of data transmitted between two activities to the band-
width of hosts. The network latency has also been considered. The variance of data
transmission can be determined according to network communication.

Va;, ajdtt(a,aj, M)~ N(udt(a;,aj, M),odt*(a;,a;, M)) 4
dij

pdt(ai.aj, M) = NLyg) + ———""——
e @ BW M(a;),M(a))

&)

4.2.2 Activity level

In this section, we estimate the QoS parameters of an arbitrary activity a;. Before the
start of execution of an activity, some latency (possibly zero) will exist. This latency
is due to the time needed for transmitting data from predecessors to the activity or due
to the current process on the mapped resource. Equation (8) shows the computation
of the latency. Let FT,; be the finish time of activity a; and rtp(q) be the ready
time of g;’s host. The finish time of data transmission is computed by Eq. (6), and
the latest predecessor is defined by Eq. (7). The first equation in (8) occurs when
the data has been transmitted but the host is not ready to process the activity. In
this case, the difference of the ready time and finish time of the latest predecessor
defines the latency. The second equation in (8) occurs when the resource is waiting for
completion of data transmission. In this case, the latency is equal to data transmission
time from the latest predecessor.

FIDT = max {FT,; + pdt(aj,a;, M)} 6)

ajepred(a;)

ap, = argmax {FTaj +udt(aj, a;, M)} @)
ajepred(a;)
TtM(a;) — FTap TtM(a;) > FTDT

8
udt(ap,a,-,M) TtM (a;) < FTDT ®

lat(a;, M) = I

Let CS; be the built-in computational speed of resource j. We assume that com-
putational speed reduces by a coefficient of «; in the availability state al as computed
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by Eq. (9). The degradation coefficient is specified by statistic information.

CS;(1 —ay) al € AL\unavailable

CSiju=
flal 0 al : unavailable

®

The expected time of executing activity a; when the host is in state a/ is computed by
Eq. (10) where O; is the number of operations in a; .

0,
1 M(aj)|al = m (10)
a;)|a

Using Eqgs. (8), (9), (10) and the prediction result gained from predictor, the mean
response time is computed by Eq. (11) which is latency plus a weighted sum of the
probability vector of resource states and expected execution time of activity in each
state. Note that the mean response time of an activity shows the required time the re-
source successfully completes the activity execution. So, in the computation, unavail-
able states have been omitted, and the probability of each state under the condition of
the resource being up has been used.

TTM (a;),al
u(ai, M) =lat(a;, M) + Z : X 1i,M(ay)|al
aleAL\unavailable ZaleAL\unavailable TTM (a;).al

(1D

The probability of a successful execution of an activity is computed by multiplying

two probabilities: the probability that required data has successfully been transmit-

ted and the probability that a resource is available. This probability is found as in
Eq. (12):

ra,My=[] rdipa,Myx > wuepa  (12)

apepred(a;) aleAL\unavailable

The execution cost of activity @; when the host is in state a/ is computed by
Eq. (13). This cost has a direct relation to the number of operations of the activity
and the computational speed of the host at availability state al. In this equation, the
division by the maximal computational speed is for normalization. B¢ is a cost coef-
ficient which is assumed for execution of each operation. This coefficient is specified
by the grid owners according to their economic policy.

CSma)lal

(13)
maxjegg; CS;

Ci,M(a;),lal = Oi X Beost X

The total execution cost of activity g; is computed by a weighted sum of the prob-
ability vector of resource states and the expected cost of execution in each state as in
Eq. (14):

TTM (a;),al
c(aj, M) = Z (@i).a X Ci, M(a;)|al (14)

aleAL\unavailable ZaleAL\unavailable UM (a;),al
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Table 2 QoS of basic structures. X; € {seq, par, sel, loop} U A

Basic structure Quality of Service Basic structure Quality of Service
Sequential n(seq, M) = Z?:l w(Xi, M) Parallel w(par, M) =max;—1 1 (X;, M)
r(seq, M) =TT'_, r(X;, M) r(par, M) =TT_, r(X;, M)
c(seq, M) =31 c(X;, M) clpar, M)=3""_, c(X;. M)
Selection n(sel, M) = ;':1 fi x u(X;, M) Loop u(loop, M) = fi x pu(seq, M)
r(sel, M)=3""_\ fi xr(X;, M) r(loop, M) = r(seq, M)/l
c(sel, M)=3"1_ | fi x c(X;, M) c(loop, M) = f; x c(seq, M)

4.2.3 QoS of basic structures

The QoS of basic structures are computed as shown in Table 2. In a sequence struc-
ture, the response times of all operands are accumulated and the reliabilities of them
are multiplied. In a parallel structure, the maximal response time of all operands
forms the final response time and the reliability is again found by multiplication of
reliabilities of all operands. The cost in these structures is the sum of costs for all
operands. The computation is similar for selection. The only difference is that the
probabilities of selection of operands are involved in the computation. A loop can be
considered as a sequence structure which repeats for iterations.

4.2.4 QoS composition

The input of the system is a directed graph representing the workflow. This graph
is converted to a tree structure (7°). In the tree, the leaf nodes are activities and the
middle nodes are basic structures with their children from left to right indicating the
operands the basic structure must be applied on. An example is shown in Fig. 8. The
tree structure can be constructed by syntax definition of the workflow. To compose
the whole QoS, it is enough to call {@(root(T), M), r (root(T), M), c(root(T), M)}.
Figure 9 shows the sequence of calls occurred during the mean response time compu-
tation from the tree structure in Fig. 8. The whole algorithm based on the mentioned
steps has been shown in Figs. 10 and 11.

4.3 An illustrative example

To demonstrate the steps of the algorithm, in this section we illustrate by an example.
Figure 12 shows a workflow to be executed on three resources. The labels on the
edges show the data amount transmitted among activities. For simplicity, the inter-
bandwidth among all resources is assumed to be 1 while the intra-bandwidth is co
and the data transmission variance is zero. The resources change their behavior as
shown in Fig. 13. The fastest resource r; starts with a user present and transitions to
CPU threshold exceeded at time 50. It becomes unavailable at time 200. The slowest
resource r3 is permanently available. The mediocre resource r; is in CPU threshold
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(a) (b)

Fig. 8 An example workflow and its corresponding tree structure

Fig. 9 Sequence of calls for u(seqy, M)
mean response time
computation of sample tree ulay, M) + p(pary, M) + p(azo,M)

structure in Fig. 8

max{u(seqz, M), u(seqs, M)}
u(pary, M) + p(loop, M) ulaz, M) + p(sel, M)
max{u(az, M), p(as, M), u(as, M)} fr X pu(seqqa, M) fo X p(ag, M) + f5 X u(as, M)

ulas, M) + p(ae, M)

Workflow QoS Estimation Algorithm

Input

G: workflow graph

t: workflow submission time

M: Mapping of activities to resources
Output

Expected workflow QoS includes response time, reliability and cost

Procedure

1. Call resource predictor (PE or PW) to get the stochastic prediction of resources
availability state at time 7 : 7T {nj,a,(t)|\7’rj € RE,ValeAL} // Fig. 7

2. Convert G to a tree structure 7'
3. Return Node-QoS(root(T), r, M)

Fig. 10 The pseudocode of workflow QoS estimation
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Node-QoS

Input

node: Node of tree

T {nj_al(t)|Vrj € RE,ValeAL}

M: Mapping of activities to resources
Output

gos: Expected workflow QoS includes response time, reliability and cost

Procedure
1. Ifnode is an activity use Eq. (11), (12), (14) to compute QoS parameters:
qos « {u(node, M), r(node, M), c(node, M)}
2. End-If
3. Ifnode is a basic structure  // it is not a leaf in the tree

4. X = {X;|X; is a child of node}

5. n < number of children

6. ForeachX; € X

7. qos; < Node-QoS(X;, T, M)

End-For
9. qos «Aggregate {qos;|i = 1..n} based on its structure {“sequential”,
“parallel”, “selection”, “loop”} according to Table 2.
10. End-If

Fig. 11 The pseudocode for computing the QoS of a node in tree

17/°\10 activity| 0; |Rank Val €AL ag =iq*03 o 1 1
(@) (&) (@) a, |40 [813 BW=[1 o 1]
1 1 oo
) a, |70 [52.4 cS;
5\ 7 4 Resource
@ a; |50 |58.4 (op/sec) 0
a, [100 [58.8 T 10 NL = 0]
12 0.
as |80 [54.9 7 7
@ as 110 [37.0 T3 5
a, |60 [8.8

(a) Workflow structure  (b) Activities information  (c) Resource speeds (d) Network property

Fig. 12 An example workflow supposed to be executed on three resources. Ranks in part (b) are computed
by HEFT as described in Fig. 3

exceeded state. In this example Beost = 0.01 and Val o, = 0.3. The predictor is PW
with window size of 350 s.

The workflow is submitted at times 70 and 250. The HEFT and WQE estimations
of workflow execution at submit time 70 have been shown at Fig. 14. The actual
execution of workflow has also been shown for comparison. As it is found, the WQE
is much closer to the actual execution than HEFT. Note that the actual execution
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Fig. 13 Resources behavior @
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can be traced according to resources behavior in Fig. 13. For example, at time 70
the ry is in CPU threshold exceeded and has a speed of CS1|cPU thr execeeded = 10 X
(1-2 >< 03)=4 %)S/S according to Eq. (9). Thus, submitting a; at time 70 takes
S oo = & =10,

The final results of the response time, reliability and cost estimation in WQE,
HEFT and the actual values are shown in Table 3. At time 250, the r| is unavailable
and the workflow execution fails. The HEFT assumes the execution is reliable while
the WQE computes the reliability as 0.013. For more clarification, some parts of the
computations have been shown in Table 3.

5 Complexity analysis

In this section, we analyze the time complexity of the proposed method for estimating
QoS metrics for a workflow with M activities and E edges supposed to be mapped on
N resources defined in the mapping vector M. Before proceeding with the analysis,
the following theorems are proved.

Theorem 5.1 The number of edges in a structured workflow with M activities as
defined in Sect. 3.1 is O(M).

Proof Each activity is inserted to a workflow through a basic structure including
sequence, parallel, selection, and loop. As it is observable in Fig. 2, this insertion to
any arbitrary basic structure adds at most two more edges to the workflow. Thus, the
number of edges is at most twice of the number of activities, i.e., E = O (M). O

Theorem 5.2 The number of nodes in the correspondent tree of any structured work-
flow with M activities is O(M).

Proof The minimum possible corresponding tree has two levels with one root and M
activities as leaves. This tree obviously has O (M) nodes. As the number of leaves
is constant and equal to M, to construct a tree with maximum possible nodes, the
middle nodes should be maximized. Ignoring loops, these nodes can be labeled as
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Fig. 14 WQE and HEFT estimation of task execution on resources when the workflow in Fig. 12 has been
submitted at time 70. The actual execution has been shown for comparison

“seq”, “sel” or “par” and function as operators. In order to maximize the middle
nodes, the least number of operands, which is obviously two, should be selected for
each node. Consequently, the biggest tree is a full binary tree having M leaves. This
tree can be balanced or unbalanced. As analyzing either case gives the same result,
we continue the analysis with a balanced full tree, i.e., full and complete tree. Let M’
be the smallest positive number greater than or equal to M such that it is a power of
two. In other words, M’ = 2[1°g§w 1, Assuming these M’ nodes as leaves of a tree, the
total number of nodes in a full and complete tree is 2logy”+1 _ | —2M’ — 1. Above
each node of this tree, a “loop” can be inserted which leads the number of nodes
being2 x M’ — 1) = O(M). O
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Table 3 WQE and HEFT results for workflow of Fig. 12

Submit time: 70

HEFT Estimation
Reliability: 1.0
Makespan: 44.0

cost: 4.51
WQE
71, available = 0, 71 user present = 0.37, 71,CPU thr exceeded = 0.63, 71 unavailable = 0
10.5 10.5
W1,i€(0..50}) = 75~ 6150 =0.23 W1,i€(50..69) = 70~ 5669 = 1
2 2

51x0.23
TT1,user present — m =0.37

T2, available = 0, 72, user present = 0, T2,CPU thr exceeded = L, T2 unavailable = 0
73, available = 1, 73 user present =0, 773,CPU thr exceeded = 0, 73 unavailable =0
Reliability: 1.0

Makespan: 80.67

cost: 2.41

Actual Execution (Successful execution)

Makespan: 90.0

cost: 2.01

20x1
T, user present = 37x0.23+20x1 0.63

Submit time: 250

HEFT Estimation

Reliability: 1.0

Makespan: 44.0

cost: 4.5

WQE

T ,available = 0, TT1,user present = 0.07, 71,CPU thr exceeded = 0.35, 71 ,unavailable = 0.58
72, available = 0, 72 user present = 0, 72, CPU thr exceeded = 1, 72, unavailable =0

713, available = 1, TU3,user present = 0, T3 ,CPU thr exceeded = 0, 73, unavailable =0
Reliability: 0.013

r(par{ay, ...,as}, M) = (0+0.07 +0.35)2 x 12=0.176

r(root, M) =r(ay, M) x r(par, M) x r(ag, M) x r(a7, M) = 0.423 x 0.176 = 0.013
Makespan: 85.51

cost: 2.18

clal, M) =40 x 1072 x {390 x I+ 335 x 61 =018 c(ap, M) =70 x 1072 x {} x 5} =0.35
c(az, M) =50 x 1072 x 0.45 =0.22 clag, M) =100 x 1072 x 0.45=0.45
clas, M) =80 x 1072 x {1 x 28y =0.22 c(ag, M) =110 x 1072 x 0.45 = 0.49
claz, M) =60 x 1072 x 0.45=0.27 c(root, M) =2.18

Actual Execution (Failure execution)

As our analysis has shown the same time complexity for the response time, relia-
bility and cost estimation, in the rest of this section we concentrate on the response
time estimation. Estimating the response time involves four processing steps: first,
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the availability prediction of resources, second, data transfer time computation, third,
the response time estimation of activities, and fourth, the response time composition.

Let |SI| be the number of subintervals within prediction window of size L. Note®
that 1 < |SI| < L. The availability prediction is done by processing the subintervals
within a window.* Thus, the availability prediction for all resources is O (|SI| - N).

To compute the mean data transmission time for each pair of activities, a computa-
tion as in Eq. (5) is required for each edge in the workflow. According to Theorem 5.1,
this processing needs O (M) operations.

The estimation of response time of activity a; needs O(|pred(a;)|) operations
to compute the latency of data transmission time and O (|AL|) time to compute the
weighted sum of the response time at availability levels as indicated by Eq. (11). In
total, the estimation of the response time for activity a; takes® O (| pred(a;)|) opera-
tions.

The composition is done via a post order traversal of the corresponding tree in
which the complexity depends on the number of nodes in the tree. According to
Theorem 5.2, the process is done within O (M) time.

The time complexity of all four steps results in O(SI| - N + M +

- |pred(ai)| + M) = O(ISI|- N + M + E) =81 0 (1SI| - N + M) where
i=1,..M

1 <|SI|<L.

6 Experiments

The simulation has been done over NDU data set. Condor has recorded the availabil-
ity changes of 64 nodes over 6 months in the early 2007 [21]. To choose a suitable
resource state predictor, in the first part of the simulation, PE and PW with different
window sizes are initially examined. The results in the second part of the simulation
are based on the best performed predictor. To measure the accuracy of the workflow
QoS estimation, the actual QoS parameters have been gained by simulating the exe-
cution of workflows on resources which behave exactly according to the NDU trace.
The errors of the QoS estimation in HEFT and the WQE methods have been measured
in comparison with the actual values.

6.1 Resource state prediction results

The state of each resource has been predicted each hour within 6 months. The avail-
ability state with the maximum probability has been selected as output of the predictor
as in Eq. (15):

predicted state for resource j at time ¢t = argmax 7 (t) (15)
al

3In the case that |SI| = 1, all observations refer to one availability state. In the case that |SI| = L, each
observation refers to a different availability state in comparison with its previous and next observation.

4There is no difference between complexity of PW and PE. PW scans subintervals twice while PE scans
once.

5 As the number of availability levels is bounded, it can be ignored in complexity computation.
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When the predicted state is equal to the actual reported state in the trace, the pre-
diction is correct otherwise it is wrong. Figure 15 indicates the prediction accuracy
when the window size changes from 1 to 25 hour. The smaller the window size, the
better the achieved accuracy. PW outperforms PE. The reason is that the information
near to the prediction time gets more weight in PW. This makes sense as the state of
a resource is more dependent on its recent states rather than farther states in the past.

To examine the effect of distance of prediction point from history, we have chosen
1 and 2 hour as the window size, since, in Fig. 15, they showed the highest accuracy.
Figure 16 shows how the accuracy reduces when the distance of prediction point
from history increases. This accuracy reduction has a great effect in workflow QoS
estimation. After submitting the workflow, it takes some time for the activities to be-
come ready for execution. So, when we predict the state of a resource at a workflow
submit time, the prediction does not necessary hold true when the activity starts ex-
ecution. The figure shows that when the distance of prediction point changes from 0
to 12 hours, the accuracy reduces from 96 % to 85 %. When this distance is less than
2 hours, the PW performs better, but for distances above 2 hours PE has performed
better. In the rest of the experiments, we use PW with window size of 1 hour as a
predictor, since 70 % of the workflows have makespan less than 4 hours and in this
range PW performs better than PE.
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Table 4 Parameters related to resources and 25620 random generated workflows in the simulation

Category Parameter Name Value
Workflows Number of activities {5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70}
Height {2,4,6,8,10, 12, 14, 16, 18, 20}
And-Or ratio {0,0.2,0.4,0.6,0.8, 1}
CCR {0,0.2,0.4,0.6,0.8, 1, 1.2}
Max edge ratio {1.1,1.3, 1.5, 1.7, 1.9}
Operations of activity N{nu=U(15MOP,..., 1500 MOP), 0 = 0.25u}
Resources RE 56 nodes of NDU trace?®
CS; Floating point operation speed of resource j in NDU trace
gl iq1 X 0.3
Beost 1077

aNodes with ids 14, 32, 56, 4, 15, 61, 42, 26 have been omitted to increase load balancing among resources

6.2 Workflow QoS estimation results
6.2.1 Random workflows

To measure the accuracy of QoS estimation, 25620 random workflows were gen-
erated. The 56 nodes of NDU trace have been considered as resources. Simulation
parameters have been shown in Table 4. Among the parameters, Height shows the
height of the workflow graph which is equal to the length of the longest path from the
root to the exit activity. And—Or ratio is the probability that the basic structure would
be and rather than or when a split occurs. Max edge ratio is a parameter controlling
the maximum out-degree of a node. The number of operations per activity is mod-
eled by a normal distribution with its mean uniformly selected from the range of 15
Mega Operation (MOP) to 1500 MOP while the standard deviation is a quarter of the
mean. For the sake of simplicity, we have assumed that there is no loop in the work-
flows. As there was no bandwidth information for resources of NDU trace, we use
the Communication-to-Computation Ratio (CCR) to compute communication time
[19]. The communication time between each two activities is modeled as a normal
distribution with mean computed by Eq. (16) and the standard deviation of 20 s. We
assume that network communication is reliable.

0 if M(a;) = M(a,)
pdt(ai,aj, M) = 0, 9 (16)
CCR x M M@ e

In this part of simulation, we compare the accuracy of HEFT estimation of QoS
with WQE estimated values. The accuracy is computed by comparing the estimated
values with actual values achieved by simulating workflow execution on NDU trace.
Each workflow is submitted to the grid in time interval of 2 hours during 6 months.
The results are the average for all workflows and all submit times.

Table 5 shows the failure and the resource utility reports of workflows execution.
It has been found that about 75 % of workflows have a failure rate less than 60 %,
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Table 5 Failure and resource utility report

Failure percent [0, 20 %] (20 %, 40 %] (40 %, 60 %] (60 %, 80 %] (80 %, 100 %]
Failure report Percent of workflows 21 % 29 % 25 % 13 % 12 %

Total mean 43 %
Resource utilization [0,20 %] (20 %, 40 %] (40 %, 60 %] (60 %, 80 %] (80 %, 100 %]
Resource Percent 54 % 25 % 11 % 4 % 6 %

utility report  of workflows
Total mean 27 %

Table 6 Mean actual response time and cost report

Actual response time (hour) 0, 2] 2,4] 4, 6] (6, 8]
Response time report Percent of workflows 30 % 40 % 27 % 3%
Total mean 3
Actual cost (base unit) (0, 1425] (1425, 2850] (2850, 4275] (4275, 5700]
Cost report Percent of workflows 44 % 35 % 16 % 5%
Total mean 1827

while 25 % of them have a failure rate above 60 %. About 80 % of workflows use less
than 40 % of the resources. The reason is that HEFT is a greedy algorithm toward
using the fastest resources which is defined by the static speed of resources.

Table 6 illustrates the actual response time and cost report of successfully executed
workflows, respectively. 70 % of workflows have been executed within 4 hours, and
the execution of the rest has been completed in at most 8 hours. About 80 % of the
workflows have been executed with the cost less than 2850 of base units and the rest
of them have cost up to 5700.

In order to measure the accuracy of reliability prediction, we use the following
rules:

rule 1:  if workflow execution failed A r(root(T), M) < 0.5 — accurate

rule 2:  if workflow execution succeeded A r(root(T), M) > 0.5 — accurate

rule 3: otherwise — inaccurate
a7
When the reliability is predicted correctly, we measure the certainty of prediction
by confidence value as in Eq. (18):

1 —r(root(T), M) rulel
confidence = (18)
r(root(T), M) rule 2
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85 % of failure/success execution of workflows has correctly been predicted in
WQE with confidence of 0.82. HEFT has the accuracy of 56 % in failure/success
prediction which is low in comparison with WQE. This is because HEFT always
assumes that the execution will be completed successfully.

The cumulative distribution function (CDF) of the mean absolute error (MAE) of
the response time estimation has been shown in Fig. 17. The curve of WQE is above
HEFT, which indicates its superior performance due to considering resource state
prediction in the computation of the QoS parameters. In 80 % of cases, the MAE
in WQE is less than 18 minutes, while this value increases to 32 minutes in HEFT.
Similar results have been obtained in cost prediction as shown in Fig. 18.

In the rest of this section, we investigate the effect of the workflow structure on
estimation accuracy. As the behavior of cost curves was similar to the response time
curves, due to lack of space, we only show the results of the response time estimation.

Figure 19 indicates the effect of height when it varies in the range from 2 to 20.
As it is shown, the increase of height causes a makespan increment, and therefore,
an increment in distance of prediction point from history. Thus, the quality of esti-
mation decreases. In this way, a slight descending slope in the accuracy of reliability
prediction and at the same time a large ascending slope in MAE of the response
time are generated. HEFT has reverse behavior in reliability prediction. Since, when
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Fig. 19 The effect of the height variation on the accuracy of workflow QoS estimation. The accuracy
of reliability is the percentage of times that a success/failure execution of a workflow has been correctly
predicted using the rules in Eq. (17)
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Fig. 20 The effect of the number of tasks variation on the accuracy of a workflow QoS estimation. The
accuracy of reliability is the percentage of times that a success/failure execution of a workflow has been
correctly predicted using the rules in Eq. (17)

the height increases,® it becomes greedier toward using few fast resources. In NDU
trace, fast resources have high availability. Thus, less reliability prediction error will
be involved in HEFT.

To investigate the effect of the number of tasks, we have shown the accuracy as
a function of the number of tasks in the range of {5, 10, ..., 70}. Figure 20 shows
the result. As expected, HEFT performs worse with a considerable slope variation.
On the other hand, we get a less variable slope behavior in WQE. The reason is
that increasing the number of tasks does not necessary make an increment in the
makespan. It means that the distance of prediction point is kept rather at the same
level. So, in WQE, the quality of estimation does not change a lot.

Figures 19 and 20 also show that as the workflow becomes larger either by height
or the number of tasks, WQE will outperform HEFT even more. In large workflows,
HEFT causes a huge error in estimation while WQE has much better performance
due to regarding the dynamic states of resources in QoS estimation. For very small

6Since we are assuming approximately the same amount of tasks, the workflow gets closer to the shape of
a sequence structure.
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Table 7 Actual workflow structures used in simulation

0 o Q
> 2 5

(a) Avian Flu (b) Gene2Life
(c) PSLoad (d) Epigenomics

58088

(e) Animation Workflow () Ligo Inspiral Analysis

O

(g) Motif

workflows, for example, with height less than 4 as shown in Fig. 19(b) or under 10
activities as shown in Fig. 20, applying WQE has less benefit.

6.2.2 Actual workflows

The method has been evaluated on actual workflows (Table 7). We have constructed
the tree according to the structure of workflows. The CCR is supposed to be 0.2
to enhance the effect of resource dynamicity on QoS parameters. The number of
operations per activity is a normal distribution with mean uniformly chosen from
15 MOP to 1500 MOP and the variance equal to a quarter of the mean. Table 8
shows the results. The superior performance of WQE is enhanced when the workflow
becomes bigger. For example, for Avian Flu, the MAE of the response time estimation
in WQE is about 79 s less than HEFT, while in Motif, this outperformance increases
to 39 min. For very small workflows like Avian Flu and Gene 2 Life, the accuracy of
reliability prediction in WQE is less than HEFT, but for other workflows the WQE
has predicted better. The reason is that small workflows consume few fast resources.
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These resources in NDU trace are also highly available. When the size of workflow
grows, WQE provides more accurate prediction for reliability.

6.2.3 Network stability effect

In the previous sections, we assumed that the data transmission time between each
pair of activities is done with a mean computed by Eq. (16) and the standard deviation
of 20 s. As the network may not be stable for communications, this variance might
be higher in reality. To investigate the effect of this variation, we have changed the
standard deviation of data transmission time for each edge in the Epigenomics work-
flow in the range from 20 to 420 s. The result is shown in Fig. 21. As the standard
deviation increases, the estimation error of both methods increases, since the estima-
tion of communication time has a direct effect on workflow QoS estimation. A good
prediction method for network operation can be composed with the proposed method
to minimize the effect of data transfer time variation.

6.2.4 Computation time

In this part of simulation, the effect of the parameters on the run time of WQE has
been investigated. These parameters include the number of activities (M), number of
resources (), and prediction window size (L). In each part of the simulation, one
parameter changes while others remain constant. A Java-based simulator runs on a
system with Intel® Core™ i7-3770k CPU (3.50 GHz) and uses 128 MB of memory.

In the first part of the simulation, N = 64 and L = 1 h. M changes in the
range of {500, 1000, ..., 8500} to reflect various numbers of activities. To have fair
communication-to-computation and the number of parallel-to-selection splits, CCR
and And-Or ratio have both been selected to be 0.5. The max edge ratio is 1.5 and the
height is 50. Figure 22 shows that the run time of the algorithm changes from 17.2 ms
for a workflow with 500 activities to 68.6 ms for a workflow with 8500 activities. As
expected by theoretical analysis of Sect. 5, there is a linear relationship among the
points of the plot. For example, when the number of activities changes from 1000 to
4000, the run time smoothly increases from 28.8 to 45.7 ms.
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In the second part of the simulation, M = 4500 and L = 1 h. N changes in the
range of {4, 8, ..., 64} to reflect various numbers of resources. As expected by theo-
retical analysis, there is a linear relationship among the run time and the number of
resources as shown in Fig. 23.

Finally, we change L in the range of {1,7, ..., 108} hours in the case when M =
4500 and N = 64. Figure 24 shows that as the size of the window increases, the
run time of the algorithm slightly changes from 45.4 to 55.9 ms. The slight changes
indicate that the most important parameters in the run time of WQE are the number
of activities in the workflow and the number of resources. Increasing the size of the
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prediction window slightly increases the number of subintervals and thus has less
effect on the run time increment.

7 Conclusion and directions for future work

Accurate workflow QoS estimation enhances the performance of a workflow schedul-
ing algorithm. In this paper, we propose a method called WQE, for estimating the
QoS parameters of a Grid Workflow. These parameters include reliability, response
time and execution cost. The two main components of WQE include resource moni-
toring and analysis and workflow QoS computation.

We have employed a simple monitoring system which monitors each resource
periodically to record the changes in availability state of them within time. The avail-
ability states represent both the workload and availability of resources. The resource
behavior with respect to availability changes is modeled by a multi-state system. Two
prediction algorithms (PE and PW) have been proposed to stochastically predict the
availability state of a resource. These predictors use different weighting mechanisms
for historical availability information. Simulation results showed the superior perfor-
mance of PW in comparison with PE.

The workflow QoS computation is done in four steps: data transfer modeling,
activity level estimation, basic structures computation, and QoS composition. The
QoS of activities are computed based on resources availability analysis. We support
sequential, parallel, selection, and loop as basic structures. The QoS of each basic
structure is computed by aggregating the QoS of each operand involved in the ba-
sic structure. Assuming the workflow graph is converted to a tree structure, the QoS
composition uses QoS of basic structures to compute the QoS of the root which is
regarded as the final computation. NDU trace has been used to simulate workflow
executions to get the actual QoS values. Simulations have been carried on for random
and actual workflows. WQE outperforms estimation of HEFT, and the estimated val-
ues are much closer to actual values.

There are three directions for future work. First, the presented estimation method
can be exploited to enhance the quality of a workflow scheduling algorithm. A good
trade-off among reliability, performance, and cost in scheduling is possible when em-
ploying estimated QoS of workflow. Second, a network operation prediction method
can be combined with WQE to improve consistency with the actual world. Finally,
the method might be justified for estimating the QoS of the workflow running on
virtual machines inside a data center to move toward cloud computing. The major
challenge will be predicting the behavior of a virtual machine which needs much
more investigation in this way.
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