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Abstract A two-dimensional (2D) Petersen-torus network is a mesh-class fixed-
degree network designed using a Petersen graph, which has a maximum of 10
nodes when the degree is 3 and the diameter is 2 in a (d, k)-graph problem. Here,
I propose a new three-dimensional (3D) Petersen-torus network that extends the 2D
Petersen-torus network without increasing the degree. The 3D Petersen-torus has the
same number of nodes (N). The 3D Petersen-torus is better than the well-known
3D torus and 3D honeycomb mesh in terms of diameter and network cost. The 3D
Petersen-torus network is better than the hypercube-like and star graph-like networks
in terms of extendibility. Hence, the proposed network may serve as the foundation
for realizing a high-performance multicomputer. In this paper, the optimal routing
algorithm, Hamilton cycle, and several basic attributes are discussed. Furthermore, a
comparison with a mesh-class fixed-degree 3D network is made for degree, diameter,
and network cost.

Keywords Multicomputer - Interconnection network - 3D Petersen-torus - Petersen
graph - Routing

1 Introduction

Over the past years, High Performance Computing (HPC) has been extensively stud-
ied by researchers and applied to a variety of fields ranging science, engineering,
and business. With the development of HPC, there are many computing paradigms
including multicomputer, multiprocessor, Grid computing, Cloud computing, Peer-
to-Peer (P2P) computing, etc. [1]. The interconnection network (methods of inter-
connecting processors) plays a critical role in improving the system performance of
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a multicomputer. Hence, the interconnection network is a performance-determining
factor. A great deal of research on multicomputer has dealt with interconnection net-
works to achieve goals such as low latency, high bandwidth, and low hardware cost.
The performance of multicomputer can be improved with advancements in hardware
implementation technology, routing schemes, data/task distribution, and many other
application parameters. Nevertheless, their performance is most likely to be affected
by interconnection network because technology, distribution, schema, and application
parameters are all affected by the interconnection network. Researchers of multicom-
puter are thus motivated to propose new or improved interconnection networks [2].

An interconnection network defines the linking structure among processors, which
is expressed in a graph with nodes corresponding to the processor and edges corre-
sponding to the communication link. The number of edges combined with a node
is called the degree. The minimum number of edges between two nodes is called the
distance, and the maximum distance within a network is called the diameter. Network
cost is a product of degree and diameter and is an important measure for the evalu-
ation of interconnection networks. Degree and diameter trade off with each other.
The diameter indicates the worst-case number of hops required for sending a mes-
sage from one node to another. It is obvious that the worst-case latency for messages
in a network with store-and-forward routing is highly dependent on the diameter. In
wormbhole routing [3] networks with large diameters, the worms tend to be longer
and thus occupy a greater portion of the aggregate network bandwidth. This either
increases the possibility of deadlock or else forces us to use less aggressive routing
algorithms [4]. It can be said that when several interconnection networks have the
same number of nodes, the network with the lowest cost is the most advantageous.
The importance of diameter and network cost is described in [5].

Interconnection networks are classified into hypercube-like [6] and star graph-like
[7] networks, where the degree increases in proportion to the number of nodes when-
ever the network is extended; on the other hand, in mesh-like [8] networks, the degree
is constant even when the network is extended. Other such include Cayley graph net-
works [9, 10], Cartesian product networks [11] and Hierarchical networks [12]. The
fixed-degree network is not necessary adding routing channel whenever the network
is extended. But hypercube-like and star graph-like networks are necessary. For this
reason, fixed-degree networks’ extensibility is better than the others. In the case of
hypercube-like and star graph-like networks, the diameter does not increase greatly
with the degree, which increases whenever the network is extended. On the other
hand, in the case of mesh-like networks, the degree is fixed, and therefore, the diam-
eter increases whenever the network is extended.

In store-and-forward communication, where the latency time between two nodes is
sensitive to the distance, a hypercube-like or star graph-like network with a short
diameter is suitable. Store-and-forward routing was used in the first generation hy-
percubes. Hypercube-like networks include hypercube [6], folded hypercube [13],
multiply twisted cube [14], and recursive circulant [15], and they are commercially
available as iPSC/2, iPSC/860, n-CUBE/2, etc. [6]. Star graph-like networks include
star graph [7], macro-star [16], transposition graph [17], and matrix-star graph [18].
Since the early 1990s, the two-dimensional (2D) mesh has become popular due to
its simplicity and efficiency. Mesh-like networks include torus [8], honeycomb mesh
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[19], diagonal mesh [8], and hexagonal mesh [20], and they are commercially avail-
able as MasPar Intel Paragon, XP/S, Touchstone DELTA System, and Mosaic C [21].
2D mesh-like networks are designed by successively extending polygons along a
plane, e.g., triangle, quadrangle, etc. In wormhole communication, where the latency
time between two nodes is insensitive to the distance, mesh-like network with a large
diameter is suitable. Recently, since it achieves a significant reduction in commu-
nication delay, the three-dimensional (3D) torus has emerged as a new candidate
interconnection network for multicomputer. Wormhole routing technology has been
widely used in new-generation multicomputer networks. 3D mesh-like networks are
designed by laying these 2D networks above and under the space. 3D mesh-like net-
works include 3D mesh, 3D torus [22], 3D hexagonal mesh [21], 3D honeycomb
mesh [23], and diamond networks [2]; several 3D mesh-like networks have been de-
scribed in [24], and they are commercially available as Cray T3D, XT3 [25], XT4
[26], MIT’s J-Machine, Tera Computer, etc. [27].

A 2D Petersen-torus (PT) [28] is a mesh-like network with a fixed degree and
is designed using a Petersen graph with the optimal degree and diameter when the
number of nodes is 10 in a (d, k)-problem. 2D PT is more advantageous in terms
of network cost and bisection width than other mesh-like networks, and there have
been studies on broadcasting and embedding with other networks [29-31]. In this
study, the 3D PT is designed by laying a 2D PT above two or more spaces. The
diameter edge of the 2D PT is removed and is linked to the nodes of a different
2D PT. In this manner, a 3D PT with degree 4 is designed using a 2D PT; thus,
it is a cost-effective network. To illustrate the findings of this study, a comparison
of the network cost and diameter is shown in Table 1 for a 3D honeycomb mesh
having the same number of nodes as the 3D PT network and a 3D hexagonal mesh.
In this paper, the Relevant Studies section describes the routing of the Petersen graph,
the nature of the Hamiltonian path for the Petersen graph, and the 2D PT structure.
The 3D PT(l, m, n) Network section suggests a 3D PT network and describes the
optimal routing algorithm, Hamilton cycle, and several basic topological attributes.
In addition, a comparison is made with a similar fixed-degree 3D network in terms of
degree, diameter, and network cost. Finally, the conclusions are presented.

2 Relevant studies
2.1 Petersen graph

The Petersen graph incorporates a regular graph and a node(edge)-symmetric graph.
It has a degree of 3, diameter 2, connectivity 3, and girth 5 [32]. There are several
ways to assign node addresses. In the routing algorithm of the Petersen graph in the
Relevant Studies section, an address consisting of permutations of double digits is
used; in the PT network in the 3D PT(l, m, n) Network section, for convenience in
indicating the node address, an address consisting of single digits in parentheses is
used. The Petersen graph is shown in Fig. 1.

In the Petersen graph, P = (Vp,Ep). x,y € {1,2,3,4,5},x < y,x',y € {{1,2,
3,4,5} — {x,y}}, x’ < y’. The meaning of x,y € {1,2,3,4,5} is “x and y is the
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Fig. 1 Petersen graph

“@
34

elements of set {1,2,3,4,5}. Node Vp = xy. Edge Ep = (xy, x’y’). It is assumed
that in the Petersen graph, node U = uju, (for example U = 12) is a start node and
node V = vjvy (for example V = 23) is a destination node. The routing algorithm
from U to V is as given below.

Lemma 1 (Case 1) If {u1, u2} N{vy, v2} =0, U is adjacent to V.
(Case 2) If {ur,u2} N {vy, v} # 0, it reaches V via the node composed of
{15 2’ 37 4’ 5} - ({ula MZ} U {U17 Uz})fmm U.

Lemma 2 There is a Hamilton path starting from a node to reach the start node and
all nodes except three nodes adjacent to the start node [32].

2.2 2D PT(m, n)

2D PT(m, n) is a regular graph with 10mn as the number of nodes, 20mn as the
number of edges, 4 as the connectivity, and 4 as the degree. 2D PT is designed in
such a way that it replaces the Petersen graph with the nodes of the torus, and this
method is similar but not identical to that of making product networks. The degree of
the product network is the sum of the degrees of the two networks, but the Petersen-
torus is the Petersen graph +1. The definition of 2D PT is as follows. PT(m,n) =
(Vpt, Ept).

th:{(x,y,p),ng<m,0§y<n,0§p§9}

Ept is divided into internal edges and external edges. For internal edges, the edges of
the Petersen graph are used as they are. Neighbor eight Petersen graphs are connected
in a complete graph form by external edges. Two neighbor Petersen graphs that have
the same y-axis value are connected by a horizontal edge. Two neighbor Petersen
graphs that have the same x-axis value are connected by a vertical edge. Two neighbor
Petersen graphs on a diagonal line are connected with a diagonal edge and a reverse
diagonal edge. Two Petersen graphs, apart from each other by a distance of x + [m /2]
and y 4 [n/2] diagonally, are connected by diameter edge.

The definition of a 2D PT network is omitted because it is nearly the same as that
of 3D PT. Its detailed definition and characteristics are described in [28].
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(z+1,x,5)

(Zx+1,,4)

(@ 1,y+1,3)

@xw,p)

(a) 3D PT(5,5,5) (b) Petersen Graph

Fig. 2 3D Petersen-torus

3 3D PT(, m, n) network
3.1 Definition and attributes of the 3D PT(l, m, n) network

3D PT(,m,n) (I,m,n > 2) is formed by successively adding 2D PT toward the z
axis. 3D PT(/, m,n) = (Vpt, Ept). The Petersen graph is set as a basic module, and
the address of the basic module is indicated as (z, x, y), while the node address is
indicated as (z, x, y, p). z is a coordinate of the z axis of the basic module, x is a
coordinate of the x axis of the basic module, y is a coordinate of the y axis of the
basic module, and p is the address of the node in the Petersen graph of the basic
module. The node of 3D PT(l, m, n) is defined below.

th:{(z,x,y,p), 051<l,0§x<m,0§y<n,0§p§9}

The edge of 3D PT(/, m, n) is divided into an internal edge and an external edge, as
mentioned below. Edges connecting the nodes belonging to the same basic module
are called internal edges, and for internal edges, those of the Petersen graph are used
as they are. Edges connecting nodes in different basic modules are called external
edges, and are defined below. In the equations expressing the following edges, the
symbol ‘/* is a modulation operator.

(1) The vertical edge is ((z, x, ¥,6), (z,x, (y + 1)/n,9))

(2) The horizontal edge is ((z, x, ¥, 1), (z, x + 1)/m, y,4))

(3) The diagonal edge is ((z, x, ¥,2), (z, (x + 1)/m, (y + 1)/n, 3))

(4) The reverse diagonal edge is ((z, x, y,7), (z, (x =1 4+m)/m, (y +1)/n, 8))
(5) The dimensional edge is ((z, x, ¥,0), (z+ 1)/1,x,¥,5))

Figure 2(a) is 3D PT(5, 5, 5), which indicates the basic module with points. A di-
ameter edge in 2D PT is removed, and instead, a dimensional edge is added. The
dimensional edge is ((z,x,y,0), ((z + 1)/1,x,y,5)). For neatness, in Fig. 2(a),
wraparound edges are omitted at all basic modules. But wraparound edges are drawn
at seven basic modules. In the basic module of 3D PT(/, m, n), nodes 1 and 4 are ad-
jacent to horizontal edges, nodes 6 and 9 are adjacent to vertical edges, nodes 2 and 3
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are adjacent to diagonal edges, nodes 7 and 8 are adjacent to reverse diagonal edges,
and nodes 0 and 5 are adjacent to dimensional edges. The 3D PT (I, m, n) is a regular
graph with 10/mn as the number of nodes, 20/mn as the number of edges, and 4 as the
degree. Considering that the basic module is one node, it is node(edge)-symmetric
and includes the 3D Torus. This characteristic simplifies the demonstration of the
routing algorithm.

3.2 Simple routing algorithm

It is assumed that U(z, x, y, p) is the start node and V (', x’, y’, p’) is the destination
node. dz= (G —z+D/l,dx=(x"—x+m)/manddy=(y —y+n)/n. dm =
min(dx, dy) and dr = |dx — dy|. dz is the number of dimensional edges between
the basic module to which the start node belongs and the basic module to which the
destination node belongs. dx is the number of horizontal edges, and dy is the number
of vertical edges. dm is the maximum available number of diagonal edges and dr is
the number of extra horizontal or vertical edges. Given that a path from the start node
to the destination node is P, a path at the start basic module of path P is SP, that at
the destination basic module is DP, and another path other than SP or DP at path P
is MP; their lengths are [P, ISP, IDP, and IMP, in that order. /[P = ISP + IDP + IMP.
The aforementioned definition is used throughout this paper, including in the routing
algorithm and Appendix.

The routing algorithm matches the address of the start node U with that of the
destination node V. The simple routing algorithm matches the addresses of the z, x,
and y axes and p, in that order. This process is relatively simple, as shown below.
In the following, only dz <1[/2,dx <m/2, and dy < n/2 are considered. If dz >
[/2,dx >m/2,and dy > n/2, routing is performed in each opposite direction to the
z, x, and y axes.

Uz, x,y,p) = (&, x,9,5) = (&, x', 3,4 — (. x',y,9) = V(' x", ¥, p).
Taking a closer look at it:
(D) Uz x,y,p) —> (. x,3.5)
Uz, x,y,p) > (z2,x,y,00 —> (z+ 1,x, 5,5 = (z+ 1,x,y,0)
- (z+2,x,9,5 == (Z,x,y,5
(2) @, x, 9,5 —> @, x5, 4
@ x,9,5 = @, x50 = @ x5y, D)= @ x+1,y,4) = (&, x+1,y,0)
- Zx+ Ly, )=, x+2, 3,4 — = 7, x, 9,4
3 @ X\ y, 4 — @2y, 9)
@ Xy, 4= Xy, )= @ )y, 60— (@ x, y+1,9)
— @ X, y+ 1,5 = @, x,y+1,6) = (7, x,y+2,9
— = (,x,Y,9)
@) &X' y.9)— V(E, Xy, p)

It is not necessary to explain this with the routing under Lemma 1.
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Fig. 3 Routing area in 2D

PT(7,7) 6
C B
4
3
A D
U
0 2 3 4 6

3.3 Optimal routing algorithm

The optimal routing algorithm minimizes the process of matching the addresses of
the x and y axes in the simple routing algorithm. If dx =4 and dy =5, in the simple
routing algorithm, four horizontal edges and five vertical edges are used in the course
of matching the addresses of the x and y axes. However, in the optimal routing algo-
rithm, four diagonal edges and one vertical edge are used in the course of matching
the addresses of the x and y axes. Additionally, the order of matching the x, y, and z
axes must be allowed for.

First of all, when two nodes are in the same two dimensions (x # x/, y # y/,
z = 7'), the routing algorithm is examined and the time when they are in two different
dimensions thereafter is examined. Lemmas 3, 4, and 5 used are as demonstrated in
the Appendix.

3.3.1 Ifdz=0

In the routing algorithm, routing is done in four areas according to dx and dy, as
shown in Fig. 3. In area A, dx < [m/2] and dy < [n/2]; in area C, dx < [m /2] and
dy > [n/2]; in area D, dx > [m/2] and dy < [n/2]; and in area B, dx > [m /2] and
dy > [n/2]. If the destination node V is present in area B, move it symmetrically to
the xy axis, if it is present in area C, move it symmetrically to the x axis, and if it is
present in area D, move it symmetrically to the y axis; then it becomes the same as
area A. That is, with regard to the routing algorithm of area A, routing shall be done
just symmetrically to the x axis for area C, to the y axis for area D, and to the xy axis
for area B. The optimal routing algorithm is dealt with only for area A.

The routing algorithm is divided into cases when the routing path is composed of
one straight line and when it is composed of two straight lines. An exceptional case,
in which the start node and the destination node are close to each other (dx,dy <3),
shall be separately arranged. However, if the start basic module and the destination
basic module are the same (dx = dy = 0), routing is done under Lemma 1 and is
omitted. The following is the optimal routing algorithm.

(Case 1)dx =dyordx=0o0rdy=0

1.1 dx=dy
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As in path A shown in Fig. 4, routing is done with a diagonal edge.
1.2 dx=0,dy >4

Between path A and path A’ in Fig. 5, the shorter one is determined by Lemma 4.
1.3 dx>4,dy=0

This case represents when Case 1.2 is rotated by 90° in Fig. 5, and the figure
is omitted; between path A and path A’ using a diagonal edge, the shorter one is
determined by Lemma 5.

(Case 2)dx,dy > 1,dr > 2

2.1 dx <dy
Between path A and path B in Fig. 6, the shorter one is determined by Lemma 4.
2.2 dx >dy

This case represents when Case 2.1 is rotated by 90° in Fig. 6, and the figure
is omitted; between path A and path B in Fig. 6, the shorter one is determined by
Lemma 5.

(Case 3) dx,dy < 3 (if the start node and the destination node are very close to
each other)

31 dx=0,1<dy<3
The routing path is as shown in Figs. 7 and 8.
32 dy=0,1<dx <3
Change x and y in Case 3.1.
33 dr=1,dx>dy
Between path A’ and path B’ in Fig. 6, the shorter one is determined by Lemma 4.
34 dr=1,dx <dy
Change x and y in Case 3.3.

3.3.2 Demonstration

(Case 1)dx =dyordx=0o0rdy=0
1.1 dx=dy

As in path A shown in Fig. 4, routing is done with a diagonal edge.

In Fig. 4, IMA =dm +dm — 1 =2dm — 1 and IMB = 2(dm + 2(dm — 1)) +
2==6dm — 2. If dm > 1, then IMA < IMB + 3. Since nodes 1 and 2 are adjacent
to each other, ISA < ISB + 1, and since nodes 3 and 9 are adjacent to each other,
IDA <IDB + 1. Thus, IA < IB.

For example, when dm =dx =dy =1, IMA =1 and IMB = 4. When ¢ =0 and
q' =9,ISA=2,ISB=1,IDA=2,and IDB = 1.IA =5 and IB = 6. In this case, IA
is less than [B, even when /A is the largest and /B is the smallest.
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Fig. 4 Routing path for V(zxtkytk,p)
dx =dy 0

U(zxy,p)

12 dx=0,dy >4

Between path A and path A’ in Fig. 5, the shorter one is determined by
Lemma 4.

Part (a) in Fig. 5 includes the condition that dy is an even number; for part (b), dy
is an odd number. First, in Case (a), when dy is an even number, IMA =dy + (dy —
)+2=2dy+1and IMB=dy+ (dy —1—-3)+ (2 x 3) =2dy + 2. ISA = ISB
and /DA = IDB, so if dy > 4, then IMA < IMB. IMC=dy 4+ 2(dy — 1) =3dy — 1.
If dy > 4, then IMA < IMC + 2. Nodes 2 and 6 are adjacent to each other, so [SA <
[SC + 1, and nodes 8 and 9 are also adjacent to each other, so IDA < IDC + 1.
Therefore, /A < IC. Likewise, IA’ < IB’ and IA’ < IC. As mentioned in Lemma 3,
IMA = IMA’. The lengths of path A and path A’ are as mentioned in Lemma 4. In
Case (b), when dy is an odd number, IMA =dy + (dy —3) + 2 x 2) =2dy + 1
and IMB=dy + (dy — 1 —4)4+ (2 x4) =2dy + 3. ISA = ISB and [DA = IDB, so
if dy > 5, then IMA <IMB+ 2. IMC =dy 4+ 2(dy — 1) =3dy — 1. If dy > 5, then
IMA < IMC + 3. Nodes 2 and 6 are adjacent to each other, so ISA < ISC + 1, and
nodes 8 and 9 are adjacent to each other, so /DA < IDC + 1. Therefore, IA < IC.
Likewise, IA" < IB' and IA" < IC. IMA = IMA’. The lengths of path A and path A’ are
as mentioned in Lemma 4.

1.3 dx>4,dy=0

This case represents when Case 1.2 is rotated by 90° in Fig. 5, and the figure
is omitted; between path A and path A’ using a diagonal edge, the shorter one is
determined by Lemma 5.

The result of Case 1.3 is the same as that of Case 1.2, with the exception that
Case 1.2 is rotated by 90° toward the right. Only for the start basic module, the
node adjacent to path A is 8 and that adjacent to path A’ is 2; in the destination
basic module, the node adjacent to path A is 3 and that adjacent to path A’ is 7. As
mentioned in Lemma 3, IA(=1IA") < IB(=IB’) and IA(=IA") < IC. IMA = IMA’. The
lengths of path A and path A’ are as mentioned in Lemma 5.

(Case2)dx,dy>1,dr>?2
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(a) dy is even (b) dy is odd
Fig. 5 Routing path for dy >4, dx =0

Fig. 6 Routing path for dr > 2, 6
dy #0 y

5

4 ath

Path A
3
Path|B
2 th|B’
1
U

2.1 dx <dy

Between path A and path B in Fig. 6, the shorter one is determined by Lemma 4.

InFig. 6, IMA=dy+dy—2+2=2dy and IMA' =dy +dy —3+2dr =2(dy +
dr) —3.If dr > 2, then IMA < IMA’ — 1. ISA = ISA’ and nodes 2 and 6 are adjacent
to each other, so IDA < IDA’ + 1. Therefore, IA < [A’. The same applies to path B and
path B’. The lengths of paths A, A’, B and path B are as mentioned in Lemma 4.

2.2 dx >dy

This case represents when Case 2.1 is rotated by 90° in Fig. 6, and the figure
is omitted; between path A and path B in Fig. 6, the shorter one is determined by
Lemma 5.

The result of Case 2.2 is the same as that of Case 2.1, with the exception as shown
in Fig. 7, Case 2.2 is symmetrical to it from 45°. For the start basic module, the
node adjacent to path A is 2 and that adjacent to path B is 8, and for the destination
basic module, the node adjacent to path A is 7 and that adjacent to path B is 8. As
mentioned in Lemma 3, IA(=IA") < [B(=IB’) and IA(=IA") <IC. IMA = IMA’. The
lengths of path A and path B are as mentioned in Lemma 5.
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Fig. 7 Routing path for dx =0, Vixyt+l,p’)
dy=1 0
(zx-1y+1,p) 5 (zxt1y+1,p)
s 1 7} 8 1 S
7
1w ) Path C
Path E
Path D Path
PAth A
0
5
2 ) 4 8 X1 4 7
(@x-1p,p) 7 (@xt1pp)
9
3
Uzxysp)

(Case 3) dx,dy < 3 (if the start node and the destination node are very close to
each other)

31 dx=0,1<dy<3

The routing path is as shown in Figs. 7 and 8.
This case is divided into dy = 1 and dy = {2, 3} according to the value of dy.

dy=1

In Fig. 7, IMA =1 and IMB = IMC = IMD = IME = 3. In path B, ISA > ISB + 2
and /DA > IDB + 1. To meet IB < [A, ISB shall be 2 less than ISA and /DB shall not
be larger than [DA. Therefore, if ¢ = 1 and ¢’ = {1,7, 8, }, then [B < [A. Otherwise,
IB>IA. In path C, ISA > ISC + 1 and IDA > IDC + 2. To meet IC < [A, IDC shall
be 2 less than IDA and ISC shall not be larger than ISA. Therefore, if ¢ = {1, 2, 3}
and ¢’ = 1, then [C < IA. Otherwise, IC > IA. As in path B, in path D, if ¢ = 4
and ¢’ = {2, 3,4}, then ID < IA. Otherwise, ID > [A. As in path C, in path E, if
g =1{4,7,8} and g’ =4, then [E < IA. Otherwise, [E > IA.

dy =1{2,3}

In Fig. 8, IMA = IMB = [MC. The lengths of paths B and C, except path A, are as
mentioned in Lemma 4, and the values of g are 5 and 6 so that ISA can be 1 less than
ISB or ISC; the values of g’ are 5 and 9 so that [DA can be 1 less than IDB or IDC.
Thus, if ¢ = {5, 6} or ¢’ = {5, 9}, then IA < IB and IA < IB. The remaining nodes are
as mentioned in Lemma 4.

32dy=0,1<dx <3

Change x and y in Case 3.1.

This case is obtained by rotating Case 3.1 by 90° to the right; it is divided into
dx =1 and dx = {2, 3}, and the demonstration is omitted because it is the same as
for Case 3.1.
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Fig. 8 Routing path for dx =0, V(zxy+t2,p)
dy={2,3)

U(z,xy,p)

33 dr=1,dx>dy

Between path A’ and path B in Fig. 6, the shorter one is determined by Lemma 4.

In this case, dr = 1 in Case 2.1. In Fig. 7, of path A and path A’, path A is negligi-
ble. Likewise, of path B and path B’, path B is negligible. IMA" = IMB'. The lengths
of path A’ and path B’ are as mentioned in Lemma 4.

34 dr=1,dx <dy

Change x and y in Case 3.3.

In this case, as in Case 3.3, dr = 1 in Case 2.2. Of path A and path A’, path A is
negligible. Likewise, of path B and path B’, path B is negligible. IMA" = IMB'. The
lengths of path A’ and path B’ are as shown in Lemma 5.

3.3.3 Ifdz#0

In Fig. 9, it is assumed that the basic module having the same x and y values as the
start basic module, as well as the same z value as the destination basic module, is U’,
and the basic module having the same x and y values as the destination basic module,
as well as the same z value as the start basic module, is V. In addition, it is assumed
that length of the path from node U to node V' is IMA and that from node U’ to node
V is IMB. If dz = 0, then IMA = IMB according to the routing algorithm. Given that
the length of the path from node U to node U’ is IMDB and that from node V' to node
V is IMDA, IMDA = IMDB = dz + dz — 1. Therefore, assuming that the lengths of
the internal path are (U’ and [V’ in U’ and V, if ISA + IDA + IV’ < ISB+ IDB+1U’,
then /A < [B. On the other hand, if ISA +IDA + 1V’ > ISB+ IDB+[U’, then IA > IB.
Therefore, if ISA + IDA + IV’ < ISB + IDB + LU, routing shall be done with path A;
otherwise, it shall be done with path B.
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Fig. 9 Routing path for dz # 0 U'z'xy) VExyp)

2 3 R
Uz,x,y,p) Vizx'y)

3.4 Diameter and bisection width

In Fig. 9, IMA = IMB and IMDA = IMDB = dz + dz — 1. Diameter in the Pe-
tersen graph is 2, so the maximum value of ISA + IDA + [V is 6. Diameter is
MAX{MAX(IA), MAX(IB)}. MAX(IA) = IMA + IMDA + 6 = MAX(IB) = IMB +
IMDB + 6. The maximum value of /MDA is obtained when dz = [I/2] and [//2] +
[{/2] — 1. The maximum value of /MA is obtained when dx = [m /2] and dy =0 or
dx =0 and dy = [n/2]. The IMA values of the two cases are [m /2] + [m/2] — 1 and
[n/2] 4 [n/2] — 1. The maximum value of IMA is MAX([m /2] + [m /2] —1, [n/2] +
[n/2] — 1). Therefore, the result shown in Theorem 1 is obtained.

Theorem 1 The diameter of 3D PT(l,m,n) is [1/2] + [I/2] — 1 + MAX([m /2] +
[m/2]—1,[n/2]4[n/2] —1) +6.

When / = n = m, diameter k = [//2] + [I/2] — 1 + MAX([m/2] + [m/2] —
1,[n/2] 4+ [n/2] — 1) + 6 = 4[n/2] 4+ 4. The diameter has different values accord-
ing to whether » is an even number or an odd number; therefore, when it is arranged
with a larger even number, the diameter is obtained as below.

Corollary 1 The diameter of 3D PT(n,n,n) is 2n + 4.

The bisection width is the least number of edges that need to be removed in order
to separate network into two having the same number of nodes. The difference in the
number of nodes of the two separated networks shall be 1 or less. If the bisection
width is less, the network is only separated with fewer edge failures, so that it will
fail to function well. A better effect can be generated with a larger bisection width.
In brief, separating the 2D basic modules having a z value from those having a z — 1
value is more effective than separating all layers consisting of two dimensions into
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Table 1 Diameter and network cost for 3d networks

Networks Degree Diameter Network cost

3D Mesh 6 3YN 18YN

3D Torus 6 159N 9YN

3D Prismatic Twisted Torus 6 1.5YN/2 9IYN/2

3D Prismatic Doubly Twisted Torus 6 15YN/2 IYN/2

3D Hexagonal Mesh 8 =134YN -2 =10.72YN — 16
3D Honeycomb Mesh 4 =3.63YN =14.52YN

3D Petersen-torus 4 0.92YN +4 3.68YN + 16

two. Additionally, the basic modules having a value of z 4 [//2] and those having a
value of z — 1 + [//2] shall be separated. In order to separate the two-dimensional
basic modules having a z value from those having a z — 1 value, m x n dimensional
edges shall be removed. Therefore, the result shown in Theorem 5 is obtained.

Theorem 2 The bisection width of 3D PT(l, m, n) is 2mn.
When n =m,
Corollary 2 The bisection width of 3D PT(l, n, n) is 2n”.

In the following, a comparison is made between degree, diameter, and network
cost when 3D networks with degree as a constant have the same number of nodes.
The 3D PT has a shorter diameter and lower network cost than the other networks. In
Table 1, N is the number of nodes.

The number of nodes for 3D mesh(n, n, n) is n3, and the diameter is 3n. The
number of nodes for 3D torus(n, n, n) is n3, and the diameter is 1.5n. The number
of nodes for a 7-sized 3D honeycomb mesh is (3213 — 21) /3, and the diameter is
8t — 4 [23]. The number of nodes for 3D Prismatic Twisted Torus(2a, a, a) is 243,
and the diameter is 3a /2 [33]. The number of nodes for 3D Prismatic Doubly Twisted
Torus(2a, a, a) is 243, and the diameter is 3a/2 [33]. The number of nodes for a ¢-
sized 3D hexagonal mesh is 10¢3/3 4+ 5¢> 4+ 11¢/3 — 1, and the diameter is 2(r —
1) [21]. The number of nodes for 3D PT(n, n, n) is 10n3, and the diameter is 2n + 4.

3.5 Hamilton cycle

If a network has a Hamilton path or Hamilton cycle, it can readily implement a ring or
linear arrangement; this is used as a pipeline and is very useful in parallel processing.
If a Hamilton cycle exists on a node in a graph, the graph has a Hamilton cycle on all
nodes, because a Hamilton cycle is a ring structure. In this paper, as shown in part (a)
in Fig. 11, a Hamilton cycle starts from (0, 0, 0, 5) to reach (0, 0, 0, 5) via all nodes.
Next is the Hamilton algorithm, as shown in Fig. 10 by steps. In the following, the
paths among all nodes in the basic module, which are passed through in accordance
with Lemma 2, are omitted.
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Fig. 10 Hamilton cycle for 3D PT

[Step 1] Start from node (0, 0, 0, 5), move along nodes 9, 8, 7, 6, 2, 3,4, 0, and 1 of
the basic module (0, 0, 0) to reach node (0, 0, 0, 1).
[Step 2] If the y address value of the current node is n — 1, move to the (m — 1)th
right basic module; otherwise, move to the (m — 2)th right basic module.
[Step 3] If the y address value of the current node is n# — 1, move to [Step 7]; oth-
erwise, move to the upper basic module.
[Step 4] If the y address value of the current node is n — 1, move to the (m — 1)th
left basic module; otherwise, move to the (m — 2)th left basic module.
[Step 5] If the y address value of the current node is n — 1, move to [Step 7]; oth-
erwise, move to the upper basic module.
[Step 6] Repeat [Step 2]-[Step 5].
[Step 7] Move to the lower (n — 1)th basic module to reach node (0, m, 0, 6).
[Step 8] Start from node (0, m, 0, 6) to reach node (0, m, 0, 0) vianodes 5,9, 8,7, 4,
3,2, and 1 of the same basic module.
[Step 9] Start from node (0, m, 0, 0) to reach node (1, m, 0, 5).
[Step 10] Make [Step 8] symmetrical to the x axis at [Step 1] and repeat this process
until it reaches node (1, 0, 0, 0).
[Step 11] If the z address value of the path is / — 1, it reaches the start node (0, 0, 0, 5)
to complete the Hamilton cycle; otherwise, it reaches node (2, 0, 0, 5).
[Step 12] Reach node (2,0,0, 1) via nodes 6, 7, 8, 9, 3, and 2 of the same basic
module in node (2, 0, 0, 5).
[Step 13] Repeat [Step 7] at [Step 1], and reach node (2, m, 0, 6).
[Step 14] Start from node (2, m, 0, 6) to reach node (2,m, 0, 1) via nodes 2, 3, 4, 7,
8,9, 5, and O of the same basic module.
[Step 15] Start from node (2,m, 0, 1) to reach the start node (0,0, 0,5) via node
(2,0,0,4) and node (2, 0, 0, 0).

Figure 11 shows the Hamilton path in the basic modules A, B, and C in Fig. 10.
In the basic module A, the initial start node is 5 and it moves from node 1 to node
(0,1, 0,4). It makes its rounds of all nodes and reaches node 5 from node (Z, 0, 0, 0).
In the basic module B, it returns to node (z, 0, 1, 6) from node (z, 0, 1, 9). If it makes
its rounds of the last two dimensions at present, it returns to the start node (0, 0, 0, 5);
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(0,0,0,5) (z+1,0,0,5) (0,0,0,5)
(-1,0,0,0)

(1,0,0,0)

(1,1,0,4)

2 3
(0,0,0,0) @0,0.p) (1,0.0.p)
(a) Basic Module A (b) Basic Module B (c) Basic Module C

Fig. 11 Hamilton path for basic modules A, B, and C

otherwise, it returns to the (z + 1)-dimensional node (z + 1, 0, 0, 5). If the last two
dimensions’ z value is an even number, it returns to the start node in the basic module
B, and if it is an odd number, it passes through the basic module C. The basic module
C is more complex. The path coming into node 5 from node (I — 1, 0, 0, 0) does not
make its rounds of all nodes but, as shown in part (c) of the figure, goes out to node
(1,1,0,4) via nodes 5, 6, 7, 8, 9, 3, 2, and 1. The last path making its all rounds of
all nodes on the condition of z = [ returns to node 4 and enters the start node of the
Hamilton path via node 5.

4 Conclusion

An effective interconnection network is a critical factor in the performance of large-
scale parallel processing systems. Mesh-like, hypercube-like, and star graph-like in-
terconnection networks that have typically been designed 3D interconnection net-
works, which extend mesh-like 2D interconnection networks to 3D, have also been
developed. In this paper, a 3D PT was designed, an extension of a 2D PT. A 3D PT is
effective in terms of network cost, because it is designed by replacing a diameter edge
with a dimensional one without adding an edge when the 2D PT is extended, rather
than by increasing the degree. In particular, in terms of network cost, for the same
number of nodes (), the 3D PT has a value that is improved by four times in rela-
tion to the 3D mesh; two times, 3D torus; two times, 3D hexagonal mesh; and three
times, 3D honeycomb mesh. The 3D PT is more advantageous than the 3D mesh or
the torus networks in terms of the network cost. In relation to the limitation on the
number of nodes when extending the network, it is better than both the 3D hexagonal
mesh and the 3D honeycomb mesh. The Hamilton cycle algorithm developed in the
designed network is available as a broadcasting and pipeline algorithm. However, us-
ing a Hamilton cycle to broadcast is inefficient. Therefore, a study on a new efficient
broadcasting algorithm is required.

@ Springer



Three-dimensional Petersen-torus network: a fixed-degree network 1003

(a) (b) (c)

Fig. 12 Distance among nodes adjacent to the external edge

Appendix

In the following explanation, an interior angle is the lesser one of the two angles
formed at the point where the external edges of two nodes are extended and meet, as
shown in part (b) of Fig. 2. For example, the nodes combined with the edge of node
4 and that forming an interior angle of 45° are 3 and 7. The angle mentioned in the
following is of course an interior angle.

Lemma 3 The distance between nodes combined with external edges other than di-
mensional edges in the Petersen graph of the basic module is as shown below:

(1) If there is node p combined with an external edge, as well as nodes p’ and p"
combined with two external edges forming an interior angle of 45° with the ex-
ternal edge, the distance between p and p’ and that between p and p" is 1.

(2) The distance between nodes 2 and 3 combined with diagonal edges is 1, and that
between nodes 7 and 8 combined with reverse diagonal edges is 1.

(3) The distance between nodes combined with all external edges except (1) and (2)
is 2.

Proof In Fig. 12, several examples of Lemma 3 are shown. Part (a) shows (1) of
Lemma 3, part (b)—(2), and part (c)—(3). In part (a), the edge combined with node
2 forms an angle of 45° with the edges combined with node 1 and node 6, respec-
tively, and node 2 and node 1, as well as node 2 and node 6, are adjacent to each
other; therefore, they are within distance 1. In the same manner, node 4 is adjacent to
nodes 7 and 3. Parts (b) and (c) are clear, as shown in the figure, so their explanation
is omitted. The demonstration is replaced with Fig. 2, showing an edge design of 3D
PT(l, m,n), and Fig. 12, showing an example of Lemma 3. O

Lemmad4 FromU(z,x,y,p)toV(Z,x',y', p'), there are two paths A and B where
SA and SB or DA and DB are not specified, and if IMA = IMB, the following prop-
erties are shown. (Here, it is assumed that 7 = 7/, the start node of MA is (z, x, y, 2)
and the destination node is (z,x,y, 8), the start node of MB is (z,x,y,7) and the
destination node is (z,x,y,3).)

(1) If p=2,I1A <IB.
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Fig. 13 Routing path for Vizxyt2,p))
dx=0,dy >4

Path C

Path B

Uzx.p)

) If pef{l,3}and p' #3,IA<IBandif p € {1,3} and p' =3, IA > IB.

3) If p€{0,5,6,9} and p' € {2,3,4}, IA > IB and if p € {0,5,6,9} and p’ #
{2,3,4), 1A < [B.

@) If pe{4,8yand p' #8,IA>IBandif p € (4,8} and p' =8, 1A < IB.

(5) If p=1,IA > IB.

Proof In Fig. 13, MA of the path A and MB of the path B are indicated in thick solid
lines and it is assumed that IMA = [MB. Therefore, if ISA+ [DA > I[SB+ IDB, IA > IB
and if ISA + IDA < ISB + IDB, IA < IB.

(1) If node p =2,ISA =0 and ISB = 2. Diameter is 2 in the Petersen graph, so
IDA < IDB + 2. Therefore, ISA + IDA < ISB + IDB, IA < [B.

(2) If node p € {1,3},ISA =1 and ISB=2.1If p’ =3, IDA=2 and IDB = 0.
Therefore, ISA + IDA > ISB + IDB, IA > IB. If p’ # 3, IDA < IDB + 1. Thus, ISA +
IDA < ISB+ IDB, IA < IB.

(3) Ifnode p €{0,5,6,9},ISA=ISB=1.1If p’ € {2, 3,4}, IDB < IDA. Therefore,
IB<IA.If p’ #£{2,3,4}, IDA < IDB. Thus, IA < IB.

(4) If node p€{4,8},ISA=2and ISB=1.1If p’ =8, IDA =0 and IDB = 2.
Therefore, ISA + DA < ISB+IDB =1IA < IB.If p’ #8,IDB < IDA + 1. Thus, ISA +
IDA > ISB + IDB, IA > IB.
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Fig. 14 Routing path for
dx>4,dy=0

(5) If node p =7,ISA =2 and ISB = 0. Diameter is 2 in the Petersen graph, so
IDB < IDA + 2. Therefore, ISA + [DA > ISB + IDB, IA > [B. O

Lemma5 FromU(z,x,y, p)to V(Z,x',y, p’), there are two paths A and B where
SA and SB or DA and DB are not specified, and if IMA = IMB, the following prop-
erties are shown. (Here, it is assumed that 7 = 7/, the start node of MA is (z,x, y,2)
and the destination node is (z, x, y, 7); it is also assumed that the start node of MB is
(z,x,y,8) and the destination node is (z, x, y, 3).)

(1) If p=2,1A <IB.

) If pe{3,6) and p’ #3,IA<IBand if p € (3,6} and p' =3, IA > IB.

(3) If p€{0,1,4,5} and p' €{6,7,8}, IA > IB and if p € {0,1,4,5} and p’ #
(6,7, 8}, 1A < IB.

@ Ifpef{7,9Yand p' #£7,IA>IBand if p€{7,9} and p' =7, IA < IB.

(5) If p=8,1A > IB.

Proof In Fig. 14, MA of the path A and MB of the path B are indicated in thick solid
lines and it is assumed that IMA = [MB. Therefore, if [SA+[DA > [SB+ DB, IA > IB
and if I[SA + IDA < ISB+ IDB, IA < IB.

(1) If node p = 2,ISA =0 and ISB = 2. Diameter is 2 in the Petersen graph, so
IDA < IDB + 2. Therefore, ISA + I[DA < ISB + IDB and /A < [B.

(2) If node p € {3,6},ISA=1and ISB=2.1f p’ =3, IDA =2 and IDB = 0.
Therefore, ISA + [DA > ISB+ IDB =1IA > IB. If p’ # 3, IDA < IDB+ 1. Thus, ISA +
IDA <ISB+ IDB and IA < IB.

(3)Ifnode p €{0,1,4,5},ISA=ISB=1.1If p’ € {6,7, 8}, IDB < IDA. Therefore,
IB<IA.If p' #£1{6,7,8}, IDA < IDB. Thus, IA < IB.

(4) If node p € {7,9},ISA=2and ISB=1.1If p' =7, IDA =0 and [DB = 2.
Therefore, ISA + IDA < ISB+IDB =IA < IB.If p’ #7,IDB < IDA + 1. Thus, ISA +
IDA > ISB + IDB and IA > [B.

(5) If node p = 8,1ISA =2 and ISB = 0. Diameter is 2 in the Petersen graph, so
IDB < IDA + 2. Therefore, ISA + IDA > ISB + IDB and [A > [B. O
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