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Abstract A directional sensor network consists of a large number of directional sen-
sors (e.g., image/video sensors), which have a limited angle of sensing range due to
technical constraints or cost considerations. In such directional sensor networks, the
power saving issue is a challenging problem. In this paper, we address the Directional
Cover and Transmission (DCT) problem of organizing the directional sensors into a
group of non-disjoint subsets to extend the network lifetime. One subset in which
the directional sensors cover all the targets and forward the sensed data to the sink is
activated at one time, while the others sleep to conserve their energy. For the DCT
problem proven to be the NP-complete problem, we present a heuristic algorithm
called the Shortest Path from Target to Sink (SPTS)-greedy algorithm. To verify and
evaluate the proposed algorithm, we conduct extensive simulations and show that it
can contribute to extending the network lifetime to a reasonable extent.
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1 Introduction

Recently, multimedia sensor networks have attracted considerable research interests
due to their vast and significant applications such as physical phenomenon or target
detection, classification, and tracking [2, 9, 18, 20]. In contrast to the conventional
sensor networks in which omni-directional sensors are deployed, the directional sen-
sor networks, e.g., radar or image/video sensor networks [19, 21], have different
sensing features. The most distinguishing characteristic of it is the limited sensing
angle due to the constraints of manufacturing techniques, size and cost [1, 22]. Each
directional sensor can sense only a sector of the disk, centered at itself, with the
radius being equal to the sensing range. Moreover, in many types of directional sen-
sors, the rotation function of directional sensors enables their directional coverage
region to rotate and face to the selected orientation, and thus allows them to work
in distinct orientations in cooperation with neighboring directional sensors. Unlike
omni-directional sensor networks, the discrete target coverage in directional sensor
networks is determined by both location and orientation of the sensors. This feature
of directional sensor networks makes a network more complex. So, many methods
for omni-directional sensor networks are not suitable for directional sensor networks.

In directional sensor networks, a power saving is still a critical issue because the
sensor batteries can only store limited power and in most cases, they are hardly pos-
sible to replace their battery by a new one or be recharged [12, 25]. We assume that
each directional sensor is non rechargeable and dies when it runs out its power. This
issue is commonly resolved using a sensor wake-up scheduling protocol by which
some sensors stay active to provide sensing services while the others sleep to con-
serve their energy. We consider the sensor scheduling problem to maximize network
lifetime while maintaining both the target coverage and network connectivity in di-
rectional sensor networks.

In this paper, we propose a new problem, called the Directional Cover and Trans-
mission (DCT) problem, the objective of which is to maximize the lifetime of a di-
rectional sensor network while not only continuous monitoring of all targets (target
coverage) and forwarding the sensed data to the sink (connectivity) but also resolving
the overlapped target issue. The overlapped target issue will be handled in Sect. 3.

Our strategy to solve this problem is to group all the deployed directional sensors
into a number of sensor subsets. This subset of directional sensors is activated succes-
sively. Only sensors in an active subset are used to sense targets and to forward sensed
data to the sink, and all the other sensors go into a sleep state. We call such a subset
of directional sensors as the Directional Cover and Transmission (DCT) graph. The
energy consumption of each sensor is directly related to the amount of data sensed
and relayed by the directional sensor. Accordingly, we propose a new sensor’s energy
consumption model that is applicable to properties of directional sensor networks. We
also reformulate the DCT problem by the sensor energy consumption model and de-
veloping a new graph model. We call the problem of finding DCT graphs and allocat-
ing the work time for each of them as Maximum Directional Cover and Transmission
Graph (MDCTG) problem. Due to the NP-completeness of the MDCTG problem,
we design a heuristic algorithm to solve the MDCTG problem, called the Shortest
Path from Target to Sink (SPTS)-greedy, which uses a greedy method to generate a
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maximum number of DCT graphs. To verify and evaluate the proposed algorithm,
we conduct extensive simulation and show that our problem formulation and the pro-
posed algorithm can contribute to extending the network lifetime largely.

Some applications such as target classification and surveillance systems are re-
quired the accuracy and reliability of the observations [10]. For these conditions, we
simply extend our problem to k-target coverage, in which each target should be cov-
ered by directions of at least k (k ≥ 1) different sensors at any time.

The remainder of this paper is organized as follows. Section 2 briefly reviews
the related works. In Sect. 3, we introduce our system model and describe the DCT
problem with an example. Section 4 presents our solution, which consists of six parts:
we introduce the DCT graph in Sect. 4.1, propose the sensor’s energy consumption
model in Sect. 4.2, present the MDCTG problem in Sect. 4.3, propose our SPTS-
greedy algorithm in Sect. 4.4, and finally present extended version of our problem by
considering k-target coverage in Sect. 4.5. Section 5 shows the simulation results for
our algorithm, and Sect. 6 concludes our paper.

2 Related works

For omni-directional sensor networks, many scheduling algorithms to prolong the
network lifetime while guaranteeing certain coverage has been studied [5]. A schedul-
ing problem on the complete area coverage, which represents how well a region of
interest is monitored, is studied in [8, 11, 23]. The target coverage is one of the funda-
mental measures of the quality of service (QoS) of the sensing function. The goal is
to have each target in the physical space of interest within the sensing range of at least
one sensor. [4] introduced the target coverage problem, where disjoint sensor sets are
modeled as disjoint cover sets, such that every cover set completely monitors all the
targets. This problem was called MSC (Maximum Set Covers). The MSC problem
was proved to be NP-complete in the study. This problem was further extended in
[6], where sensors were not restricted to participation in only disjoint sets, that is, a
sensor could be active in more than one set.

In [23], both area coverage and communication connectivity are considered in the
scheduling algorithms for omni-directional sensor networks. If the communication
radius is at least twice of the sensing radius, complete area coverage implies net-
work connectivity among the active sensors. Other previous works [14, 15, 17, 24]
addressed network lifetime maximization problems by grouping sensors into cover
trees, each of which can guarantee both the target coverage and the connectivity to a
sink.

The scheduling problems in directional sensor networks have recently gained in-
tense interest. Compared to omni-directional sensors, directional sensors are obvi-
ously different in that the coverage region of a directional sensor is determined by
both its location and orientation. The work relevant to the coverage issue in direc-
tional sensor networks is presented in [1, 3, 22] which aim to maximize the network
lifetime by finding cover sets in each of which the directions cover all the targets. The
scheduling problem addressed in this paper differs from the existing works because
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we consider the following issues at the same time: (1) directional coverage, (2) con-
nectivity, and (3) overlapped target. For simplicity, directional sensors henceforth will
be called sensors.

3 System model and problem statement

In our system model, a directional sensor network is composed of N sensors, each
of which has W directions and operates only one direction (current direction) with a
uniform sensing range at any instance. All sensors are randomly scattered to cover M

targets in a two-dimensional plane. When the sensors are randomly deployed, each
sensor initially faces to one of its directions. That is, directions of a sensor do not
work at the same time. The active sensing region is determined by the chosen direc-
tion of the sensor. A direction of sensor can cover a target if the sensor faces in the
direction and there is the target within the active sensing region. Each sensor is able
to vary its communication ranges, using a possibly large set of transmission power
levels. The maximum communication range is achieved when the maximal allowable
transmission power is used. Two sensors are connected if they are within each other’s
maximum communication range. All the sensors can communicates with the sink via
single-hop or multi-hop communication. All deployed sensors are homogeneous in
terms of sensing and communication range and initial energy. We also assume that
each sensor is aware of their location by using an arbitrary localization method [16].
The active sensors are divided into two types: source or relay sensor. A source sensor
covers one or more targets and generates messages to send the sensed data to the sink.
A relay sensor delivers the messages to other relay sensor or the sink.

We show an example of a directional sensor network in Fig. 1. sn (1 ≤ n ≤ 3) and
pm (1 ≤ m ≤ 5) denote the set of sensors and targets, respectively. Each sensor has
three directions in Fig. 1. dn,i(1 ≤ i ≤ 3) represents the directions of sn. In this figure,
d1,3, d2,3, and d3,2 denote the current direction of s1, s2, and s3, respectively. A target

Fig. 1 An illustrative example
for a directional sensor network
with five targets of interest
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can be sensed (or covered) only when it is within at least one active sensing region.
For example, p1 and p2 are covered simultaneously by d1,3 of s1.

In this paper, the network lifetime is defined as the duration up to the time when
there exists a target that can no longer be covered by current diction of at least one
source sensor or sensed data cannot be forwarded to the sink any longer due to the
depletion of energy of the sensors.

It is noted that there are overlapped targets that simultaneously are covered by
directions of adjacent sensors. The adjacent sensors can usually gather the same data
from the overlapped targets and deliver them to the sink. In Fig. 1, p2 is an overlapped
target since it is covered by both d1,3 and d3,2. Although such data duplication might
be helpful to enhance the data reliability, multiple transmissions of the same data
obviously have an adverse effect on the extension of network lifetime. To prevent
such a redundancy, only one direction among directions of adjacent sensors that cover
an overlapped target should transmit the sensed data to a relay sensor or the sink.

The Connected Target Coverage (CTC) problem has been considered as a repre-
sentative network lifetime maximization problem that considers the connectivity to
a sink as well as the continuous monitoring of all targets with known locations in
omni-directional sensor networks [24]. In this paper, we present a new problem, the
DCT problem, of which objective is to maximize the network lifetime in directional
sensor networks. The DCT problem is more constrained than the CTC problem and
it is defined as follows.

Definition 1 DCT (Directional Cover and Transmission) Problem: Given a set of
targets located at fixed known positions and a set of sensors that are randomly de-
ployed in the targets’ vicinity, schedule the sensors’ activity to satisfy the following
four requirements:

(1) Target coverage requirement: all targets should always be covered by at least
one current direction of source sensor;

(2) Connectivity requirement: there should be a route to deliver sensed data from
each target to the sink through a subset of sensors;

(3) Redundancy removal requirement: only one among directions of adjacent sen-
sors that cover an overlapped target should transmit the sensed data to a relay sensor
or the sink;

(4) Lifetime maximization requirement: the lifetime of a directional sensor network
should be maximized.

Figure 2 illustrates two possible schedules to satisfy the requirements of the DCT
problem. In the figure, there are nine sensors, three targets, and one sink. There exists
a sensing link (a dashed edge) between a source sensor and a target if a direction
of the source sensor can cover the target. Some sensing links are represented as di-
rected dashed edges if the source sensor processes and transmits data sensed from
the target. For each target, it is noted that there should be only one directed dashed
edge to satisfy the overlapped target requirement of the DCT problem. There exists
a communication link (a solid edge) between two sensors if the two sensors are con-
nected. Some communication links between two sensors are represented as directed
solid edges if the two sensors exist on a route that can be used to relay data from
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Fig. 2 Illustration of DCT problem (M(Px) denotes a message including data sensed from target Px )

sources to the sink. This figure illustrates that only a subset of the deployed sensors is
sufficient to satisfy the requirements of the DCT problem and different subsets can be
activated in different intervals. The other sensors that are not included in the subsets
will go into the sleep state to conserve power.

4 Proposed algorithm

In this section, we first introduce the DCT graph and a new sensor’s energy consump-
tion model. Then, we reformulate the DCT problem into the MDCTG problem that
has a form of classical maximization problems and propose our greedy algorithm for
solving the MDCTG problem. Finally, we present extended versions of our problem
by considering k-target coverage.

4.1 Network model

Let S = {s1, s2, . . . , sN } (|S| = N ) and P = {p1,p2, . . . , pM} (|P | = M) denote the
set of deployed N sensors and the set of M targets, respectively. We also define
D = {dij |i = 1 . . .N, j = 1 . . .W } (|D| = N ∗ W ) as the set of directions. di,j (1 ≤
j ≤ W) represents the j th direction of si . We use R to denote the sink node. The
directional cover and transmission structure of the given sensor network are modeled
as a weighted graph G = (V ,E), where V represents the sensors, targets and sink
node (V = S

⋃
P

⋃{R}), and E contains the set of sensing links and communication
links with an associated edge cost function based on the energy consumption.

We assume that the active/sleep state of each sensor does not change in an OTI
(Operation Time Interval), denoted by τ . Let Ss(τ ) and Sr(τ ) denote the sets of
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Fig. 3 An illustrative example for cover tree and DCT graph: (a) initial network, (b) cover tree, and
(c) DCT graph

active sensors selected as sources and relays, respectively, in an OTI τ . Therefore, it
is evident that the set of all active sensors in τ is Ss(τ )

⋃
Sr(τ ). Now, we define the

DCT graph G(τ) as follows.

Definition 2 DCT (Directional Cover and Transmission) graph G(τ): A DCT graph
G(τ) = ((Ss(τ )

⋃
Sr(τ )

⋃
P

⋃{R}),E′(τ )) is a DAG (directed acyclic graph) that
satisfies the requirements (1), (2), and (3) of the DCT problem in OTI τ . E′(τ ) is the
set of sensing links (between targets and source sensors) and communication links
(between active sensors) in OTI τ .

This DCT graph is similar to the cover tree defined in [24]. However, the vertices
in the cover tree represent only the source and relay sensors (and not the targets),
whereas the vertices of the DCT graph represent the targets as well as the source and
relay sensors. This implies that the cover tree does not take the overlapped target into
consideration, and therefore, it allows sensors to transmit the same data and causes
them to waste energy because of such redundancy. In the DCT graph, on the other
hand, it should be noted that only one direction among the directions of adjacent
sensors that monitor an overlapped target gathers the sensed data and transmits them
to a relay sensor or the sink. Actually, Fig. 2 shows two DCT graphs where E′(τ ) is
represented by the directed dashed edges and the directed edges.

In addition, DCT graph based on DAG can lift the assumption of tree-based ap-
proaches. That is, DCT graph can find more possible route than the tree-based ap-
proaches. This feature allows the network load to be more distributed to many sensors
so that the network lifetime can be further extended. From Fig. 3(c), we can observe
that different data sensed from each target can be delivered to the sink through differ-
ent routes. In Fig. 3, for example, sensor S8 transmits the data sensed from target P1
to relay sensor S5, while sensor S8 transmits the data sensed from another target, P2,
to a different relay sensor, S7. In tree-based approaches, on the other hand, sensor S8
should always transmit the data sensed from two targets to relay sensor S5.

4.2 Sensor’s energy consumption model

We assume that the scheduling algorithm is pre-computed at the sink, and the results
are disseminated to sensors by the sink at the system initialization. When the system
starts operation, all sensors work according to the schedule, such as when and for
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what duration to sleep, monitor targets, or relay data. To pre-computing, we suggest
the energy consumption model for the sensors that mainly reflects the energy con-
sumed for sensing/relaying data and rotating the orientation of a sensor. This model
is used to calculate the residual energy of each sensor in our scheduling algorithm.

A sensor consumes energy depending on how much data are generated, transmit-
ted, and received [13]. In the case of the target coverage scenario, each target needs
to be monitored by at least one sensor, which transmits the data to the sink. We as-
sume that all sensors have the same data generation rate for a target and therefore a
fixed number of bits, BR(τ), is generated by each direction in OTI τ . This means
that all sensors use the same sampling frequency, quantization, modulation, and cod-
ing scheme for each target. This also indicates that each sensor consumes a different
amount of energy according to the number of targets that is covered by its current
direction.

Let es and er denote the energy consumed for sensing and receiving a bit of data,
respectively. Assuming that et

ij denotes the energy consumed by a sender si to trans-
mit a bit to a receiver sj , it is expressed as

et
ij = et + b × dα

ij , (1)

where et and b are constants, dij is the Euclidean distance between sensor si and sj ,
and α is the path loss factor.

Given the DCT graph G(τ) for OTI τ , the energy consumption model for sensor
si is given by

E(si,G(τ)) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

BR(τ)esθsi + BR(τ)et
ij φsi (τ ), if si ∈ Ss(τ ) and si /∈ Sr(τ )

BR(τ)(er + et
ij )ψsi (τ ), if si /∈ Ss(τ ) and si ∈ Sr(τ )

BR(τ)esθsi + BR(τ)et
ij φsi (τ ) + BR(τ)(er + et

ij )ψsi (τ ),

if si ∈ Ss(τ ) and si ∈ Sr(τ )

0, if si /∈ Ss(τ ) and si /∈ Sr(τ )

(2)

where θsi denotes the number of targets covered by current direction of a source
sensor si ; φsi (τ ), the number of targets of which data are transmitted by a source
sensor si (φsi (τ ) ≤ θsi ); and ψsi (τ ), the number of targets of which data are delivered
by a relay sensor s.

4.3 Problem formulation

In this section, we modify the DCT problem into a new problem called the MD-
CTG problem by using the proposed DCT graph and sensor’s energy consumption
model from the above discussion. The MDCTG problem has the form of classical
maximization problems. The MDCTG problem is defined as follows.

Definition 3 MDCTG (Maximum Directional Cover and Transmission Graph) Prob-
lem: Given a graph G = (V ,E) and the initial energy E0(s) of each sensor s, where
V = S

⋃{R}⋃
P and E includes both sensing links and communication links, find

a set of DCT graphs G(τ1),G(τ2), . . . , G(τx) and their OTIs τ1, τ2, . . . , τx such that
the network lifetime, denoted as L(S,P,R,E), is maximized.
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Mathematically, the MDCTG problem is defined as

Maximize L(S,P,R,E) ≡
x∑

i=1

τi (3)

subject to
x∑

i=1

E(s,G(τi)) ≤ E0(s), ∀s ∈ S, (4)

where τi ≥ 0. (5)

In this problem definition, (4) guarantees that the total energy consumed by each
sensor si across all DCT graphs is not larger than its initial energy. Given a directional
sensor network deployed in an area, the number of DCT graphs, denoted by x, is finite
but unknown. It should be noted that the duration of any two OTIs may be different.
In addition, a sensor can appear in different DCT graphs, i.e., the sets of sensors in
different DCT graphs need not be disjoint.

The decision version of the MDCTG problem is to determine whether there exists
a set of DCT graphs G(τ1),G(τ2), . . . ,G(τx) and their OTIs τ1, τ2, . . . , τx such that
for a given initial energy of each deployed sensor,

∑x
i=1 τi is larger than or equal to

a given value T . In this paper, for simplicity, we omit the complete proof of the fact
that the MDCTG problem is NP-complete.

The MDCTG problem is proved to be NP-Complete by simple reduction to a Max-
imum Cover Tree (MCT) problem, which is NP-Complete in a previous study [24].
The MCT problem is to find a number of cover trees each of which can cover all the
targets and can send all the sensed data to the sink such that the lifetime of omni-
directional sensor networks is maximized. The MDCTG problem is more complex
than the MCT problem because the MCT problem does not take the overlapped target
issue into consideration when finding a cover tree. Moreover, unlike omni-directional
sensor networks, target coverage in directional sensor networks is further complex.
Consequently, the MDCTG problem is NP-Complete. A sophisticated proof can be
found in [24].

4.4 Proposed sensor scheduling algorithm

In this section, we propose a new heuristic algorithm called the SPTS-greedy al-
gorithm to solve the MDCTG problem. The SPTS-greedy algorithm uses a greedy
method to produce DCT graphs and their OTIs by finding the best data routes from
each target to the sink in the weighted graph G = (V ,E) with the associated edge
cost function based on the energy consumption model proposed in Sect. 4.2.

The SPTS-greedy algorithm takes S,D,P,R,E, E0(si) of each sensor si , and
maximum τ as the input parameters. The output of the proposed algorithm is a se-
quence of DCT graphs G(τ1),G(τ2), . . . ,G(τx) and their OTIs τ1, τ2, . . . , τx . We
define the following notations used in the SPTS-greedy algorithm.

– Sl : set of living sensors;
– D: set of directions of living sensors. D = {dij |i = 1 . . .N, j = 1 . . .W };
– P(dij ): set of targets covered by direction dij ;
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SPTS-greedy algorithm (S, D, P, R, τ )

(01) Sl = S; S = φ; x = 1;
(02) while

⋃
s∈Sl

Ps = P,

(03) for each dij ∈ D

(04) for each target p ∈ P

(05) if target p is covered by dij then
(06) w(p,dij ) = es × |P(dij )|; LW = LW ∪ {w(p,dij )};
(07) end if
(08) end for
(09) end for
(10) for each link(si , sj )

(11) wi,j = E0(si )/Er (si) × et
ij

; LW = LW ∪ {wi,j };
(12) end for
(13) x = x + 1; D = φ; P ′ = φ; τx = τ ; G(τx) = {R};
(14) while P ′ 
= P

(15) Find a critical target p ∈ P ; P ′ = P ′ ∪ {p}; G(τx) = G(τx) ∪ {p};
(16) Find a route R(p) with the minimum total weight;
(17) LW = LW − w(p,dij );
(18) for each s ∈ R(p), G(τx) = G(τx) ∪ {s}; end for
(19) for each link(si , sj ) ∈ L(p), wi,j = wi,j + etrans; end for
(20) end while
(21) for each s ∈ G(τx), τx = min(τx,

Er (s)
E(s,G(τx))

τx); end for
(22) for each s ∈ G(τx), Er(s) = Er(s) − E(s,G(τx)); end for
(23) Remove dead and isolated sensors from Sl;
(24) for each sensor si ∈ Sl , D = ∪W

j=1{di,j }; end for
(25) end while
(26) return G(τ1),G(τ2), . . . ,G(τx) and τ1, τ2, . . . , τx

Fig. 4 SPTS-greedy algorithm

– x: index of DCT graphs;
– Er(s): residual energy of sensor s;
– LW : set of link weights;
– w(p,dij ): weight of sensing link between target p and direction dij ;
– w(p,dij ): weights of sensing links between a target and directions of sensor si

except dij covering target p;
– wi,j : weight of communication link between sensor i and sensor j ;
– R(p): set of sensors in route from target p to the sink (e.g., R(p) ≡ s1, s2, . . . ,R);
– R(p): set of sensors in route R(p) excluding the sink;
– L(p): set of communication links in route R(p).

Figure 4 shows the SPTS-greedy algorithm. The algorithm repeatedly builds the
DCT graphs and stops once the entirety of each target is covered by at least one
direction of live sensors. The algorithm consists of the following steps:
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Step (1) Assign a weight value of sensing link (lines 3–9). we also assign a weight
value wi,j to each communication link (si , sj ) as follows (lines 11–13):

wi,j = E0(si)/Er(si) × etrans. (6)

In (6), wi,j reflects both the communication energy consumption on the link
and the residual energy level of the sending node si .

Step (2) Use a greedy method to choose active sensors to construct a DCT graph until
all the targets are covered. A target covered by a larger number of directions
is selected as the critical target (line 15). Once the critical target is selected,
our algorithm finds a unique route from the critical target to the sink in the
weighted graph G = (V ,E) such that the sum of the link weights of the
route is minimized (line 16). To determine the unique route, a well-known
technique such as Dijkstra’s algorithm can be used to find the shortest path.
Once a unique route from the critical target to the sink is found, we have to
remove w(p,dij ) because each sensor can face to only one of its directions
at any instance (line 17), and a set of sensors in the route are added to the
current DCT graph (line 18), and the weight values of communication links
in the route are updated (line 19). If unique routes from all targets to the
sink are found, a new DCT graph is constructed.

Step (3) Each DCT graph operates during the given fixed time duration OTI τ for
which all sensors remain in the same state. The OTI of a DCT graph is de-
termined by the sensor that has the least operational time until death (line
21). If an active sensor will die soon because of a lack of energy, the op-
erational time of a DCT graph depends on such a sensor, e.g., the sensor
that has the least operational time until death. Thus the OTI of the xth DCT
graph is given by

τx = min

(

τ, min
s∈G(τx)

(
Er(s)

E(s,G(τ))
τ

))

. (7)

Step (4) After a DCT graph G(τx) and its OTI τx are obtained, the residual energy
of each sensor in the DCT graph G(τx) is updated by using the energy
consumption model presented in Equation (2) (line 22). If a sensor has no
residual energy, we call it a dead sensor. If a sensor has residual energy
but cannot find a route from itself to the sink node in the weighted graph
G = (V ,E), we call it an isolated sensor. The dead and isolated sensors
are removed from Sl (line 23). Before finding a new DCT graph, the D is
updated based on the Sl (line 24).

Step (5) After obtaining all DCT graphs and their OTIs, the algorithm returns them.

4.5 k-target coverage version

To maximize network lifetime, we eliminate the redundancy of data by consider-
ing the overlapped target. However, some applications are required the accuracy and
reliability of data. For these conditions, we simply extend our problem to k-target
coverage where each target should be covered by at least k directions at any time.
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As the DCT problem cannot support k-target coverage in directional sensor net-
works, we modify four requirements of the DCT problem and the corresponding DCT
graph.

(1) k-target coverage requirement: all targets should be always covered by at least k

directions at any time;
(2) Connectivity requirement: there should be routes to deliver sensed data from

source sensor to the sink through a subset of sensors;
(3) Redundancy removal requirement: only k current directions among directions of

adjacent sensors that cover an overlapped target should transmit the sensed data
to a relay sensor or the sink;

(4) Lifetime maximization requirement: the lifetime of a directional sensor network
should be maximized.

That is, there should be k current directions to cover one target at any time, which
can be represented as sensing links between k source sensors and one target in the
DCT graph. And there should be the routes for the source sensors to send data back to
sink. Thus, our problem is transformed into the sensor scheduling problem to max-
imize network lifetime while maintaining both the k-target coverage and network
connectivity. We call this problem as k-target coverage version of the DCT problem.

For solving k-target coverage version of the DCT problem, we simply modify
the SPTS-greedy algorithm. The modification is that we produce the DCT graphs by
finding k routes from each target to the sink in the weighted graph G = (V ,E) with
the associated edge cost function based on the energy consumption model, provided
that sensors are redundantly deployed.

5 Simulation results

In this section, we first verify the SPTS-greedy algorithm and evaluate its perfor-
mance. To conduct simulations, we implemented a simulator with JDK 6.0. Using
the simulator, we constructed the simulation environments to build a directional sen-
sor network environment.

As the connectivity issue is not considered in most existing works dealing with the
target coverage problem in directional sensor networks, to demonstrate the effective-
ness of our algorithm, we compare its performance with that of the Communication
Weighted Greedy Cover (CWGC) algorithm proposed in [24] with suitable modifica-
tion to adapting in directional sensor networks. For this, a sensor operates only one
direction to have the limited sensing angle at any instance. The CWGC algorithm
greedily the source sensor set to cover the targets and constructs cover tree to using
the shortest path. For simplicity, we denote the network lifetimes obtained by the
SPTS-greedy and CWGC algorithms as NTSPTS and NTCWGC, respectively.

We simulate a stationary network with sensors and targets randomly deployed in a
100 m × 100 m area. The sink node is placed in the middle of the area (at the position
(50 m, 50 m)). The initial energy of each sensor is set to be 20 J. The values of various
parameters are chosen as follows: τ = 60 sec, et = 50 nJ/bit, b = 100 pJ/bit/m4,
α = 4, es = 150 nJ/bit, and er = 150 nJ/bit [7, 24]. The data sensed from a target is
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Fig. 5 Effect of the number of sensors on the network lifetime (M = 20)

generated by each source node at the rate of 10 Kbps. We assume that all sensors have
the same sensing range (20 m), the same maximum communication range (40 m) and
the number of directions is 3 (W = 3). By default, we consider 20 targets (M = 20)
and 100 sensors (N = 100), where the numbers will be changed to verify the variation
in the performance versus the number of sensors and targets.

5.1 Impact of network parameters

Figure 5 shows the network lifetime obtained by the SPTS-greedy algorithm relative
to that obtained by the CWGC algorithm. Each value plotted on the figure is the av-
erage result of 100 randomly generated networks. The number of sensors N is varied
between 60 and 120 to analyze the effect of sensor density on the network lifetime. It
is observed that the network lifetime apparently increases with the number of sensors
because more sensors can be scheduled to cover targets and relay data. It is evident
that the proposed SPTS-greedy algorithm always outperforms the CWGC algorithm
and the performance gap between NTSPTS and NTCWGC increases with the number
of sensors (see the ratio of NTSPTS to NTCWGC). When more sensors are deployed,
each target can be covered by more directions, and thus, the redundancy caused by
the overlapped targets increases. In this situation, the proposed algorithm selects only
one direction that deals with an overlapped target to eliminate such redundancy. The
proposed scheme also finds a more energy-efficient route to a sink for sensed data
from a target by utilizing per-target routing policy when the number of deployed sen-
sors increases.

Figure 6 shows a plot of the variation in the network lifetime with the number of
targets. With an increase in the number of targets, a sensor consumes more energy
because the amount of data produced by the targets increases in the network. There-
fore, the network lifetime apparently decreases with an increase in the number of
targets. The figure also shows that NTSPTS is always greater than NTCWGC and the
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Fig. 6 Effect of the number of targets on the network lifetime (N = 100)

Fig. 7 Effect of the sensing
range on the network lifetime
(N = 100 and M = 20)

gap between the two increases with the number of targets. This is also attributable
to the fact that the SPTS-greedy algorithm can remove the redundancy caused by
overlapped targets and that it uses the approach based on the graph.

Figure 7 shows the effect of the sensing range and maximum communication range
on the network lifetime. Usually, the number of sensing and communication links in-
creases in the weighted graph G = (V ,E) with the sensing range and communication
range. In such the graph with many sensing and communication links, there will be
more energy-efficient routes from each target to the sink. From Fig. 7, we can observe
that both algorithms can suitably find such energy-efficient routes. It is also noted that
when the sensing range become high, the network lifetimes obtained by the SPTS-
greedy algorithm do not change significantly and the performance gap between both
algorithms becomes less significant. This indicates that the proposed scheme can find
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Fig. 8 Effect of the maximum
communication range on the
network lifetime (N = 100 and
M = 20)

energy-efficient routes even when the sensing range are not high. In other words, the
SPTS-greedy algorithm can also save more energy of sensors by reducing the sensing
range, but it can still produce energy-efficient routes. Figure 8 shows the effect of the
maximum communication range on the network lifetime. In general, more energy-
efficient route will be found by increasing communication links. However, we found
that the network lifetimes obtained by two algorithms do not change significantly
even if many communication links are created by wider communication range. The
reason is that these links are not used because of the inefficiency by long distance.

5.2 Impact of topology

The simulation results shown in the previous sections provided the network lifetimes
of the SPTS-greedy and CWGC algorithms when the sensors are randomly (or uni-
formly) distributed at the initial deployment. Usually, sensors that are close to the
sink are likely to consume more energy than others and quickly reach the dead state
because such sensors are frequently selected to relay data to the sink. This will create
a cascading effect that will shorten network lifetime. On the other hand, the sen-
sors furthest from the sink are more likely to live when the network lifetime is ex-
pired. Therefore, the network lifetime will be high if more sensors are deployed in
the vicinity of the sink node. To verify it, we simulate the performance on other types
of topologies for the initial deployment. That is, we will use the normal distribution
with diverse values of the standard deviation (σ ) for the positions of all sensors.

Figure 9 shows the network lifetimes obtained by our algorithm under different
σ when sensors are deployed following the normal distribution. The mean value for
positions of all sensors is always the position of the sink (position (50 m, 50 m)) and
σ is varied between 20 and 60 with an increment of five. From Fig. 9, we examine that
the network lifetime will be high more than uniformly distributed when more sensors
are deployed in the vicinity of the sink node (σ is between 20 and 40). However,
its performance becomes low when most sensors are gradually situated at the region
furthest from the sink (σ is between 45 and 60). If σ is less than 20, most sensors are
concentrated around the position of the sink, and thus, some targets located at outer
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Fig. 9 Effect of sensor distribution on the network lifetime (N = 100 and M = 20)

positions are not covered by any direction from the initial deployment (implying that
the network lifetime is zero).

5.3 Analysis of k-target coverage

The effect on the network by the k-target coverage as well as the overlapped target
is studied by simulations in this section. Both the k-target coverage and overlapped
target may be helpful to enhance the accuracy and reliability of data by duplicate
transmission. However, there is much difference between them. In the case of k-target
coverage, all targets are fairly covered by at least k directions. In contrast, the over-
lapped target may be unfairly covered by arbitrary directions. Therefore, duplicate
data transmission for the overlapped target is not significant to enhance the accuracy
and reliability. These results are shown in Table 1. It presents the number of data
transmission for each target measured in two algorithms. In our solution for k-target
coverage, each target is exactly covered by k directions because of the k-target cover-
age requirement and overlapped target requirement. On the other hand, we can show
that the number of transmission varies from target to target in the CWGC algorithm.

Figure 10 shows the network lifetime varied by the required degree k of target
coverage. The number of sensors is varied from 60 to 120 with an increment of 10.
As expected, the network lifetime decreases sharply with the increment of coverage
degrees since more sensors can be involved to cover a target and relay data resulting
in the increment of sensor energy consumption. This implies that the network lifetime
of the CWGC algorithm is similar to the one of our solution with degree 3 (k = 3)

and it gradually becomes lower than the one of our solution with degree 3 when the
number of sensors becomes high because the duplicate transmission caused by the
overlapped target increases.
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Fig. 10 The effect on the network lifetime by k-target coverage (N = 100 and M = 20)

Table 1 The number of data transmissions for ten targets (N = 100 and M = 20)

ID of a target 1 2 3 4 5 6 7 8 9 10 Average

SPTS-greedy (k = 3) 3 3 3 3 3 3 3 3 3 3 3

CWGC 2 1 3 3 1 4 4 2 2 3 2.5

6 Conclusion

In this paper, we have proposed an algorithm to schedule the active time of sensors
such that (1) the directions of active sensors can cover all the targets, (2) only one
among directions of adjacent sensors that cover an overlapped target should transmit
the sensed data to a relay sensor or the sink, and (3) such sensors find energy-efficient
and unique routes from each target to the sink. We first proposed a new schedul-
ing problem called the DCT problem, to maximize the network lifetime such that
each active set of sensors satisfies the above mentioned conditions. From the simula-
tion study, we also showed that the proposed approximation algorithm, called SPTS-
greedy, is suitable for solving the DCT problem and we analyze its performance in
terms of network lifetime. The improved performance gain comes from (1) eliminat-
ing the transmission of the same data from overlapped targets and (2) constructing
many DCT graphs that allow the network load to be distributed to many sensors by
delivering different data sensed from each target to the sink through different routes.
As a result, our study ensured that a directional sensor network can guarantee k-
coverage and 1-connectivity while being energy efficient. As part of our future work,
we will extend our study such that maximal lifetime scheduling algorithms guarantee
both k-coverage and k-connectivity.
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