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Abstract Data replication is the creation and maintenance of multiple copies of the
same data. Replication is used in Data Grid to enhance data availability and fault
tolerance. One of the main objectives of replication strategies is reducing response
time and bandwidth consumption. In this paper, a dynamic replication strategy that
is based on Fast Spread but superior to it in terms of total response time and total
bandwidth consumption is proposed. This is achieved by storing only the important
replicas on the storage of the node. The main idea of this strategy is using a threshold
to determine if the requested replica needs to be copied to the node. The simulation
results show that the proposed strategy achieved better performance compared with
Fast Spread with Least Recently Used (LRU), and Fast Spread with Least Frequently
Used (LFU).

Keywords Data grid · Replication strategy · Fast spread · Least recently used ·
Least frequently used · Simulation

1 Introduction

A Data Grid consists of a collection of geographically distributed computer and stor-
age resources located in different places, and enables users to share data and other
resources [1, 6, 11].
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In the Data Grid, a user located somewhere may need to run an intensive job on
a large data set. This user may choose to get the data from where it exists to the
local computing resource and run the job there. On the other hand, it may be better to
transfer the job to where the data exists, or both the job specification and the data may
be sent to a third location that will perform the computation and return the results to
the user.

When a user requests a file, large amount of bandwidth could be spent to send
the file from the server to the client. Moreover, the delay involved could be high.
Thus, it could be beneficial to create replicas of the same file at different locations.
The main goals of using replication are to reduce access delay and bandwidth con-
sumption [13]. There are two kinds of replication: static and dynamic replication.
Dynamic replication [2, 5, 7, 12, 14, 15, 17, 18] has an advantage over static repli-
cation [4] because it can adapt to changes in user behavior. Some of the well-known
dynamic replication strategies that have already been implemented are No Replica-
tion or Caching, Best Client, Cascading Replication, Plain Caching, Caching plus
Cascading Replication, and Fast Spread [3, 8, 10].

Fast Spread is one of the best replication strategies especially for random request
patterns [13]. In this strategy, which is our main concern in this paper, a replica of
the file is stored at each node along its path to the user. If the storage of one of these
nodes is full, a group of replicas (that contains one or more replicas) needs to be
deleted in order to store the new replica. The problem is if this group of existing
replicas is more important than the new replica. Even in this case, this group must be
deleted. The aim of this paper is to propose a new strategy that is based on Fast Spread
but better than it. This is achieved by using a dynamic threshold that determines if
the replica should be stored at each node along its path to the user. If the decision
taken based on the threshold value is storing the new replica, then the new replica is
considered more important (achieved higher number of requests by its node) than the
group of replaced replicas. This new strategy is named Modified Fast Spread (MFS)
strategy.

The rest of this paper is organized as follows. Section 2 gives a description of the
employed network structure. Section 3 presents the new proposed strategy. Section 4
describes the metrics for measuring the strategies’ performance. Section 5 explains
how the simulation is configured. Section 6 discusses the simulation results. Section 7
concludes the paper and poses future directions.

2 Network structure

The employed network structure consists of a Server node and a number of Client
nodes that interact with each other as appears in Fig. 1. The Server node is the node
with the main storage which contains all the data that belongs to the Data Grid. On the
other hand, Client nodes are the nodes that create the requests. Each of these nodes
includes a storage that is relatively small if compared with the Server node’s storage
and cannot hold all the requested replicas. Thus, some of the requested replicas are
brought from the other nodes.

In this structure, there is a shortest path from each Client node to the Server node.
When a Client node requests a replica, it first searches its own storage. If it is stored



A threshold-based dynamic data replication strategy 303

Fig. 1 Network structure

there, it just uses it. Otherwise, it keeps looking for it on every node on the shortest
path. When it finds it, it brings it backward to itself so it can use it.

3 MFS strategy

As mentioned in Sect. 1, Fast Spread strategy stores a replica of the file at each node
along its path to the user. The problem is if the nodes’ storage is full and there is no
space for storing the replica. In this case, a group of replicas needs to be removed
from the storage in order to store the new replica. But, what if that group of replicas
that needs to be removed is more important than the new replica? Fast Spread strategy
does not take this into account and replaces that group with the new replica even if it
is more important than the new replica.

On the other hand, the MFS takes this into consideration and replaces that group
only if it is less important than the new replica. For a given node, the replica with the
smallest number of requests (NOR) is the least important replica, while the replica
with the largest NOR is the most important one. If two or more replicas have the same
NOR, the replica with the smallest size is considered the most important one. This is
because it occupies less space.

In this strategy, each node stores the NOR of each replica that resides on it. The
node’s NOR for a given replica is increased by one each time it is requested by it.

Pseudocode 1 shows the pseudocode of this strategy. For definitions of variables
used in the pseudocode, refer to Table 1.
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Pseudocode 1 MFS strategy

When a node requests an existing replica, it just uses it. However, if the replica
does not exist on that node, it starts searching for it on every node on the shortest path
from RN + 1 to the main server, where RN + 1 is the requesting node’s successive
node on the shortest path.

When the requested replica is found on one of the nodes on the shortest path, it
is brought backward to the requesting node. In the original Fast Spread replication
strategy, that replica is copied to every node it visits when it is brought backward to
the requesting node. In contrast to Fast Spread, MFS does not necessarily copy that
replica to every node it visits when it is brought backward. It is copied to the visited
node in two cases. The first case is if the visited node has sufficient free storage space
to store the requested replica. The second case is if the node’s free storage space is less
than the size of the requested replica, and this replica was found more important than
a group of existing replicas that their sizes are greater than or equal to the size still
needed to make the node’s storage able to store it. In this case, that group of replicas
is replaced with this replica. The requested replica is considered more important than
that group of replicas if its partial number of requests (PNOR) is greater than the
NOR of that group. PNOR equals NOR in case the checked node’s free storage space
(CNFSS) is equal to zero. PNOR calculation is shown in Pseudocode 1 line 11.
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Table 1 Definitions of pseudocode variables of MFS strategy

Variable Definition

RR Requested replica.

RN Requesting node.

CNFSS Checked node’s free storage space.

NOR Number of requests of RR.

PNOR Partial number of requests of RR.

SOS The variable that contains the sum of sizes of a group of replicas on the checked node.

NSPList The list that contains the nodes on the shortest path from RN to the main server.

ReplicaList The list that contains the existing replicas on the checked node sorted in increasing order
based on their NOR. If two or more replicas have the same NOR, these replicas are
sorted in decreasing order based on their sizes. If they also have the same size, they are
sorted randomly.

SizeList The list that contains the sizes of the corresponding replicas in ReplicaList.

NORList The list that contains how many times each replica in ReplicaList has been requested by
the checked node.

Table 2 Metrics of strategies

M1 = TRT × C1 TRT = Total response time, and C1 is a constant.

M2 = TBC × C2 TBC = Total bandwidth consumption, and C2 is a constant.

4 Comparison metrics

In the current work, there are n nodes N1, N2, . . . ,Nn, m groups G1, G2, . . . ,Gm

and w replicas R1, R2, . . . ,Rw . Each group contains a set of replicas.
In order to determine the best performing strategy, a suitable set of metrics need to

be defined. Two metrics are used to measure the performance of different strategies:
total response time and total bandwidth consumption. Both metrics need to be mini-
mized. Response time is the elapsed time between sending a request for a replica and
receiving the requested replica. If the requested replica exists on the requesting node,
the response time is considered zero. The sum of all response times for the duration of
the simulation is calculated. Bandwidth consumption is the bandwidth consumed for
data transfers that happen when a node requests a replica that does not exist on it. The
sum of all bandwidth consumptions for the duration of the simulation is calculated.

Table 2 shows the metrics used to measure the performance of strategies.

5 Simulation setup

In this paper, an event-driven simulator written in Java is used for evaluating three
different replication strategies which are Fast Spread with LRU [9], Fast Spread with
LFU [16], and our proposed strategy named MFS. Fast Spread with LRU discards the
least recently used replicas first, while Fast Spread with LFU discards the replicas
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Table 3 Simulation parameters

Parameter Value

Number of nodes 20

Number of replicas 1000

Length of each replica Between 100 and 1000 Megabit

Number of generated requests 100,000

The inter-arrival times of nodes’ requests Between 0 and 99

Number of groups 10

Storage space for every client node 50,000 Megabit

Storage space for server node So large so it can hold all the replicas on the Data Grid

Number of replicas within each group 100

Fig. 2 Total response time
achieved by three replication
strategies under three different
scenarios

that are used the least first. The performance of these strategies is measured under
three different scenarios. In the first scenario, the probability of requesting any of the
replicas is the same. In the second and third scenarios, there is a group named the
most wanted group (MWG) that contains 10% of the total number of replicas. Each
node has its own MWG. The probability of making a request for replicas in MWG is
higher than the probability of making a request for the rest of replicas. The probability
of requesting a replica in MWG is 30% in the second scenario, while it is 50% in the
third scenario. The inter-arrival times of nodes’ requests and replicas’ lengths follow
uniform distribution. In each simulation, all the nodes are set to employ one of the
strategies under a specific scenario.

Table 3 shows the simulation parameters and their values.

6 Simulation results and discussion

In this section, the performance of various strategies is measured under the three
different scenarios mentioned in the previous section. Figures 2 and 3 show the total
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Fig. 3 Total bandwidth
consumption achieved by three
replication strategies under three
different scenarios.

response time and total bandwidth consumption, respectively, achieved by various
replication strategies under different scenarios.

6.1 Scenario one

In this experiment, the performance of three replication strategies is evaluated under
the assumption that the probability of requesting any of the replicas is the same. From
scenario one of Figs. 2 and 3 it can be seen that the MFS strategy is the superior one.
This is because, when the node’s storage is full, the MFS strategy only replaces the
old group of replicas with the new one if it is found that it is more important than that
group in terms of NOR. In the other two strategies, when the storage is full, a group
of existing replicas must be replaced with the new replica even if it is less important
than the replaced group of replicas in terms of NOR. Thus, any replica in the replaced
group might be requested in the future and in this case the node must bring it from
another node which takes time and consumes the valuable bandwidth.

6.2 Scenario two

It is assumed in this experiment that the probability of making a request for replicas
in MWG is 30%, while the probability of making a request for the rest of replicas
is 70%. From scenario two of Figs. 2 and 3 it appears that the performance of all
strategies is better than their performance in the previous scenario. The reason is that
most of the replicas kept in each node’s storage belong to MWG, and these replicas
are requested more frequently than the other replicas in other groups. As a result,
the probability of finding the requested replicas locally is relatively high if compared
with the previous scenario. It also appears that the improvement in the performance
of Fast Spread with LFU and MFS is larger than the improvement in the performance
of Fast Spread with LRU. This is because of using NOR in Fast Spread with LFU
and MFS to determine the replicas that will be deleted first. Therefore, the nodes
keep most of the replicas in those MWG that usually have the largest NOR. MFS
also achieved the best performance in this scenario.
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Table 4 MFS percentage
improvement in total response
time

Compared with Fast Spread with LRU

Scenario 1 16.86%

Scenario 2 18.64%

Scenario 3 27.46%

Compared with Fast Spread with LFU

Scenario 1 16.81%

Scenario 2 07.58%

Scenario 3 02.44%

Table 5 MFS percentage
improvement in total bandwidth
consumption

Compared with Fast Spread with LRU

Scenario 1 15.16%

Scenario 2 17.90%

Scenario 3 26.54%

Compared with Fast Spread with LFU

Scenario 1 14.98%

Scenario 2 07.30%

Scenario 3 02.19%

6.3 Scenario three

This experiment differs from the previous experiment in the value of probability. In
this experiment, the probability of making a request for replicas in MWG is 50%,
while the probability of making a request for the rest of replicas is 50%. Scenario
three of Figs. 2 and 3 shows that all the strategies achieved the best performance in
this scenario. This is because of increasing the probability of requesting a replica in
MWG from 30 to 50%. Hence, the possibility of serving the requests locally is higher
in this scenario. MFS keeps it superiority in this scenario, too.

It is clearly seen in the above figures that MFS is the best strategy under all scenar-
ios in terms of total response time and total bandwidth consumption. The reason is
that when the node’s storage is full and a request to non-existing replica is made, the
MFS strategy only replaces a group of existing replicas with this replica if it is more
important (has larger NOR) than that group. In case of replacement, the possibility of
requesting this replica is higher than the possibility of requesting the replicas in the
replaced group, thus reducing the total response time and total bandwidth consump-
tion. When the requested replica is found on the node’s storage, the response time
and bandwidth consumption for this request are both zero.

Table 4 shows the MFS percentage improvement in total response time, while
Table 5 shows the MFS percentage improvement in total bandwidth consumption.
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7 Conclusion

In this paper, a new replication strategy named MFS has been presented. The per-
formance of this strategy has been compared with Fast Spread with LRU and Fast
Spread with LFU by event-driven simulations with different scenarios. The evalua-
tion shows that the MFS strategy is the best strategy in all scenarios in terms of total
response time and total bandwidth consumption.

In future work, there are two main areas of consideration: considering more factors
to determine the importance of different replicas, and undertaking further experimen-
tal investigations.
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