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Abstract It is a challenge for the traditional centralized or hierarchical Grid archi-
tecture to manage the large-scale and dynamic resources, while providing scalability.
The Peer-to-Peer (P2P) model offers a prospect of dynamicity, scalability, and avail-
ability of a large pool of resources. By integrating the P2P philosophy and techniques
into a Grid architecture, P2P Grid system is emerging as a promising platform for
executing large-scale, resource intensive applications. There are two typical resource
discovery approaches for a large-scale P2P system. The first one is an unstructured
approach which propagates the query messages to all nodes to locate the required
resources. The method does not scale well because each individual query generates
a large amount of traffic and the network quickly becomes overwhelmed by the mes-
sages. The second one is a structured approach which places resources at specified
locations to make subsequent queries easier to satisfy. However, the method does not
support multi-attribute range queries and may not work well in the network which
has an extremely transient population. This paper proposes and designs a large-scale
P2P Grid system which employs an Ant Colony Optimization (ACO) algorithm to
locate the required resources. The ACO method avoids a large-scale flat flooding and
supports multi-attribute range query. Multiple ants can be employed to improve the
parallelism of the method. A simulator is developed to evaluate the proposed resource
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discovery mechanism. Comprehensive simulation results validate the effectiveness of
the proposed method compared with the traditional unstructured and structured ap-
proaches.

Keywords Peer-to-Peer · Grid · Resource discovery · Ant colony optimization ·
Complex adaptive systems

1 Introduction

Grid is a flexible, secure, coordinated resource sharing among dynamic collections
of individuals, institutions, and resources [11]. The objective is to virtualize the geo-
graphically distributed resources and allow users and applications to access resources
in a transparent manner. A large-scale and complex Grid application could involve
hundreds or thousands of geographically distributed resources. With the growth of
application requirements, a Grid system should have the ability to continue to pro-
vide satisfied capabilities including resources, performance, and fault tolerance when
the system is increased in size.

Monitoring and Discovery System (MDS) [18] is a key component to provide
basic mechanisms for resource discovery and monitoring in a typical Grid environ-
ment. Traditional approaches maintain a centralized MDS or a set of hierarchically
organized MDSs to index resource information in the Grid. However, three reasons
limit the efficiency of the traditional approaches. The first, the centralized approach,
and the root node of the hierarchical method have the inherent drawback of a single
point of failure. In the second, the approaches may result in system bottlenecks in a
highly dynamic environment where many resources join, leave, and can change char-
acteristics at any time. In the third, the approaches cannot scale well to a large-scale
and geographically distributed system across the internet. Therefore, it is important
to decentralize their functionalities to avoid the potential bottlenecks and the sin-
gle point failure of the hierarchical or centralized approaches [24]. The Peer-to-Peer
(P2P) model offers a prospect of robustness, scalability, and availability of a large
pool of resources. The P2P philosophy and techniques could be used to implement
nonhierarchical and decentralized Grid systems. Recently, several research projects
have investigated techniques for P2P Grid systems which let us share resources (com-
puters, databases, instruments, and so forth) distributed across multiple organizations
[3, 10, 12, 26]. The P2P Grid is emerging as a promising platform for executing
large-scale, resource intensive applications.

The resources in Grid are often characterized by the dynamic, heterogeneous,
and distributed features. Therefore, the description, discovery, and monitoring of re-
sources are challenging problems. Efficient resource discovery is a crucial problem in
the large-scale and geographically distributed Grid systems. The main requirements
include: (1) low performance overhead; (2) fast response to query; (3) ability to lo-
cate the service provider with good Quality of Service (QoS); and (4) self-organizing
capability to deal with dynamic joining and leaving of resources without centralized
control [26]. Many research efforts have been invested in designing efficient resource
discovery techniques for the large-scale and geographically distributed systems. Gen-
erally, the existing approaches can be classified into two categories. The first one is
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unstructured approaches. The second one is structured methods. The unstructured
approaches such as Gnutella are decentralized and require no precise control over
network topology. The approaches propagate the query messages to all nodes in the
system with a Time-To-Live (TTL) value to control the scale of search. However,
the flooding based query method does not scale well because each individual query
generates a large amount of traffic and the network quickly becomes overwhelmed
by the messages [15]. The structured methods are decentralized and have a signif-
icant amount of structure. The topology of the system is tightly controlled and the
resources are placed at specified locations which will make subsequent queries easier
to satisfy [15]. Distributed Hash Table (DHT) is normally used to map contents into
network addresses which can be located easily [23]. There are several projects which
adopt the DHT method to locate resources [13, 21, 22]. These methods are very ef-
ficient in locating contents by one specific name or attribute, but not in supporting
multi- attribute range queries [5]. Lv et al. [15] argued that the methods are com-
pletely invisible on the current network and may not work well with an extremely
transient population in the network.

The universe is full of Complex Adaptive Systems (CAS) which are dynamic and
highly decentralized networks consisting of many agents. The agents constantly act in
parallel and react to the ambient environment in the network. Examples of these sys-
tems include human economies, the ecosystem, and the weather system. The systems
are characterized by decentralized control, dynamicity, and large scale. The compo-
nents of these complex adaptive systems interact with each other according to some
simple local rules which result in self-organization and complex behaviors. A Grid
system is by nature a complex combination of hardware, software, and network com-
ponents. The geographically distributed nature, heterogeneity, dynamicity, and scal-
ability of resources make a Grid as a CAS.

Recently, some research efforts have been invested in applying the natural CAS
systems to tackle the resource management and the self-organization of large-scale
and distributed systems. Cao [6] employed an ant-like self-organizing mechanism to
distribute jobs evenly among available resources, thus achieving overall Grid load
balance through a collection of very simple local interactions. A hybrid Ant Colony
Optimization (ACO) algorithm is proposed and designed to select appropriate sched-
ules in a heterogeneous computing environment [20]. Andrzejak et al. [1] proposed
an adaptive resource allocation in dynamic Grid environments based on an ACO al-
gorithm. The algorithm provides a suitable and adaptive placement of services or
applications on resources, which prevents from overloading server environments and
the communication infrastructure, keeps resource utilization and response times in
balance, and achieves higher availability and fault-tolerance. Messor [19] implements
a variation of ACO algorithm in which each ant carrying an object only drops it when
it has finished wandering for a while without encountering other objects. In this in-
stance, the ant colony tries to disperse the objects uniformly over the environment.
The algorithm is suitable for distributing jobs across scalable, heterogeneous, and
dynamic resources, while maintaining load balance.

In our earlier research [10], we designed a storage management architecture for the
stable and trusted Grid oriented storage devices based on an existing Grid environ-
ment. A P2P model was employed to endow the architecture with dynamic scalability
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and reliability. The evaluation of a small-scale system prototype demonstrated the ef-
fectiveness of the architecture. In contrast to that work, this paper attempts to explore
the behaviors of a large-scale P2P Grid system. As a key function of a large-scale
Grid system, the resource discovery mechanism should be able to locate a set of can-
didate resources for Grid users when they submit their requirements. We design a
large-scale P2P Grid system which employs an ACO algorithm to locate the required
resources. A simulator is developed to evaluate the ACO based resource discovery
mechanism. Comprehensive simulation results give useful insights into the system
behaviors.

The remainder of the paper is organized as follows. The system architecture is
introduced in Sect. 2. Section 3 describes the ACO algorithm, and the design and
implementation of the proposed P2P Grid system. Section 4 evaluates the system in
a great detail. Section 5 discusses the topic and concludes the paper with remarks on
main contributions of the paper.

2 Architecture overview

A typical Grid environment (e.g., Globus Toolkit 4) is a Virtual Organization (VO)
which consists of a MDS, a Certificate Authentication (CA) center, and Grid service
providers [9]. All Grid services are registered in the MDS. The interaction between
the VO and Grid users is mediated through MDS which provides a virtual interface
between the diverse resources and maintains a single logical view. There is typically
one MDS per VO, but in a large VO, several MDSs are normally organized in a
hierarchy. MDS provides service discovery, execution supervision, and monitoring
of resource status information. A downstream and upstream mechanism is employed
by different MDSs to exchange information automatically and efficiently. However,
it is a challenge for the hierarchical architecture to manage the large-scale resources,
while providing scalability. This paper organizes the MDSs of a large-scale Grid in a
P2P manner instead of the traditional hierarchical architecture, and employs an ACO
algorithm to discover and locate the required resources registered in the MDSs.

A scale-free network indicates that the outdegree follows a power law distribu-
tion. The power law distribution implies that the outdegrees of a small portion of
the nodes are very high and the remaining nodes have low outdegrees. Scale-free
networks’ structure and dynamicity are independent of the network size. In other
words, the networks have the same properties no matter what the number of its nodes
is. Many real-world networks (e.g., computer network, social network, neural net-
work) are scale-free networks. Many real-life P2P networks demonstrate a power law
distribution which implies the networks are scale-free networks [15]. Figure 1 illus-
trates an example of a scale-free network which consists of 20 nodes. The topology
is generated by BRITE [17]. In our simulator, the MDSs of a large-scale Grid system
are organized as a scale-free network. Therefore, each node in Fig. 1 represents one
MDS.

A Grid user should not see all of the complexities behind the Grid which could
consist of large-scale, diverse, and geographically distributed resources. A Grid por-
tal can offer an interface for users to launch applications which use the resources and
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Fig. 1 An example of a
scale-free network (20 nodes)

services provided by the Grid. We only focus on the resource discovery phase after
the users gain an entry point into the Grid community. The entry point can be ob-
tained by a Grid portal, out-of-band method, or other approaches. The major steps of
resource discovery are labeled with the sequence number as defined in the following
descriptions. (1) A request initiated by a user is redirected by the Grid portal or other
methods to the nearest MDS. (2) Once the request is received, the MDS (we call it as
a source MDS) searches its own resources. (3) If satisfied resources are found in the
source MDS, the MDS will inform the user to communicate with the corresponding
resources directly. (4) Otherwise, the source MDS will play the role of an agent to
submit the request to the Grid in terms of different search algorithms. (5) If the re-
quired resource is found in a target MDS, the routing tables along the path between
the source MDS and target MDS will be updated, and the user will communicate with
the target MDS to request the resource.

3 Ant colony inspired Grid resource discovery

In this section, we will explain the ACO algorithm and discuss how to design and
implement a P2P Grid by leveraging the ACO algorithm. In the following discussion,
the nests and ants in the ACO algorithm represent nodes and user requests, respec-
tively.

3.1 Ant colony optimization

The basic idea of an ACO algorithm is from real ants which search their environ-
ment for food [7]. Ants start from their nests and wander randomly. The ants which
found food will return to their nests in terms of their memory and drop pheromone
on trails. Other ants which come across such a trail will follow the trail to check the
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Fig. 2 An example of ant
colony optimization

food instead of wandering randomly. If they find the food, they will return home and
reinforce the pheromone on the trail. Ants make local decisions based on their owner
observations and the local environment information modified by other ants instead of
direct communication with each other. This kind of indirect communication between
ants is called stigmergy. A key point is that the pheromone evaporates over time. The
more time it takes for an ant to travel back to its nest, the more pheromone will be
evaporated. When an ant reaches an intersection, the ant has to decide which branch
to take. The ants which take a short branch march faster than those which take a long
branch. Therefore, the pheromone density on the short branch remains higher. Other
ants will more likely choose the branch in terms of the pheromone density. Even-
tually, all the ants which go to get the food will take the shortest branch. Figure 2
illustrates a simple example of the above scenario. Initially, the ants may take the
paths of A→B→C→E, A→B→E, or A→B→D→E. After the initial stage, most
of the ants will take the shortest path A→B→E.

We assume that the Grid is a directed graph G = (V ,E) which has n nodes and m

edges. Each edge e(i, j) of the graph connects two nodes i and j , where e(i, j) ∈ E,
i, j ∈ V , i ≤ n, j ≤ n. The pheromone on the edge e(i, j) is αij which can be changed
by ants when they visit the edge and can be evaporated over time. An ant located in
node i employs the pheromone αij to calculate the probability of choosing node j as
the next node. We have the probability (that is, transition probability) as a function of
time t :

Pij (t) = f
(
αij (t)

) = αij∑
q αiq

, (1)

where q ∈ Ji . Ji denotes the set of neighbor nodes where the ant located in node i

can move to. The transition probability satisfies the constraint:
∑

j∈J Pij = 1, where
J = Ji , ∀i ∈ V . As time goes by, the pheromone on the edge e(i, j) can be computed
as follows:

αij (t + 1) = (1 − λ)αij (t) + �α(t), λ ∈ (0,1], (2)

where (1 − λ)αij (t) indicates that the pheromone on the edge e(i, j) evaporates with
time, and �α(t) denotes the amount of pheromone dropped by an ant on the edge
e(i, j).

3.2 Design and implementation

The system is designed as an overlay network which is built on the top of the existing
network. Nodes in the system can be regarded as being connected by virtual or logical
links. Each virtual or logical link corresponds to one or multiple physical links in the
underlying network. Each node in the system has a unique identifier and is equal in
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Fig. 3 Architecture of an ant
nest

functions and capabilities. Any node can communicate with anyone else by taking
advantage of the routing table. All resources have different resource ID which can be
used by users to locate the required resources. The resources are randomly distributed
across all the nodes. Each resource is allocated to at least one node. Some nodes may
have multiple resources. Please note that the resources in our system are represented
by resource IDs. In a real Grid system, users locate the Grid services instead of real
resources.

Each node in the system is configured as one nest which can issue ants. A nest is
composed of a Grid service module, a routing table module, an ant management mod-
ule, and a communication module which are illustrated in Fig. 3. Service is becoming
a basic application pattern of Grid because the service offers a standard means of in-
teroperating between different applications running on a variety of platforms. The
distributed and heterogeneous resources should be wrapped into Grid services to pro-
vide transparent accesses. Because a key function of a traditional MDS is to monitor
the registered Grid services, to minimize the modification of a traditional Grid ar-
chitecture, the Grid service module in a nest is employed to monitor and manage
the registered Grid services which will be located by ants. The routing table module
maintains the routing information used by ants to travel in the system. Flash crowd
is a common phenomenon on the internet. It means that an unexpected and over-
loading surge of traffic is incurred by a large number of people who visit a website
which catches their attention [2]. Due to the flash crowd phenomenon, the resources
in a Grid system can be divided into hot resources and cold resources. We use two
fixed Least Recently Used (LRU) lists including a hot list and a recent list to track
the most frequently and recently accessed resources (hot resources). When a routing
table is updated by an ant, the corresponding routing information (an entry) will be
recorded on the recent list. If the entry on the recent list is updated by another ant
again in a short period, the entry will be promoted to the hot list. If the promoted
entry is already on the hot list, the entry will be moved to the head of the hot list. If
the hot list is full, the last entry on the hot list will be degraded to the recent list. If
the recent list is full, the last entry on the recent list will be discarded. A dynamic
data replication mechanism which automatically places the data replicas where they
are needed can tackle the problem of flash crowd [8]. Our simulation only focuses
on the resource discovery rather than the performance optimization. The ant manage-
ment module in a nest is responsible for generating ants in terms of user requests and
killing ants when the ants which reach their termination time visit the nest. The com-
munication layer manages the network topology and the movement of ants between
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nests. Please note that a P2P network is highly dynamic. The communication layer is
able to identify the new neighbors that joined the system and the neighbors that left
the system.

An ant mainly consists of two components. The first one is a life cycle manage-
ment module. The second one is a memory management module. The life cycle man-
agement module maintains a TTL value to manage ants. In contrast to the TTL in the
IP packages, the TTL in our simulation specifies how many hops an ant can travel
before being discarded or returned. When an ant is generated by a nest, the TTL is
initialized by a default value. The value is decreased with the increase in number of
nests which the ant has visited. If an ant finds the required resources before reaching
its TTL, the ant will reset the TTL and travel back to its original nest. Otherwise, the
ant will be killed by a nest due to reaching its life termination. The memory manage-
ment module in the system is used by ants to store the information of the required
resources and the nests which they have visited. After finding the required resources,
the ants return on the same route and update the routing information of the visited
nests with the information they collected on the way. The memory module is de-
signed as queue in terms of LRU policy. The length of the queue is the same as that
of TTL.

When a user request looking for resource I is redirected by a Grid portal or other
methods to the nearest MDS J, the MDS will issue one ant or several ants to locate
the resources in terms of the user’s requirement. The initial TTL of the ant is set as
the default value. The following major steps can be described by the pseudo code as
follows.

While (TTL of the ant >0)
{

If (resource I is registered in MDS J)

{ The ant will travel back to its original nest with the same route in terms of its memory;
The routing tables of the nests revisited by the ant will be updated; }

else

{ The ant randomly selects an entry from the routing table of the MDS J; The ant records
the entry information in its memory; The ant moves to another MDS K in terms of the
entry; J=K; TTL=TTL-1;

if (TTL= =0) The ant will be destroyed; }
}

Other ants which look for the same resource will take a route in terms of the
routing information modified by the previous ants.

4 Experimental evaluation

A real implementation of the comprehensive and complicated system would be very
difficult and take a long time. Simulation is a principal approach to evaluate the effec-
tiveness of our proposed method, because it is much easier to change parameters and
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configurations compared with a real system implementation. By using a simulator,
we can evaluate the method in different environments and compare the method with
a variety of other approaches.

4.1 Evaluation environment

In order to validate the proposed method, we developed a simulator from scratch.
The simulator can analyze the network topology which has a specific format and de-
sign each node in the topology as an ant nest. BRITE [17] is a network topology
generator which integrates several network models including a Waxman model [25],
a BarabasiAlbert model [4], etc. The Waxman model can generate a random topology
to connect the nodes by using the Waxman’s probability model [25]. The BarabasiAl-
bert model employs incremental growth and preferential connectivity to generate a
network topology which demonstrates a power law in the frequency of outdegrees
(scale-free networks). As discussed in Sect. 2, the scale-free networks’ structure and
dynamicity are independent of the network size. Due to the dynamicity and scalability
of Grid, we adopted the BarabasiAlbert model to generate scale-free network topolo-
gies. Figure 1 illustrates an example of the scale-free network consisting of 20 nodes.
BRITE can assign bandwidths to links in terms of different possible distributions. In
our simulation, we assume that each link has the same bandwidth.

The minimal time unit of the simulator is defined as one simulation cycle. Ten user
requests are generated simultaneously every 5 simulation cycles. In the topology gen-
erated by BRITE, after each edge of the graph G is initialized with some pheromone,
a small number of ants run for a large number of iterations. One iteration is defined
as a period in which each ant chooses a path from its start point to its destination by
using the transition probability in terms of (1). The network distance in the simulator
is measured by hops. One hop is the minimal network distance between two nodes.
One thousand resources were generated and distributed across the network for all the
performances reported in this paper. The TTL of ants were set as 256.

4.2 Performance evaluation

Choosing appropriate metrics to evaluate system performance is very important. We
employ average hop and average hit ratio as two metrics to measure the performance
of the ACO based resource discovery. The average hop indicates the network distance
which the ants have to travel to find the required resources. The average hit ratio rep-
resents the percentage of ants which find their required resources before reaching
their TTL. Because ten user requests are generated simultaneously every 5 simula-
tion cycles, we calculate the average hop and the average hit ratio of the ten user
requests. Therefore, one iteration in Figs. 4 and 5 is equal to 5 simulation cycles. We
performed 4,000 iterations. Because the hash algorithm is very effective in locating
resources by one specific name or attribute, the algorithm is developed and integrated
in the simulator as a baseline system. We compare the performance of the ACO based
resource discovery against the baseline system to evaluate the effectiveness of the
proposed method by using the two metrics. In order to explore the impact of the user
behaviors on the system performance, we adopt two different mathematical distribu-
tions including a discrete uniform distribution and a normal distribution to generate
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Fig. 4 System performance
(the requested resources are
generated in terms of a uniform
distribution)

(a) Average hop of each iteration

(b) Average hit ratio of each iteration

the requested resources for users. The discrete uniform distribution indicates that all
resources are requested with equal possibility. The normal distribution implies that
a portion of resources are accessed with high possibility. We believe that the normal
distribution can simulate the flash crowd phenomenon and mimic the behavior of a
real system more accurately.

Figures 4 and 5 show the performance of the ACO based resource discovery and
the baseline system. Please note that the Y axis of Figs. 4(a) and 5(a) are both in
logarithmic scale. The system topology consisted of 1,000 nests. The capacity of
routing table of each nest was set as 256 entries. Each user request produced one
ant. According to Fig. 4, the average hops of the ACO based system and the base-
line system are 11.55 and 5.03, respectively. It indicates that the ACO based system
takes longer network distance to find the required resources than the baseline sys-
tem. However, the hit ratio of the ACO based system (80.1%) is much higher than
that of the baseline system (42%). The reason is that the ACO based system has a
learning phase. When the learning phase is completed, the system demonstrates very
good performance including high hit ratio and low hop. The average hop of the ACO
based system in Fig. 4 illustrates a convergence trend with the growth of simulation
cycles, which confirms the learning phase. The hit ratio of the ACO based system in
Fig. 4 gradually approaches 100% with the increase in number of simulation cycles.
On the contrary, the average hop and the average hit ratio of the baseline system in
Fig. 4 both demonstrate much stronger oscillating than the ACO based system. Fig-
ure 5 depicts a similar performance trend to Fig. 4 such as the learning phase and
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Fig. 5 System performance
(the requested resources are
generated in terms of a normal
distribution)

(a) Average hop of each iteration

(b) Average hit ratio of each iteration

the convergence trend. However, due to the different distributions of the requested
resources, the performance in Fig. 5 shows different behavior. The average hops of
the ACO based system and the baseline system are 10.47 and 4.96, respectively. The
hit ratios of the two systems are 85.2% and 49.2%, respectively. As expected, Fig. 5
illustrates that the average hops of the two systems are decreased, and the hit ratios of
the two systems are both improved. The reason is that a portion of the resources are
hot resources which are requested by users frequently, which results in less updating
of the routing tables in the system. The spikes in the hop curves of the ACO based
system denote that the information of the requested resources are not listed on the
routing tables and the system has to launch a new learning phase which incurs a long
network distance.

The capacity of routing table in each nest could have a significant impact on the
system performance, because more entries in the routing table, more useful informa-
tion can be maintained by a nest. Figure 6 illustrates the system performance as a
function of the number of entries in the routing table of each nest. The topology used
for test was composed of 6,000 nests. The user requests were produced in terms of
a normal distribution. Each user request issued one ant. The simulation period was
4,000 iterations. Figure 6(a) plots the average hops of the all tests with 32, 64, 128,
256, 512, and 1,024 entries allocated for the routing table, respectively. It shows that
the average hop gradually decreases when the number of entries is increased from
32 to 256. However, when the number of entries goes beyond 256, the average hop
shows a negligible decrease. We even can observe a slight increase when the number
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Fig. 6 System performance

(a) Average hop of the overall test

(b) Average hit ratio of the overall test

of entries reaches 1024. The reason is that each nest has limited number of neigh-
bors. When all the neighbors are on the list of its routing table, further increase of the
routing table’s capacity will not improve the performance. On the contrary, it could
produce some performance degradation because large capacity of the routing table in-
curs search overhead. Figure 6(b) demonstrates that the trend of hit ratio grows with
the increase in number of entries in the routing table. There are two bars which seem
disharmonic, but the variation is negligible. According to the above measurements,
we believe that the optimal number of entries is 256 for the simulated system.

4.3 Scalability evaluation

Figure 7 demonstrates the performance of the system which consists of 1,000, 3,000,
6,000, and 9,000 nests, respectively. The capacity of routing table of each nest was
configured as 256 entries. A normal distribution was employed to generate user re-
quests. Each user request issued one ant. The simulation period was 4,000 iterations.
The metrics used to measure the performance in Fig. 7 are different with that of
Figs. 4 and 5. We plotted the average hop and average hit ratio of the overall test
as a function of the number of nests. Figure 7(a) shows that the average hop grows
with the increase in the number of nests. When the system scale is expanded from
1,000 nests to 9,000 nests, the average hops of the ACO based system and the base-
line system (hash algorithm based) are increased by 21.1% and 11.7%, respectively.
The observed phenomenon is normal because it takes more time to locate a resource
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Fig. 7 System performance

(a) Average hop of the overall test

(b) Average hit ratio of the overall test

in a large system than a small system. Figure 7(b) depicts the average hit ratios. We
expected to see a significant decrease of hit ratio with the growth of the system scale.
However, it is interesting to observe that there is only a slight variation of the hit
ratio with the increase in number of nests. One possible reason might be that the
structure and dynamicity of a scale-free network are independent of its network size.
According to the above measurements, we believe that the ACO based system and
the baseline system are both scalable because the systems do not show significant
performance degradation when the system scale is increased by a factor of 9.

4.4 Parallelism evaluation

A very important feature of the ACO based method is the parallelism. Several ants
can be launched by one user request to search the required resources simultaneously.
We measured the average hop and the average hit ratio of the overall test as a function
of the number of ants issued by each user request. The topology was fixed as 6,000
nests. The capacity of the routing table of each nest was configured as 256. The
user requests were generated by using a normal distribution. The simulation period
was 4,000 iterations which indicate 40,000 user requests are issued in the system.
Figure 8 shows the system performance as a function of different number of ants.
The test results are achieved by launching 1, 2, 3, 4, 5, and 6 ants per user request.
As expected, the average hop gradually decreases with the increase in number of ants
per request, and the average hit ratio grows steadily with the increase in number of
ants per request. Figure 8 also indicates that 3 ants per request can achieve the best
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Fig. 8 System performance

(a) Average hop of the overall test

(b) Average hit ratio of the overall test

performance because more ants per request can only obtain a negligible performance
improvement.

4.5 Network traffic evaluation

Network traffic is a very important metric used to measure the effectiveness of the
resource discovery method in a large-scale system. Too much traffic could have sig-
nificant impact on the overall system performance. For example, the flooding method
can quickly saturate the available network resources. For the ACO based approach,
each ant in the system represents one message. Figure 9 plots the number of ants in
the system with different system configurations. The simulated system consisted of
6,000 nests. Each nest had 256 entries in its routing table. The user requests were
generated by using a normal distribution. The measurement lasted for 20,000 sim-
ulation cycles. The total number of ants in the system as a function of simulation
cycle is illustrated in Fig. 9(a). According to the figure, at the beginning of the sim-
ulation, there are a large number of ants in the system. After a certain period (about
1,000 simulation cycles), the number of ants decreases sharply and gradually stabi-
lizes. This phenomenon confirms the learning phase discussed in Sect. 4.2. Different
curves in Fig. 9(a) represent the different number of ants launched by one user re-
quest. As expected, the total number of ants grows with the increase in number of
ants per user request. Figure 9(b) illustrates a comparison of the total number of ants
and the number of survived ants in the system. In this measurement, each user request
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Fig. 9 Number of ants in the
system with different system
configurations

(a)

(b)

Fig. 10 Average network traffic
in the system

issues one ant. The survived ants denote the ants which find the required resources
before reaching their TTL. The two curves in Fig. 9(b) show a similar trend with the
growth of simulation cycles, and the number of the survived ants in the system is
much smaller than that of the total number of ants.

Because the number of ants issued by each user request has a significant impact on
the network traffic, we investigated the average number of ants through the overall test
as a function of the number of ants per request. Figure 10 shows the network traffic
in the system with different system configurations. The measurement lasted for 4,000
iterations. In Fig. 10, Category 1 means the average number of ants which traveled in
the system. Category 2 denotes the average number of the survived ants which find
their resources before reaching their TTL. Figure 10 implies that the average number
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of ants grows with the increase in number of ants per request, and the number of
total ants is much higher than the number of the survived ants. The test results are
harmonious with the measurements of Figs. 8 and 9.

5 Discussion and conclusion

As discussed in Sect. 1, the structured method is very efficient in locating contents by
one specific name or attribute in P2P system. However, the method does not support
multi-attribute range queries. It also has difficulty to implement on the current net-
work, especially for the network which has an extremely transient population. For the
unstructured method (e.g., Gnutella-style flooding), the corresponding node sends a
query message to its all neighbors which in turn forward the message to their own
neighbors. If a node possesses the requested resource, it sends a query hit message
that will follow the same path back to the requesting node [16]. The method is effec-
tive for locating highly replicated items and is resilient to peers joining and leaving
the system. However, it is poorly suited for locating rare items, and it is not scalable
as the load on each node grows linearly with the total number of queries and the
system size [14].

This paper proposes and designs a large-scale P2P Grid system which employs an
ACO algorithm to locate the required resources. We evaluated the system with com-
prehensive simulation. The ACO based resource discovery mechanism is different
from the unstructured method because it is based on probability when it chooses a
neighbor to send a message. Initially, the ants (messages) walk randomly from nest
to nest to locate resources. If the ants find the required resources, they will take the
same path to return to their original nest and update the routing information on the
path in terms of their memory. The other ants which are looking for the same re-
sources will travel in the system according to the routing information. Therefore,
most of the ants are most likely to choose the shortest path to travel in the system.
This method avoids a large-scale flat flooding of the unstructured method, thus saving
the network resource consumption. On the other hand, the searching efficiency can
also be improved by employing multiple ants which can work in parallel. Compared
with the structured method, our simulation demonstrated that the ACO based method
takes longer network distance than the hash method. However, it has much higher hit
ratio (80.1% against 42%). The ants in the ACO method can carry a large amount
of information in their memory when it is required. Therefore, multiple user require-
ments can be stored in the memory, thus supporting multi-attribute range query. This
feature is very important for a Grid system, because the Grid users should be able
to locate resources with multiple requirements. According to the above analysis, we
conclude that the ACO based method is a good choice for the resource discovery in a
large-scale Grid system.
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