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TOMASZ SKURA Refutations and Proofs in
the Paraconsistent Modal
Logics: KN4 and KN4.D

Abstract.  Axiomatic proof/refutation systems for the paraconsistent modal logics: KN4
and KN4.D are presented. The completeness proofs boil down to showing that every se-
quent is either provable or refutable. By constructing finite tree-type countermodels from
refutations, the refined characterizations of these logics by classes of finite tree-type frames
are established. The axiom systems also provide decision procedures for these logics.

Keywords: Paraconsistent modal logic, Refutation systems, The finite model property,
Decidability.

1. Introduction

The paraconsistent modal logic KN4 is defined in [5] semantically by mod-
ifying the models for the basic modal logic K. Instead of the classical two
values (true, false), the four values—true, false, both, neither—are intro-
duced in order to reject the principle that a contradiction entails everything
(ex contradictione quodlibet). Syntactic characterizations of this logic were
given in [5] (a Hilbert-style system) and in [4] (a sequent system).

In this paper, we offer a refutation system (which is an axiomatic system)
for the non-valid sequents of KN4, and we slightly modify the proof system
presented in [4] by eliminating Weakening. As a result, we have a pair of
derivation systems: one generating proofs and the other generating refuta-
tions. We prove that these axiom systems are sound and complete for KN4.
What is more, we show that these systems have interesting applications.
They enable establishing both the finite model property and decidability of
this logic. Also, our completeness proofs are constructive. (The completeness
proofs in [4,5] involve all models, and they are not constructive.)
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By simple modifications, we obtain similar axiom systems for KN4.D (an
important paraconsistent deontic logic).

2. Preliminaries

Let FOR be the set of all formulas generated from the set VAR = {p1,p2, ...}
of propositional variables by the connectives: = (negation), A (conjunction),
V (disjunction), — (implication), OJ (necessity).

More precisely, every p; is a formula and if ¢, are formulas then so are
PN, oV ih, o — Y, —p, L.

The letters p,q denote members of VAR. Also, lowercase Greek letters
stand for formulas, and uppercase Greek letters stand for finite sets of for-
mulas.

Following the notation in [4], by a sequent we mean a pair s = I'™>A. (The
standard symbols -, = will be used for derivability and strong implication,
respectively.)

We sometimes write I', A instead of I' U A and ¢, I' instead of {p} UT.

A rule instance is a pair S/s, where SU{s} is a finite set of sequents. And
a rule is a set of rule instances.

Let Q be a set of rules. We say that a sequent t is Q-derivable from a set
T of sequents (symbolically, T Fq t) iff there is a finite sequence sq,...,s,
such that s,, =t and for every 1 < i < n, eiher s; € T or s; is obtained from
some preceding sequents by a rule of Q.

By a frame we mean a pair YW = (W, R), where W is a non-empty set
of points (worlds) and R is a binary relation on W. A model is a pair M =
(W, V), where W is a frame and V' is a valuation, that is, a function assigning
to a given propositional variable p the set V(p) of points at which p is true.

Given a model M, we write M, w |= p (and say that p is true at w, or w
satisfies p) iff w € V(p).

The satisfaction relation = is then extended to complex formulas as fol-
lows.

MwEeAYy i MywEpand M,w =

MuwEeVy it MwEpo MwkEY

MuwEp—1¢ iff M,wlkE ¢ implies M,w E ¢

MwE-p iff Mwlpe

M,w Oy iff Vz(wRzr implies M,z = ¢)

(Note that every formula is either true or false (that is, not true) at a
point.)
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We say that a formula ¢ € FOR is valid in a frame W iff for every model
M=(W,V)and w € W, we have: M, w |= ¢. And a formula is valid iff it
is valid in all frames. The basic modal logic K is the set of all valid formulas.

While K is detemined by all frames, other standard modal logics cor-
respond to classes of frames with certain restrictions on the accessibility
relation R. In paricular, the deontic logic KD is determined by the class of
frames where R is serial, that is Vx3y(zRy).

As usual, “iff” stands for “if an only if”. Sometimes, we write ...X
(X")..Y (Y').. instead of ....X...Y..., and ... X" ...Y"...

3. Refutation Systems

In general, by a logic we mean a set of formulas involving some standard
connectives and closed under substitution, modus ponens, and possibly some
other rules (like necessitation).

In this paper, by a refutation system we mean an axiom system consisting
of refutation axioms (which are formulas) and (pure) refutation rules having
the form

©1 - Pn
(G

We say that a refutation rule is sound iff it preserves nonvalidity, that is,
¥ & L whenever o1 € L,..., 0, € L. A sound refutation rule with the
property that ¢ ¢ L implies 1 € L, ..., ¢, & L is called invertible.

We also say that a formula ¢ is refutable iff ¢ is derivable from refutaton
axioms by refutation rules. Such a refutation system is sound for a logic L
iff we have:

(Soundness) If ¢ is refutable, then ¢ & L.

And it is complete for L iff we have:

(Completeness) If p ¢ L, then ¢ is refutable.

We can prove that a refutation system is sound for L either (1) by showing
that the refutation rules are sound and the refutation axioms are not in L
or (2) by constructing a countermodel from every refutation. In this paper,
we choose the latter method because it also establishes the finite model
property.

These concepts can be generalized by using sequents rather than formulas.

The idea of refutation goes back to Aristotle, but it was Lukasiewicz [10]
who introduced the concept of axiomatic refutation system in modern logic
(for more on refutation systems, see e.g. [7,14]). In particular, Lukasiewicz
introduced the following refutation rules.
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§S

(Reverse substitution) £ (where ¢ is a substitution instance of 1)

—~

(Reverse modus ponens (L)) % (where 1) — ¢ is provable in some standard
proof system for L)

For example, the refutation system consisting of the refutation axiom L
and the refutation rules: reverse substitution and reverse modus ponens(CL)
is sound and complete for Classical Propositional Logic (CL). In this paper,
we focus on refutation systems that are both reverse substitution-free and

reverse modus ponens-free. We also use sequents rather than formulas.

4. Paraconsistent Modal Logic

As Goble [5] points out, it is worth studying modal extensions of paracon-
sistent logic because of their applications e.g. in knowledge representation
and in deontic logic.

In [5], the paraconsistent modal logic KN4 is the K-like modal extension
of the logic BN4 (studied in [3]), and BN4 extends the four-valued logic of
First-Degree Entailment [1,2].

More precisely, our language FORZ is obtained from FOR by replacing
-, — with ~ (strong negation), = (strong implication), respectively. By a
literal we mean either ¢ or ~, where ¢ € VAR. We define:

00 ={0p:pc®}and ~® = {~p:pc d}.

The modal degree of a formula ¢ (mdeg(p) for short) is defined as follows.

1. mdeg(¢) = 0 if ¢ € VAR.

2.1 mdeg(~ ) = mdeg(p).

2.2 mdeg(p ® ) = max(mdeg(p), mdeg(v)), where @ € {A,V =}.

2.3 mdeg(Op) = 1 + mdeg(yp).

Thus, for example, mdeg(Cp = OOp) = 2.

If & ={p1,...,0n} then mdeg(®) = mazx(mdeg(¢1),..., mdeg(¢n)).

The modal degree of a sequent I' > A is mdeg(I' U A).

Also, if S = {s1,...,sn} is a set of sequents, then the modal degree of S
is max(mdeg(sy), ..., mdeg(sy,)).

A model is a triple M = (W,vt,v7), where W is a frame, v' is a
verification valuation (that is, a function assigning to a propositional variable
p the set v (p) of points at which p is true), and v~ is a falsification valuation
(that is, a function assigning to a propositional variable p the set v~ (p) of
points at which p is false).

Given a model M, we write M,w ET p (and say that w verifies p)
iff w € v*(p); and we write M,w E~ p (and say that w falsifies p) iff
w e v (p).
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The verification and falsification relations (=T and ") are extende to
complex formulas as follows.

MwET oAy if MwET pand M,wET ¢

MuwE" Ay if MwkE" por MwE" 19

MwEY VY it MwkETpor MywET 1Y

MwE" VY iff MwE" ¢and MywE" ¢

MawETp=v if (M,wET ¢ implies M,w =T 1) and

(M, w =" v implies M,w =~ ¢)

MwE"p=19 if MywkE"pand M,wE" ¢

MwET~p iff MwkE ¢

MuwE"~¢p if MwgE"@

M,wETOp iff Vao(wRz implies M,z =T )

M,wE"0Op iff Fr(wRr and M,z =~ ¢)

Note that every formula is either true or false or both or neither at a
point. In particular, if p is true at w then ~ p is false at w, if p is false at
w then ~ p is true at w, if p is both at w then ~ p is both at w, and if p is
neither at w then ~ p is neither at w.

Note also that the verification condition for ¢ = 1 is that for — (if ¢ is
true at w then ¢ is true at w) plus the condition: if ¢ is false at w then ¢
is false at w.

We say that a formula ¢ € FORZ is valid in a frame W iff for every
model M = (W,v",v7) and w € W, we have: M, w =1 . And a formula
is walid iff it is valid in all frames. The logic KN4 is the set of all valid
formulas.

DEFINITION 4.1. (i) Let w be a point in a model. M. A sequent s(=I'>>A)
is true at w iff we have:

If M,wE" v for all y € T, then M,w T ¢ for some § € A.

(ii) A sequent s is valid in a frame W iff for every model M = (W, vT,v7)
and w € W, s is true at w.

(iii) A sequent s is valid iff s is valid in all frames.

By restricting the accessibility relation R, we obtain the paraconsistent
counterparts of standard modal logics. All these logics are paraconsistent
in the sense that their consequence relations (defined as preserving truth
at every point in every model) are not explosive. (A consequence relation
is explosive if a contradiction ¢, ~ ¢ entails any conclusion 1.) Indeed, to
reject ex contradictione quodlibet, consider a model in which p is both true
and false at w and ¢ is not true at w. Then ~ p is both true and false at w,
so the contradiction p, ~ p is true at w but ¢ is not true at w.
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The paraconsistent deontic logic KN4.D is determined by the class of
frames with R serial. By a KN4.D frame (a KN4.D model) we mean a frame
W = (W,R) (a model (W,v",v7)) such that R is serial. A sequent s is
KN4.D-valid iff s is valid in all KN4.D frames.

5. Proof System

Our proof system for KN4 consists of

Proof axioms:
o, I'>Ap

where ¢ is a literal, and the following set Prf of proof rules.

e Non-modal rules:

o, > A ' A T>AW

- (L
go/\w,FDA( N ' A, ANy (BA)
~p,I'>A ~¢,T>A ' A ~p,~Y
L~A R~AN
~(eAY),I'>A ( ) F>A,~ww>( )
o, I'> A ¢, T'>A ' Ao,

Lv —(V

eV, I'> A (ZV) FDA,Q@\M/}(R>
Ngo,ww,FDA(LNv) ' A ~p FDA,Nw(RNv)

~(peVvy),I'>A > A ~(pV)
' Ao,~ ~o,T'>Ap Y, T>A~) ~pp,T'>A
p=¢Y,I'>A
o, I'> Ay ~p,T'>A ~p
' Ao=1
o, I'> A
wcp,FDA(Lw)

(L =)

(R =)

' A

FDA,wgp(R ~)

o Modal rules:
Fl, ~ > NFQ
DI‘l, NDQO, NDAQ, @1 > @2, DAl, N\:‘FQ

(LO))

Iy > QO,NFQ
Drl,NDAQ,@l > @2, DQO,DAl, NDFQ

where ©1, O, are finite sets of literals.

(RO)
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We say that a sequent s is provable iff AxRef FRrer s, where AxPrf is the
set of proof axioms. (And we say that a formula ¢ is provable iff so is the
sequent () > ¢.)

EXAMPLE 5.1. Here is a proof for the sequent () > O(p A q) = Up.
1. p,q > p (proof axiom)

.pAqr>p (1, LN)

.O(pAq) >0Op (2, RO)

. ~p> ~p,~q (proof axiom)

c~p>~(pAg) (4, R~A)

. ~0Op> ~O(pAgq) (5, LO)

.0>0pAq)=0Op (3,6, R =)

N O Ot = W N

Intuitive Explanations

Proof rules preserve validity, and refutation rules preserve non-validity. In
fact, all non-modal proof rules are invertible. These rule correspond to the
conditions in the definition of a model.

For example, take the rule L ~V. We have: ~(¢p V), > A is non-valid
iff (~ (¢ V1) is true, all v € I" are true and all 6 € A are not true at some
point w in some model) iff (¢ V 7 is false, all v € I are true and all 6 € A
are not true at some point w in some model) iff (both ¢ and 1 are false, all
~v € T" are true and all 6 € A are not true at some point w in some model)
iff (both ~¢ and ~1 are true, all v € T" are true and all 6 € A are not true
at some point w in some model) iff ~¢, ~1), T' > A is non-valid.

The intuitions for the other rules are similar. Note that the condition for
M,w ET ¢ = 1) means (M, w £ ¢ or M,w ET ¢) and (M, w £~ 9 or
M, w =~ ¢), which means (M, w T ¢ or M,w ET ) and (M, w T~
or M,w =T~ ), which is equivalent to (M,w FET ¢ and M,w FET~ 1))
or (M,w 1 ¢ and M,w ET~1) or (M,w T p and M,w ET~ ) or
(M,w ET ¢ and M,w ET~¢). Hence the form of the rule L =.

The modal proof rules are justified in the proof of Proposition 5.5.

REMARK 5.2. Our proof system is just like the sequent system in [4] but
Weakening (%) is deleted and the modal rules
N(p7FI>NA FDQO,NA

~Op, 0> ~OA Or > O, ~OA

are replaced with the rules L, R[], respectively. Also, we use sets rather
than multisets.

(LO ~0)

(R ~00)

ExAMPLE 5.3. Consider a sequent s of the form CI" > [y, where
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['={¢1,02,--P100}-
There is only one possibility of deriving s in our proof system, namely

from I' > ¢ by R. On the other hand, when we have Weakening, we have
to consider all possible premises (1® > [y, where ® C I'.

Proof Soundness

PROPOSITION 5.4. Let % be a non-modal rule.
(i) Let w be a point in a model. All's € S are true at w iff so is t.

(ii) All's € S are valid iff so is t.

PROOF. We only consider the rule RA.

(i) We have: I'> A, o A1 is not true at w iff all v € T" are true, all § € A
are not true, and ¢ A 1 is not true at w iff (by the verification condition
for A) all v € T are true, all § € A are not true, and (¢ is not true or v is
not true at w) iff (all v € I', all § € A are not true, and ¢ is not true at
w) or (all v € I" are true, all § € A are not true, and ® is not true at w) iff
I'> A, is not true at w or I' > A, 1) is not true at w.

(ii) We have: t is not valid iff t is not true at some w is some model. So,
by (i), some s € S is not true at w. Hence, some s € S is not valid, which
gives the result. u

ProrPOSITION 5.5. The modal rules LU, RU] preserve validity.

PROOF. Suppose that the conclusion of R is non-valid. Then, Oy is not
true, every formula in ~[I's is not true, and all formulas in OI'; are true
at some w in some model. So, there is a point z with wRx such that ¢ is
not true at x. Also, all formulas in I'; are true and all formulas in ~I'y are
not true at x. Hence, the premise of R[] is not true at x, so the premise of
RO is non-valid, which gives the result. (The argument for the rule L[ is
similar.) |

THEOREM 5.6. If a sequent s is provable, then s is valid.

PROOF. From Propositions 5.4(ii), 5.5 and the fact that every proof axiom
is valid. m

The Logic KN4.D

KN4.D Proof System Our proof system for KN4.D is that for KN4 with the
following modification.
Modal rules: L], R, and
> ~Ty
DFl, @1 > @2, NDFQ

(O ~D)
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where ©1, O, are finite sets of literals. We say that a sequent s is KN4.D-
provable iff s is derivable in this axiom system.

ExaMPLE 5.7. Here is a KN4.D proof for the sequent (p> ~ [ ~p.
1. p> p (proof axiom)
2. p> ~~p (1, R ~~)
3. Op> ~O ~p (2,0~0)

THEOREM 5.8. If a sequent s is KN4.D-provable, then s is KN4.D-valid.

6. Refutation System

Our refutation system for KN4 consists of
Refutation axioms: Every sequent

'y, 0, > 92, ~[I'y

where ©1,0, are finite sets of literals such that ©; N ©y = (), and the
following set Ref of refutation rules.

e Non-modal rules:

0,9, ' > A I'>Ap '>AY
e AN, I'> A ANy TDA @AY
~p,T'>A ~i, > A T'> A ~p,~1
~(eAY),T>A ~(pAY), > A LA ~(pAY)
o, I'>A U, ' > A e A g,
eV, I'>A Vv, T'>A '>AjeVvy

~p,~, > A I'> A, ~p L'> A~y
N(SD\/'LXJ)’FDA FI>A7~(¢\/’L/)) L' A~ (e V)
Ao~y ~p,T>Ap P, TD>A~yY  ~p,p,TD>A

(rLA) (rRA)

(rL ~A) (rR~A)

(rLV) (rRV)

(rL ~V) (rR~V)

o= T>A e=>¢T>A p=9T>A @:¢,F>A(TL:>)
FEarsy TeAsse Ut
%(M ~) e Z,vai;i ¥) T DFAD,NAf;i oy rE~=)
%(M ~) %(m ~)

Modal rule:

T, ~Taipe A U{l1, ~p> ~Ty 1 p € Ao}
DF1,~DA2,@1 > Oo, DAl,NDFQ

(rLR)

where O1, O2 are finite sets of literals such that ©; N Oz = (), and A; U Ay # (.
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We say that a sequent s is refutable iff AxRef >grers, where AxRef is the
set of refutation axioms. (And we say that a formula ¢ is refutable iff so is
the sequent 0 > .)

EXAMPLE 6.1. Any sequent Ulp> ~ [y, where ¢, ¢ are arbitrary formulas,
is a refutation axiom.

EXAMPLE 6.2. Here is a refutation for the sequent 00q, Cp o> C0p.
1. Og > p (ref. axiom)
2. 00q,p>0p (1, rLR)
3. 00O0q,Op>00p (2, rLR)

Intuitive Explanations

Every refutation axiom I'y, 07 > O, ~[I's is non-valid in the one-point
frame ({wp},?). Indeed, define a model on this frame by putting: ¢ is true
at wy iff ¢ € ©1, and ¢ is false at wy iff ~¢p € O1 (¢ € VAR). Then, every
member of ©1 (O2) is true (not true) at wy (because ©1 N Oz = ). Also,
every member of (JI'; (~Iy) is true (not true) at wy (because there is no
point accessible from wy).

The non-modal refutation rules are simply reversals of the non-modal
proof rules. For example, consider the rule rLV. By Proposition 5.4(ii), we
have: ¢ V1, ' > A is non-valid iff either ¢, ' > A is non-valid or ¢, ' > A is
non-valid. So, if ¢, I'> A is non-valid then so is o V¢, T'> A, and if ¢, ' > A
is non-valid then so is o V ¢, " > A.

In order to justify the modal refutation rule, we use the amalgamation
construction (see e.g. [9]). To simplify our description, we assume that Ay =
'y = 0, so the conclusion of the rule LR is OI'1,0; > O2,0A;. (In the
general case Ay (I'y) behaves like Ay (I'7).) Let {¢1, ..., ©m} = Aq. Suppose
that all premises I'y > 1, ..., ['1 >, are non-valid. Then, there are models

W oF07) - (W v 05)

(with W; = (W;, R;)) and points wy € Wh,...,w,, € W,, such that all
members of I'y are true at w; and ¢; is not true at w; (1 <4 < m). Construct
anew model (W, R),v",v™), where W is the union of Wy, ..., W, together
with a new point wy, the relation R is the union of Ry, ..., R,, together with
{(wo,w;) : 1 <i<m} (sows,...,wy, are all points accessible from wy), and
vt (v7) is a valuation preserving v}, ..., v} (v,...,v;,,) and such that: ¢
is true at wy iff ¢ € O1, and ¢ is false at wy iff ~p € ©1 (¢ € VAR). Then,
all members of (I'; are true at wy (because all members of I'y are true at
each w;), all members of (JA; are not true at wy (because every ¢; is not
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true at w;), and each member of O (O3) is true (not true) at wy. Hence,
the conclusion (I'1, ©1 > O5, [0A; is not true at wg. So, it is non-valid.

REMARK 6.3. The rule rLR is invertible because (by Proposition 5.5) we
also have: If the conclusion is non-valid, then so is every premise.

The Logic KN4.D

KN4.D Refutation System Our refutation system for KN4.D is that for KN4
with the following modifications.

Refutation axioms: Every sequent ©1 > ©5, where O, ©5 are finite sets
of literals such that ©; N 6, = 0.

Refutation modal rule:

{Fl >p,~Iy:pe€ Al} U {Fl,N(pl> ~Ty:pe€ AQ}
DFl, NDA27 @1 > @2, DAl, ~[Iy

where ©1, O, are finite sets of literals such that ©1 MOy = 0. f A{UA; =0
then rLRp is the rule O ~0O ( LiboT, ). We say that a sequent s is

DF1,®1[>®2,'\DF2
KN4.D-refutable iff s is derivable in this axiom system.

(TLRD)

ExXaAMPLE 6.4. Here is a KN4.D refutation for the sequent Up> ~ [ ~gq.
1. p> g (ref. axiom)
2. pb> ~~q (1, rR ~~)
3. Op> ~0O ~q (2, rLRp)

REMARK 6.5. The rule rLRp is invertible.
Normal Sequents
DEFINITION 6.6. A normal sequent is a sequent
Or, ~0A2, 01 > 2, 0A;, ~OIN

where ©1,0, are finite sets of literals. We say that a normal sequent is
special iff ©1 N Oy = (.

Thus, the conclusion of the rule rLR (as well as any refutation axiom) is
a special normal sequent.

7. Refutation Soundness

Refutation Trees

In order to establish refutation soundness, we first represent derivations
in our refutation system as refutation trees. By transforming every refuta-
tion tree into a finite tree-type countermodel, we also establish the refined
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characterizations of KN4 and KN4.D analogous to the characterizations of
standard modal logics by classes of finite tree-type frames, see e.g. [8]. (The
logic K is characterized by the class of finite, irreflexive, intransistive trees;
and the logic KD is characterized by the class of finite, intransitive trees
with reflexive end nodes and all other nodes irreflexive.)

By a refutation tree for a sequent s we mean a finite (immediate) successor-
tree R1T whose nodes are labelled with sequents and which satisfies the
following conditions. (The label of a node x in RT is denoted by s(z).)

e The origin x is labelled with s.
e If 2 is an end node, then s(x) is a refutation axiom.

e If x1,...,z) are the immediate successors of a node x, then s(x) is ob-
tained from s(x1),...,s(xx) by a refutation rule.

EXAMPLE 7.1. Here is a refutation tree for s = Og, ~Op > O(p A Og).

1 ® o
Zo

We have: s(zg) =s, s(x1) = q>pAOq, s(x2) = q,~p>0, s(y) = qr>p. Both
s(y) and s(xy) are refutation axioms. The sequent s(x1) is obtained from
s(y) by the non-modal rule 7RA, and s(xo) is obtained from s(z1), s(x2)
by the modal rule. The black nodes are the nodes whose labels are special
normal sequents.

Refined Countermodels

By modifying some results in [13], we now define the finite irreflexive intran-
sitive tree 7 corresponding to a refutation tree RT. It will be obtained from
RT by removing the nodes whose labels are obtained by non-modal rules
(so the remaining nodes are the nodes whose labels are either refutation
axioms or have been obtained by the modal rule). First, for every node x in
RT, we define its corresponding world x*.

DEFINITION 7.2. Let z be a node in a refutation tree RT.

e If s(x) is a refutation axiom, then z* = x.

e If s(x) is obtained from s(z1) by a non-modal rule, then x* = z7.
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e If s(x) is obtained from s(z1), ..., s(x;) by the modal rule, then z* = x.

DEFINITION 7.3. Let RT be a refutation tree. Then its corresponding finite
successor-tree 7 = (W, <), where W = {z* : z is a node in RT'}, and the
relation < on W is defined as follows.

x < y iff s(z) is obtained from (its immediate successors) s(z1),. .., s(zy)
by the modal rule and y = 2} for some 1 < i < k. (Note that 7 is a finite,
irreflexive, intransitive tree.)

REMARK 7.4. If w is a node in 7, then either s(w) is a refutation axiom or
s(w) is obtained by the modal rule, so s(w) is a special normal sequent.

Our model corresponding to RT is (7,v",v™), where v, v~ are defined
as follows. Let w be a node in 7. Then s(w) is a special normal sequent
Ory, ~0A5, ©:>0,,0A, ~OI's where O, O, are finite sets of literals such
that ©1 N Oy = (. We define v*, v~ as valuations satisfying the following
conditions. z € vt (p) iff p € ©1, and x € v~ (p) iff ~p € O1.

ExXAMPLE 7.5. Let RT be the refutation tree for the sequent s defined in
Example 7.1. The frame 7T is the following irreflexive intransitive tree.

y e ® Io

N

We have: y* =y, 25 = x9, 2] =y, and z§ = zo9. And v, v~ are valuations
such that y € v (q), z2 € v7(q), 2 € v~ (p). (Note that O; = O3 = ) in
s(o).)

THEOREM 7.6. Let x be a node in a refutation tree RT. Then the sequent
s(x) is not true at x*.

PROOF. (by induction on the number n, of nodes in the subtree of RT
generated by z).

(1) ny = 1. Then s(x) is a refutation axiom OI';, ©; > Oy, ~ Oy (and
©1 N Oy = ). Since z* = z, we have: s(z*) = s(x). By definition, every
formula in ©1 is true and every formula in © is not true at x*. Also, Iy is
true and every 1) €~[I'y is not true at * (because z < y for no y). Hence
s(x) is not true at x*.

(2) ny > 1 and we assume that the theorem holds for the subtrees with
fewer elements than n,.
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(2.1) s(z) is obtained from s(z;) by a non-modal rule. Then z* = z7.
Since ng, < ng, by the induction hypothesis, s(x1) is not true at x7. Hence
s(z1) is not true at x*. So, by Proposition 5.4(i), s(x) is not true at x*.

(2.2) s(x) is obtained from s(x1), ..., s(Tm+n) by rLR. Then

S((L’) = DFl, NDAQ,@l > GQ,DAl,NDPQ and @1 N @2 = @

S(.’L’Z) =Ii> (pi,NFQ (1 <1< m)

s(x;) =T1,~p;i> ~Ts (m+1<i<m+n)
where {¢1,...,0m} = A1, {@m+1, -, @min} = Da.

Also, * = x (so s(z*) = s(z)) and n,, < n, for all i. By the induction
hypothesis, s(z;) is not true at z} (1 <7 <m+n), so

every formula in I'; is true at = for all 1 <i <m +n,

every formula in I'y is not false at = for all 1 <i <m +n,

@i is not true at 7 (1 < i <m) and ¢; is false at 7 (m+1 < i < m+n).

Hence, each Oy; (1 <i < m) is not true at z* and every ~Oyp; (m+1 <
i < m+mn)is true at z* (because x* < a7 for all 7). Also, every formula
in OI'y is true and every formula in ~ I’ is not true at x*. By definition,
each formula in ©; is true and each formula in O is not true at z*.

Therefore s(z) is not true at z*, as required. |

COROLLARY 7.7. Every refutable sequent is non-valid in some finite, ir-
reflexive, intransitive tree.

PROOF. Assume that a sequent s is refutable. Then s has a refutation tree
RT with root x, and s(x) = s. By Theorem 7.6, s is not true at z*, which
gives the result. [

Refutation Soundness
THEOREM 7.8. If a sequent s is refutable, then s is non-valid.

ProOOF. From Corollary 7.7. ]

The Logic KN4.D

1. Definition 7.3 is modified as follows.
The end nodes in 7 are now reflexive.
2. The proof of Theorem 7.6 is modified as follows.
(1) ny = 1. Then s(x) is a refutation axiom O > O and O N Oy = ().

(2.2) s(x) is obtained by rLRp. If AjUAs = ) (so s(x) is obtained from
s(y) by O ~0), then

s(z) =0T, 01 > Oy, ~Oy and ©; N Oy = ;
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s(y) =Ti> ~Ty

By the induction hypothesis, s(y) is not true at y*, so every formula in
I'y is true at y* and every formula in I's is not false at y*. Hence, [I'y is
true and ~[I'y is not true at x* (because x* < y*). By definition, each
formula in ©; is true and each formula in ©5 is not true at z*.

THEOREM 7.9. If a sequent s is KN4.D-refutable, then s is not KN4.D-valid.

8. Reductions to Normal Sequents

Intutive Explanations

Our completeness proof, in fact, describes the following normal form proce-
dure.

1. Reduce a given sequent s to some normal sequents sq,...,s, such that:
s € KN4 iff each s; € KN4.
(Thus, if all s; are valid, so is s; and if some s; is non-valid, so is s.)

2. Pick some s;. We may assume that it is special. (Otherwise it is a proof
axiom.) Consider the premises of the rule rLR with s; as the conclusion.
They are of modal degree lower than that of s;. Now, if all the premises
are refutable, then so is's; (by rLR); and if some premise is provable,
then so is's; (by LO or RO).

PR-Reductions

We now describe the reductions to normal forms in the following syntactic
way. Let P (R) denote the set of the non-modal proof rules (refutation
rules).

DEFINITION 8.1. A sequent s is PR-reducible to a finite set T of sequents
iff both (i) TFp s and (ii) t Fgr s for some t € T.

PROPOSITION 8.2. If a sequent s is PR-reducible to a finite set T of se-
quents, then we have: s is valid iff so is everyt € T.

PROOF. From Proposition 5.4(ii). |
The length I(¢) of a formula ¢ is defined as follows.

DEFINITION 8.3. (1) If ¢ is a literal or a (negated) O formula, then [(¢) = 0.
(2.1) If ¢ =~ (and ) is neither a variable nor a O formula), then

() = 1) + 1.

(22) If Y = 1!11 ®1/12, where ® € {/\, V, :>}, then l(g&) = l(d)l) —|—l(1/}2) + 1.
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The length I(T') of a set T'= {p1,...,0n} is l(¢1) + -+ 1(p,). And the
length [(s) of a sequent s =11> A is (I’ U A).

LEMMA 8.4. Every sequent s(= T' > A) of modal degree k is PR-reducible
to some normal sequents sy,...,s, of modal degree < k.

PROOF. (by induction on the length I(s) of a sequent s = I" > A of modal
degree k).

(1) I(s) = 0. Then every ¢ € I'UA is of length 0, so s is normal.

(2) I(s) > 0 and we assume that the lemma holds for sequents of length

< I(s). Then some ¢ € I'UA is of length > 0, say ¢ € A. We only consider
the case where ¢ = 91 A 15. Thus, s has the form

I'> A by Ay
Consider the sequents
s1 =0 > Ay so =0 A1)y

Both s; and s are of length < [(s), and they are of modal degree < k.
Hence, by the induction hypothesis, each s; (i € {1,2}) is PR-reducible to
some normal forms

g

of modal degree < k. Also, by the rules (RA) and (rRA), s is PR-reducible
to s1,s9. Therefore, s is PR-reducible to

1 ny 1 n2
S1,---351" 359, ..,5g

which was to be shown. [ ]

9. Completeness

THEOREM 9.1. Every sequent s is either provable or refutable.

PROOF. (by induction on the modal degree k of s).

(1) £ = 0. Then s is O-free. By Lemma 8.4, s is PR-reducible to some
finite set T of [-free normal sequents. Thus, every t € T has the form
O1 > Oy, where ©1,0, are finite sets of literals. If ©; N Oy # () then t is
provable (because t is a proof axiom), and if ©; N Oy = () then t is refutable
(because t is a refutation axiom). Hence, each t € T is either provable or
refutable. If all ¢ € T are provable, then so is s; and if some t € T is
refutable, then so is s (by Definition 8.1). Therefore, either s is provable or
s is refutable.
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(2) k > 0 and we assume that the theorem holds for sequents of modal
degree < k. By Lemma 8.4, s is PR-reducible to some finite set T of normal
sequents of modal degree < k. Take any sequent t € T(= OI'1, ~0A, 01 >
O9,0A 1, ~ O0,). If ©; N Oy # () then t is provable, so we assume that
01N Oy = 0. Also, if Ay UA; = 0 then t is refutable, so we assume that
Ay UAy £ 0.

Let {¢1,. ., om} = A1, {@m+1, - ©min} = Ag. Consider the sequents

ti=01D>@i,~10 (1§z§m)
ti =11, ~pi> ~I' (m+1§z§m+n)

Each t; is of modal degree < k, so by the induction hypothesis, every t;
is either provable or refutable (1 < i < m + n).

(Case 1) For some 1 < i < m +n, t; is provable. Then t is provable by

LO or by RO.
(Case 2) For all 1 <1i <m + n, t; is refutable. Then t by rLR.

Hence, t is provable or t is refutable for any t € T. If each t € T is provable,
then so is s. And if some t € T is refutable, then so is s. Therefore, either s
is provable or s is refutable. [

Proof Completeness

THEOREM 9.2. If a sequent s is valid, then s is provable.

PROOF. Assume that a sequent s is valid. Then s is not refutable (by The-
orem 7.8). Hence, by Theorem 9.1, s is provable. [
Refutation Completeness

THEOREM 9.3. If a sequent s is non-valid, then s is refutable.

PROOF. Assume that a sequent s is non-valid. Then s is not provable (by
Theorem 5.6). Hence, by Theorem 9.1, s is refutable. [

The Finite Model Property

THEOREM 9.4. The logic KN4 is characterized by the class of finite, ir-
reflexive, intransitive trees.

PROOF. Assume that ¢ ¢ KN4. Then the sequent () > ¢ is non-valid. So,
by Theorem 9.3, it is refutable. Hence, by Corollary 7.7, the sequent () > ¢
is non-valid in some finite irreflexive intransitive tree. Thus, ¢ is not valid
in that tree either. ]
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The Logic KN4.D

The proof of Theorem 9.1 is modified as follows.

If Ay U Ay = () then we consider the sequent tg = I'y> ~ I's. It is of
modal degree < k, so by the induction hypothesis, it is either provable or
refutable. Now, if ¢y is provable, then so is ¢t by [ ~[J; and if ¢y is refutable,
then so is t by rLRp.

THEOREM 9.5. If a sequent s is KN4.D-valid, then s is KN4.D-provable.
THEOREM 9.6. If a sequent s is not KN4.D-valid, then s is KN4.D-refutable.

THEOREM 9.7. The logic KN4.D is characterized by the class of finite, in-
transitive trees with reflerive end nodes and all other nodes irreflexive.

10. Reduction Procedures

Our axiom systems provide decision procedures called reduction procedures
(see [14]).

By a reduction rule we mean a set of pairs ﬁ, where S,S4,...,S,

. . S S s

are finite sets of sequents. We also write ST instead of S5 and -

instead of % Let VAL(L) denote the set of sequents valid in a logic L.
We say that a reduction rule is sound for a logic L iff we have: S C VAL(L)
iff some S; C VAL(L).

A reduction system H consists of a set of sequents (called simple sequents)
whose validity is easy to check and a set of reduction rules. We say that H
is sound for a logic L iff so is each of its reduction rules.

Let H be a reduction system. An H reduction tree for a finite set T
of sequents is a finite successor tree with nodes as finite sets of sequents
satisfying the following conditions.

1. The origin is T.

2. If Sy, ...,S,, are the immediate successors of a node S, then {S;,...,S,}
is obtained from S by a reduction rule of H.

3. The end nodes are finite sets of simple sequents.

We say that T is H-reducible iff there is an H reduction tree for T. And we
say that H is complete for L iff every finite set of sequents is H-reducible.

Reduction System Hxna

Our reduction system for KN4 is defined as follows. (We sometimes write
S;T for SUT, and s; T for {s}UT.)
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e Simple sequents: Every proof axiom (see Sect.5) and every refutation
axiom (see Sect.6).

o Reduction rules:
Non-modal rules: %(RedX ), where %(X ) is a non-modal proof rule.
Modal rule: s_5‘5;75.(]%660 where =27+ s the modal refutation
15 ...|sm+n,5 S

: : . 0Or ,~0A5,0:>605,0A, ,~00'5;S
rule. (This rule looks like this. {{Fl>¢,~F2;S:w€A1}U{F1,~,o|>~1“2;5:<peAg}})

ExaMpPLE 10.1. The reduction rule corresponding to the proof rule RA.
e ANy, T
' Ay, T A, T

(RedRN)

ExAMPLE 10.2. Here is a reduction tree for the sequent Cg, ~Op > O(p A
Oq).

(Red) q > p; qu

(RedRA) qr>p; ¢r>0g

(Red) q>pAlg ¢, ~pr>0

Og, ~Op > O(p AOg)

LEMMA 10.3. (i) Let % be an invertible proof rule for L (that is, S C

VAL(L) iff s€ VAL(L)). Then, sSUTT is a sound reduction rule for L.
(ii) Let Let *-=2*» be an invertible refutation rule for L (that is, each

s; ¢ VAL(L) iff s ¢ VAL(L)). Then, ﬁ is a sound reduction rule
for L.

PROOF. We only prove (i). Assume that 2 is invertible and SUT ¢ VAL(L).
Then there is t € SUT such that t ¢ VAL(L). We may assume that t € S.
(Ift € T then s; T ¢ VAL(L).) So, s ¢ VAL(L) and {s}UT ¢ VAL(L). m

COROLLARY 10.4. HigwNa s sound for KN4.
PROOF. From Lemma 10.3, Proposition 5.4, and Remark 6.3. [
THEOREM 10.5. Every finite set T of sequents is HxNa-reducible.

PROOF. (The proof is by induction on the modal degree of T, and it is based
on the proof of Theorem 9.1.)
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(1) mdeg(T) = 0. By Lemma 8.4, every member of T is PR-reducible to
some finite set of [l-free normal sequents, so there is a sequence Tq,...,T;
such that T; = T, T, is a finite set of simple sequents, and every T; (1 <
i <) is obtained from the preceding set by a non-modal reduction rule. So,
this sequence is an Hkna4 reduction tree for T.

(2) mdeg(T) = k > 0. First, reduce T to some finite set T’ of normal
sequents of modal degree < k (see (1)). Suppose t € T’ is of modal degree k.
For simplicity, we assume that T’ contains just one sequent of modal degree
k. (Otherwise, we reduce the other ones in the same way by applying Red.)
Apply the rule Red to T' = {t} US, obtaining the immediate successors

{t}US - {tmsn} US

(see the proof of Theorem 9.1). Each of these sets is of modal degree < k,
so by the induction hypothesis, each of them has an Hgwn4 reduction tree.
Hence, the tree

{tl}:US~--{tm+n}:US
NS
{t}usS

T
is an Hixna4 reduction tree for T. [ ]

COROLLARY 10.6. KN4 is decidable.

PRrROOF. Take any formula . Construct an Hgna reduction tree for {0 > ¢}
(existing by Theorem 10.5). By Corollary 10.4, if all members of some end
node are valid, then so is {( > ¢} (and ¢ € KN4); and if some member in
each end node is non-valid, then so is {0 > ¢} (and ¢ ¢ KN4). ]

REMARK 10.7. Similar results can be obtained for the logic KN4.D.

11. Hybrid Deduction—Refutation Systems

In this section, we briefly discuss a related method, namely that of hybrid
deduction-refutation systems. Hybrid deduction-refutation systems were in-
troduced by Goranko [6]. In [12], such systems for certain FDE-based logics
are presented.

Given a set FORM of formulas and a logic L € FORM, we define the
entailment relation |y, as follows. ® =y, ¢ iff A® — ¢ € L. A deduction
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(refutation) sequent is an object ® F ¢ ( ® - ), where @ U {p} C FORM.
A hybrid sequent is a deduction sequent or a refutation sequent. A hybrid
rule instance is a pair S/s, where S U {s} is a finite set of hybrid sequents.
A rule is a set of hybrid rule instances. And a hybrid system is a set of
hybrid rules. A purely deductive (refutational) system is a hybrid system
that contains no refutation (deduction) sequents in its rules.

A (deduction) rule of the form

Fl l_S017"'7Fm|_S07ﬂ7A1 _|¢177An_“/)n
'«
is sound with respect to L iff I' =1, @ whenever

Iy B e, T FL oms At L Y1, -0, Ap L .
A (refutation) rule of the form
TiEen, o T b om, Ay A, .00 Ay Ty,
'Ha
is sound with respect to L iff ' £y, @ whenever

Fl ):L @1,...7Fm ):L gOm,Al %L ¢1,...7An %L @Z)n

Let H be a hybrid system. We say that a hybrid sequent t is H-dervable
from a set T of hybrid sequents (symbolically, T ty t) iff there is a finite
sequence si,...,S, such that s, =t and for every 1 <+i¢ < n, eihers; € T or
s; is obtained from some preceding hybrid sequents by a rule of H.

H is deductively (refutationally) sound for L iff

Fa ® - ¢ implies ® =1, ¢ (Fa ® 4 ¢ implies ® L, ¢).

And H is deductively (refutationally) complete for L iff

® =, ¢ implies Fgg @ F ¢ (P L ¢ implies by @ H ).

Given a hybrid rule, we can form a derivative rule by replacing one of
the premises with the conclusion and changing the direction of the turnstyle

in those sequents. For example, the deduction rule W produces the

following derivative rules.
L4y, T'Feo— 'k, T4y
| R ) 4o —1

In [6,12], it is by forming derivative rules that hybrid systems for the specific
logics are obtained.

This paper is not about hybrid systems. It is about pure proof/refutation
systems. However, we show that it is possible to produce a hybrid system
for a logic L from a purely deductive system Pry, (deductively sound and
complete for L) and a purely refutational system Rfy, (refutationally sound
and complete for L). Indeed, let H = Pry, U Rfy,.
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ProrosiTION 11.1. H is both deductively and refutationally sound and com-
plete for L.

PROOF. 1. Assume that Fg @ F ¢ (Fg ® - ¢). Then, ® F ¢ can be derived
only by Prr, (Rfy). So, ® =L ¢ (® AL ¢) by Pry, (RfL) soundness.

2. Assume that ® =1, ¢ (P L ¢). Then, Fpyy, @ F ¢ (Fre, © 4 @) by
Pry, (Rfy,) completeness. So, kg @ - ¢ (Fg @ H ). [

REMARK 11.2. Let PRF (REF) be the purely deductive (refutational) sys-
tem consisting of all deduction rules (refutation rules) %, where s € AxPrf
(s € AxRef) and all deduction (refutation) rules in Prf (Ref). Also > is
replaced with = (). Then PRF (REF) is deductively (refutationally) sound
and complete for KN4. Hence, PRF U REF is both deductively and refu-
tationally sound and complete for KIN4.

12. Further Research

12.1. Intransitive Paraconsistent Modal Logics

Our procedure for KN4.D results from that for KN4 by simple modifications.
However, it is not clear how to extend our results to other logics of this kind.
The rule rLR has to be modified somehow, but in a specific logic we would
have a specific modification. (Note that the rule rLR is not sound in any
proper extension of KN4 because it enables refuting every sequent nonvalid
in KN4.) Since the general form of the modal refutation rule is not known, it
is also hard to generalize the construction of countermodels from refutation
trees. I leave such procedures for intransitive paraconsistent modal logics as
an open problem.

12.2. Transitive Paraconsistent Modal Logics

Refutation calculi that are both reverse substitution-free and reverse modus
ponens-free for standard transitive modal logics are known in the literature
(see e.g. [13,15,17]). In such a logic L, for every formula ¢, its normal form
N(p) (based on the Mints normal form [11]) can be constructed with the
property that: ¢ — N(¢) € L, and if N(p) € L then ¢ € L. The refutation
calculus is for normal forms of this kind, and it provides both a decision
procedure and the characterization of L by the class of tree-type frames. It
seems posssible to obtain similar results for transitive paraconsistent modal
logics by first modifying the normal forms, and second by modifying the
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refutation rules (and the modifications are non-trivial). This topic is studied
in [16].
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