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Non-distributive Relatives of
ETL and NFL
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Abstract.  In this paper we devise non-distributive relatives of Exactly true logic (ETL)
by Pietz and Riveccio and its dual Non-falsity logic (NFL) by Shramko, Zaitsev and
Belikov. We consider two pre-orders which are algebraic counterparts of the ETL’s and
NFL’s entailment relations on the de Morgan lattice 4. We generalise these pre-orders and
determine which distributive properties that hold on 4 are not forced by either of the pre-
orders. We then construct relatives of ETL and NFL but lack such distributive properties.
For these logics we also devise a truth table semantics which uses non-distributive lattice
M3 as their lattice of truth values. We also provide analytic tableaux systems which work
with sequents of the form ¢ F x. We then prove correctness and completeness results
for these proof systems and provide a neat generalisation for non-distributive ETL- and
NFL-like logics built over a certain family of non-distributive modular lattices.

Keywords: Exactly true logic, Non-falsity logic, Non-distributive lattices, Analytic
tableaux, ETL-like logic, NFL-like logic.

1. Introduction

1.1. FDE and Its Relatives

Dunn and Belnap proposed their ‘useful four-valued logic’ (or FDE—first
degree entailment) back in the 1970s in [3,4,13].

Dunn formulated FDE in [14] as a bi-consequence system Rygq, which uses
sequents of the form ¢ Frppg x (these are binary consequences) where ¢ and
X are propositional formulas over {—, A, V}. Ryqe is the reflexive transitive
closure of the following principles.

¢ N x FrpE ¢ ¢ FFDE ¢ V X

¢ AN x FrDE X X FrpE @ V X
(¢ A x) F+rpE "¢ V =X (¢ V X) FFDE "0 A )
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—¢ J-rpE ¢
¢ N (x V) Frpe (A X) V(9AD)
A OFroE X ¢FFDEY, dFFDEY X FrDE ¢
" ¢FrpEXAY © ¢Vxhtrpr Y
First degree entailment is known to be complete w.r.t. the following se-
mantics built upon four values: T (true and not false), B (both true and
false), N (neither true, nor false), and F (false and not true)

- | A|T B NF V|T BN F
TIF T[T BNF T|TTTT
B/B B/BBFF B TBTSHB
N[N NNFNF NTTNN
F/T F/FFFF F|TBNTF

where entailment relation can be defined as ‘at least truth’ preservation
¢ ':FDE X = Vo : U(d)) € {Tu B} = U(X) € {T7B}

Recently, a new approach of providing relatives to FDE was proposed first
by Pietz and Riveccio [28] and then by Shramko et al. [33,34]. The point
was to change the set of the designated values but retain the definitions
of connectives. In this fashion ‘Exactly True Logic’ (ETL) by Pietz and
Riveccio [28] is the logic whose entailment relation is ‘truth and non-falsity’
preservation

pEETL X = Yo :v(@) =T =u0v(x)=T

and ‘Non-Falsity Logic’ (NFL) by Shramko et al. [33,34] is the logic whose
entailment relation is ‘non-falsity’ preservation

GENFL X S Vv :iv(¢) #F = v(x) # F

Roughly speaking, ETL can be acquired if we replace the disjunction
elimination rule—V.—of Rgq. with the disjunctive syllogism:

DS:=¢ A (pVX)Fx

The resulting system is formulated in a binary consequence! form in [34] as
follows

!For alternative proof system for ETL cf. [36].
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¢ A X FETL @ ¢V (xVY)FeTL (VX)) VY
pAxFrETLX OV (XAY) AFETL (0 V X) A (D V)
¢ FETL OV X ¢V x AFETL 7m0 V X
¢V xFrTL XV ¢ (oA X) VY ApTL (e V —x) VY
¢pVotrrL ¢ —(¢VX) VY AbrTL (7 A—X) VA
¢ N (=9 VXx) FETL X
cut¢ FeTL X X FETL ¥ /\i¢ FeTL X ¢ FETL ¢
¢ FETL ¥ ¢ FETL X N Y
In the same fashion, we can speak of NFL as the result of replacing
the conjunction introduction rule—A;—of Rgqe with the dual disjunctive
syllogism:

DDS: ¢k —x V(xAo)

The resulting binary consequence system is as follows [34]:

¢ FNFL @V X (GAX) AN FNrL @A (XA D)
XFNFL OV X @A (X VYY) AENFL (@A X) V (9 A YD)
¢ N X FNFL @ ¢ AN x AENFL 79 A X

SAXFNFL XA @ (DA X) AP AENFL (2@ V —x) A
PENFL @A O (@ V X) A TENEL (9 A x) At
¢ FxFL X V(X A @)
t¢|—NFLX XFNFL Y, dFNFL ¥ X FNFL W
¢ FNFL ¥ ‘ ¢V x FNFL ¥

1.2. Non-distributive Logics

The second source of our motivation is threefold. First, it is a non-distributive
logic LN proposed in [5]. LN is a cut-free sequent calculus which constitutes
positive fragment of FDE that proves neither

PNV E(@AX)V(9AY) and (9V X) A (PVY)E PV (X At)
nor
PANXVY)E(@AX) VY
As pointed out in [5], LN is a quite natural calculus since it can be obtained
by simply removing structural rules but retaining the usual introduction and
elimination rules for conjunction and disjunction.
Second, observe that ETL and NFL can be construed as versions of

Priest’s logic of paradox from [29] and Kleene’s strong three-valued log-
ics with restriction on conjunction and disjunction in the following sense.
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ETL lacks disjunction elimination

oY xFY
¢V XY
while NFL lacks conjunction introduction

pFx oFY
pEXNY
The lack of distributive properties listed above usually places additional
restrictions on disjunction and conjunction, so it is natural to ask what
happens if we apply these restrictions.

Third, non-distributive lattices appear in the study of quantum logic (cf.,
e.g. [15] for reference). These are orthomodular. Observe, however, that 4
equipped with the de Morgan negation is obviously distributive and hence
modular but is not orthomodular.

B/T\N
N

It thus would be interesting to consider modular non-distributive lattices
and ETL and NFL logics on them.

1.3. Entailment as Lattice Pre-order

Recall that truth values for first degree entailment, Exactly True logic and
Non-Falsity Logic form a de Morgan lattice 4.

It is also straightforward to see that three different entailment relations:
Frpe, Ferr and Expr, constitute three different pre-orders in 4.2 Moreover,
the following distributive properties hold for entailment relations of FDE,
ETL and NFL.

* PAXNVY)E(DAX)V (ONY
¢ (PAX)VI(PAD)E A (X VY
(
(

e OVIXAY)E(@VX)N(PVY
e (@VX)AN(OVY)ESV (XAY

—_ — ~— ~—

2Note7 however, that Frpg can be defined as an order on 4, as shown by Font in [16].
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e GA(XVY)E(BAX) VY.
e (PVX)NYE SV (X NY).

A reasonable question may be asked what happens to these when we
generalise Fgr, and Fypr, to all bounded lattices.

1.4. Plan of the Paper

The text is organised as follows. In Section 2 we define properties of ETL-
and NFL-like logics; we then introduce generalised versions of the Fgry, and
FnrL entailment relations and investigate which distributive properties are
forced by those. Then in Section 3 we introduce a truth table semantics for
ETL and NFL relatives ETLys and NFLyg based upon M3 lattice, and
also present a family of Mn lattices who differ from M3 in their number
of midpoints. In Section 4 we construct a unified analytic tableaux calculus
for ETLy3 and NFLyg3, and also provide motivation as well as correctness
and completeness proofs (Theorems 1-4) for these systems. In Section 5
we generalise our result to a family of ETL- and NFL-like logics built upon
Mn lattices (Theorems 5-6); we also define ETLyg,, and NFLyg,—the ETL-
and NFL-like logics over Mw (Mn lattice with w midpoints), and provide
tableaux for them; we then show that ETLyg, and NFLy, are ETL- and
NFL-like logics of all bounded lattices (Theorems 9 and 10). Finally, we
wrap up our work and set goals for future research in Section 6.

2. Distributive Properties and Pre-orders on Bounded Lattices

For any bounded lattice £ = (L,A,V,—, T, 1) we have two matrices—
ETLe = (£,{T}) and NFLg = (£, L\ {L})—that generalise entailment
relations Fgrr, and Fypr,. Note that the entailment relations on ETLg and
NFLg¢ which we will further designate Fg1r,, and Fnpr,,., respectively, con-
stitute pre-orders on £.

Note, however, that the lattice 4 has some additional properties: first and
foremost, de Morgan as well as double negation laws hold while negation is
not lattice complement. With this in mind, let us now also generalise exactly
true and Non-Falsity Logics.

DEFINITION 1. (ETL- and NFL-like logics) For any bounded lattice £ and
matrices ETLg and NFLg we will further call the logics of these matrices
ETL-like logic on £ (NFL-like logic on £, respectively) if the conditions
listed below hold.
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(1) The logic enjoys the following version de Morgan laws (v being a valua-
tion in ETLg¢ or NFLg, respectively):

Vo :o(=(¢Ax)) =v(=¢Vx) Vo:u(=(eVX))=v(=dAx)
and double negation law:
Vv v(=m¢) = v(d)
2) fv(¢pV —¢) =T, then v(¢p) € {T, L}
3) ¢ AN —¢FrrL. x and ¢ EnpL. X V 7).
4) ¢ N =¢ ¥xrL, X and ¢ Ferr, X V X
5) "¢ A (¢V x)FerL, X and ¢ Fxpr, =X V (X A @).

Note also that Fgrr,, and Fnpr,, for the same lattice £ are completely
dual, so we will further usually consider ETL-like logics in detail while men-
tioning NFL-like logics only briefly.

We now want to find out which distributive properties listed in Section 1.3

are forced by either Fgry,, or FNFL. -
The following lemmas are easy to obtain.

LEMMA 1. For any matric ETLe over a bounded lattice £ the following
holds.

(1) ¢ A (x V) Ferre (@A X)V (9 AD).
(2) BAX)V(PAY) FETL, ¢ A (X V).

) ¢V (xAY)FerLe (@VX)A(QV ).

(4) @A (X VY)FrrL, (A X) VY.

(5) (@VX)AYFrrL, ¢V (X AP).

We will work here in the lattice upon which the matrix is built. It suffices
to show that for all a,b,c € £ and for any valuation v if the left hand side
is equal to T under v, then so is the right hand side.

LEMMA 1.1.
PROOF. Indeed, let

aN(bVe)=T=a=T&bVec=T
=aNb=b&kaNc=c
= (aAb)V(aAc)=T

LEMMA 1.2.
Now, let a A (bV ¢) # T. We have three cases.
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Case 1.2.1. a# T and bVc# T

In this case b, ¢ # T. It is straightforward to obtain that (a Ab)V (aAc) #
T.

Case 1.2.2. a# T and bvVe=T

We have four options here. Either b = ¢ = T, or b= T but ¢ # T, or
b#ATbutc=T,orb#ATand c#T.

In the first case (a Ab) V (a Ac) = a # T. In the second case we have
several possibilities.

T T T
a c a c
& a

It is easy to see, that (a Ab) V (aAc) # T in each case.

The third case can be tackled in the same fashion as the second one.

Finally, in the fourth case we have the following options (dashed lines
denote that it is possible that a Vb # T and a V¢ # T).

NN AN

T

7/
/
s/
/s
a

b
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T

SN0 N

It is obvious, that (a Ab) V (a Ac) # T in each case.
Case 1.2.3. a=T and bVc#T

In this case (a Ab)V (aANc)=bVec#T. |
LEmMmA 1.3.

PROOF. Let (aVb)A(aVe)#T.

(avbDAN(aVe)#T=aVb#ToraVe#T
=>a£T&#ToraT&e#T

Consider the first case. We have the following options.

T T T

aVb a b
a / \ b b a
It is evident that a V (bAc) # T.
The second case can be handled in the same fashion. ]
LEMMA 1.4.
PrOOF.

aN(bVe)=T=a=T&bVec=T
=alAb=Db
= (aAb)Ve=bVe=T
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LEMMA 1.5.

PROOF.

(aVh)ANe=T=aVb=T&e=T
=bAc=D
=aV(bAc)=aVb=T
|

LEMMA 2. For any matrix NFLe over a bounded lattice £ the following
holds.

(1) &V (X AY) ExrLe (@V X) A (@ V).
(2) (VXA (PVY) FrrLe &V (XAY).
(3) (PAX)V(6AY) ExrLe @A (X V).
(4) A (X VY) ExpLe (9AX) VY.
(5) (¢Vx) ANYENFLe &V (X AN V).

PROOF. By dualisation of Lemma 1. [

3. Semantics for Non-distributive Relatives of ETL and NFL

Now we need to find a bounded (preferably, finite) non-distributive lattice
that possesses only needed distributive properties so that we can use it as
a semantic framework (a reader interested in a thorough overview of results
related to algebraic semantics of finite-valued logics may find them, e.g., in
[17]). The most obvious candidates here are M3 and N5 lattices.

/\ /\

\/ \/

Observe also that the following version of the modular law holds for any
ETLg and NFLg matrices on a bounded lattice £.

¢ FETL, X = ¢V (Y AX) FETL, (V) Ax and (¢ V) Ax FETL, ¢V (¥ A X)
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®ENFL, X = ¢V (¥ Ax) ExFL, (9V ) Ax and (¢ V) Ax ExrFL, ¢V (¥ A X)

Note, however that (¢Vx)A (VYY) FrrLas @V (XAY) and ¢A (X V1Y) ENFLus
(¢ A x)V (¢ A1) hold. So, FrrLys and Exrry, are distributive although,
clearly, N5 is non-distributive w.r.t. usual ‘upward’ order. On the other hand,
both FETLyss FNFLums, and M3 itself are not distributive and also modular.

Due to Lemmas 1 and 2 we don’t need to check matrices with more
elements since any bounded lattice will lack at most one distributive prop-
erty provable in ETL or NFL. Observe, however, that ETL (and NFL) logics
built upon M3 do not coincide with ETL and NFL over all bounded lattices.
Indeed,

pV(((pV)V (rAs))A(rA (qVs)))Ferias PV ((qV (rAs))A(rv(pAs))) (1)
although this will not hold in the following lattice which we designate M4.

//\\
\/

Lemmas 1 and 2 also imply that if we want to have a non-distributive
relatives of ETL and NFL based upon bounded lattices of truth values, we
can drop only axioms (¢V x)A(¢VY) FrrL ¢V (xAY) and ¢ A (x V) FnrL
(@VX)A(DV ).

In this section we will construct semantics for relatives of ETL and NFL
lacking

(@VX)A(pVY)FETL 0V (XA Y)

and

AA(XVY)ENFL (@ V X)A (P V)

which are based upon M3. We will then in Section 5 provide ETL- and
NFL-like logics for a specific family of modular and non-distributive lattices
w.r.t. <grr, and <NFL.

We will further call these relatives ‘non-distributive ETL’ and ‘non-
distributive NFL’ if we mean an arbitrary logic or the whole family. If we
mean a logic for a particular lattice, we will denote it ETLg or NFLg with
£ being that lattice.
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Again, just as in case of original Exactly True and Non-Falsity Logics,
ETLms or NFLpg use the same set of truth values and the same definitions
of connectives. Their only difference lies in their entailment relations.

A valuation v is a function mapping propositional variables to {T,B,

/\
\/

The truth values of compound formulas are determined via the following
truth tables.

M Z oW >
HZow@WHH
HEETWE®
HMoMHO o
7 22
SRR
M Z o<
HHHEA R
THH®EA®E
o oHHlo
Z2Z-=-a12Z
HZ oW

mZ oWl
=HZomH

Truth tables are quite expectable since A and V coincide with meet and
join of M3 while negation allows for the following version of de Morgan
laws.

Vo :iv(=(pA X)) =v(=gVox) Yo:iv(=(éVx)) =v(=¢A-x)

Entailment relations are as follows.
DEFINITION 2.

¢ FETLMs X © VUt ’U(¢) :T:>U(X) -7
@ ENFLys X & VU v(qﬁ) #F = U(X) £F

As one can see, these entailment relations conform to the requirements
from Definition 1. Moreover, it is tedious but straightforward to check that
all axioms and rules of ETL and NFL except for

(@VX)A(PVY)FrTL ¢V (XA P)

and

AN (XV ) FNrFL (@ V X)A (P V)
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NV
RN
N

Figure 1. Mn lattices. From left to right: the three-element lattice, 4,
M3, etc. In general, Mn lattice contains n elements on its middle level

do hold.

In this paper we will be concerned with ETL- and NFL-like logics built
upon a certain family of lattices which we call Mn lattices (Figure 1). One
can easily see that ETL- and NFL-like logics can be constructed if conjunc-
tion and disjunction coincide with the meet and join of these lattices, and
negation flips T and L leaving elements designated with numbers intact.

The logics built upon first two lattices are, obviously, K3 and Priest’s
logic of paradox, and ETL and NFL respectively.

Our goal now is to provide proof systems formalising these semantics.
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4. Analytic Tableaux

4.1. Motivation

As we have seen, both ETL- and NFL-like logics for M3 as well as any ETL-
and NFL-like logics whose truth values comprise a finite bounded lattice are
actually logics of finite matrices. As such, there is an algorithmic way to
construct analytic calculi for them using ‘n-sided’ sequents (cf. [2] for the
system description and [1] for theoretical work).> Another approach which
is closer to tableaux would be to use ‘multiple-conclusion’ calculi (cf., e.g.
[23] for recent results which show how to acquire multiple conclusion calculi
from finite non-deterministic matrices).

Hence, there is a need to motivate a new proof system. Indeed, the above
mentioned approaches easily produce analytic calculi whose completeness is
also easy to prove. On the other hand, the number of ‘sides’ of sequents and
rules for these calculi grows proportionally to the number of truth values of
the logic.* Moreover, proof systems for related logics—like FDE, Kleene’s
strong three-valued logic and LP which usually differ only by one axiom
(cf. [33,34] for details)—will not be related in such a clear way if we use
n-sided sequents since FDE is four-valued while LP and Kleene’s logic are
three-valued. Further, the multiple conclusion calculi would require the use
of different separating formulas for different matrices, so we would lose the
desired generalisability of our tableaux.

This is why, in the following section we will provide an analytic tableaux
system for sequents of the form ¢ F x which has several properties which
we deem more desirable and more convenient than those of analytic calculi
with n-sided sequents.

(1) We use the same labels for formulas for any ETL- or NFL-like logic
as long as its truth values comprise an Mn lattice (cf. Section 5).

(2) The rules and definition of a closed tableau for any two ETL- and
NFL-like logics built upon the same lattice will be the same. The
only difference would be which tableaux we will build in order to
prove or disprove a sequent.

3A reader may also want to use the programme itself which can be downloaded at
https://www.logic.at/multlog/.

“In particular, there would be five rules for each of {—, A, V} if we constructed such a
calculus for ETLns or NFLws.


https://www.logic.at/multlog/
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(3) The tableaux can be simply adjusted without adding new rules or
labels for formulas for any ETL- or NFL-like logic as long as its truth
values comprise a lattice of a certain kind.

4.2. A Unified Tableau Calculus for ETLpg3 and NFLy3

We are now ready to provide our tableaux. They are going to be presented
in a fashion similar to those of Smullyan’s [35] in the sense that we will
have two kinds of rules—a (which do not require splitting the branch) and
B (which split the branch) ones—which will extend the branch with new
labelled formulas. Moreover, our tableaux are refutation tableaux in the
sense that in order to prove ¢ F x we try to establish that there is no
refuting valuation v such that v(¢) = T but v(y) # T if we are considering
ETLps.”

As we have already mentioned, ETLy3 and NFLyz use the same rules
and the same criteria for the branch closure.

DEFINITION 3. (Tableauz for ETLyg and NFLys) We define a tableau as
a downward branching tree each node of which contains a set of labelled
formulas and labelled pairs of formulas. Any formula ¢ can be labelled t[¢],
m[¢] or f[¢], moreover, a pair of formulas can be labelled ¢ ~ x or ¢ ~ .

Let us clarify the meanings of our labels. As expected, t[¢]| and f[¢] denote
that for the valuation v v(¢) = T and v(¢) = F respectively while m[¢] tells
us that v(¢) € {B,0,N} but does not provide an explicit valuation for ¢.
In order to overcome this obstacle, we use ~ and ~ which tell us that two
formulas have the same or different values from {B,0,N}.

The branch can be extended by an application of one of the following
rules if it contains the appropriate premise(s) (below i = 1,2, p, ¢ and r are
propositional variables and o € {A,V}). If the conclusion of a rule contains
several sets, vertical bars designate splitting of the branch.

We will have two kinds of rules: the one decomposing labelled formulas
and the one decomposing labelled pairs of formulas into labelled pairs of
formulas with fewer connectives.

o Ax] oV (-]
Ned YT T wd s e x )
m[p A x]
(™) ST b Tmld], ¢ | mld) mi & ~ x

SFor NFLnms we would try to show that there is no valuation v such that v(¢) # F but
v(x) =F.
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R R ER VIR G Ty

") o2

T I wiie . M e

(v aym) 22X (2 ym)iw L (v trang) LI (o trang P LT

~P~X ~Pxx P~ x10X2, MXi P x10X2, MXi
(WX (g EEX (o rraxm il (o ) PN M
We will further present our tableaux proofs in a tree-like form with edges
designating the splitting of the branch. When talking about branches we will
also represent them with sets and therefore will not repeat labelled formulas
or pairs thereof if they have already occurred up the branch. Moreover, we
will omit the use of rules for symmetricity of ~ and ~ for the sake of brevity.
We say that a branch of a tableau is closed iff it contains one of the
following.

(1) M[¢] and M'[¢] with M # M.
(2) ¢ ~ x and ¢ = x.

(3) ¢ = ¢.

(4) 1 % P2, d1 * @3, 1 * Pa, P2 % B3, P2 % P4, and ¢z = ¢y.

A branch is called open, iff it is not closed. Finally, we call a branch B
complete, iff whenever B contains the premise(s) of an instance of a rule, B
also contains one set of conclusions.®

We say that a tableau is closed iff all its branches are closed.

We say that there is a tableaux proof for ¢ Fgrr,,,, X iff tableaux begin-
ning with {t[¢],m[x]|} and {t[¢], f[x]} are both closed.

Dually, there is a tableaux proof for ¢ Fnrr,,, X iff tableaux beginning
with {m[¢], f[x]} and {t[¢],f[x]} are both closed.

The conditions dictating closure of branches mean the following: (1) says
that ¢ cannot have two different values under one valuation; (2) says that is
impossible for two formulas to have equal and distinct valuations simulta-
neously; (3) says that it is impossible for a value of a formula to be distinct

5As an example, consider the branch {m[p A q], m[p], t[g]}. It is complete since the
rule mA requires splitting and one of its resulting sub-branches is exactly {m[p], t[¢]}. On
the other hand, {t[p V ¢], m[p], m[q]} is not complete since the application of tV forms a
sub-branch {m[p], m[q],p = q}.
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t{(pVa)Ar]
mlpV(gAr)]
tlpVy|
t[r]

=
AN //\

m(p] flp] m(p] mp] flp]
flanr]  mlgar]  mlgAr] flg A m[gAT] m[qN]
X x o PranT VAN IR prgAT
X flg fl] mlg  tld  th] mlg) IR
x x  mf] ml] wmlg] mp] tlg ] mq
qoer % % g~r o mr] mlg]  mr]
X X X X qn~r
X
m.[p}
m[g]
poeg
/
flp] mp] mp]
mlgAr]  flgAr] mlg Ar]
« SN panr
flag flr] wlg) P71
X X m[r] X
qoer

X

Figure 2. A tableaux showing that there is no valuation v such that
v((pVg)Ar) =T but v(pV (gAr)) € {B,0,N}. All branches are closed

from itself; finally, (4) says that there cannot be a valuation v such that
v(¢1),...,v(ps) € {B,0,N} are pairwise distinct.

It is also easy to see that for any sequent ¢ - y its tableau will terminate
since our rules allow to decompose each labelled formula into variables and
reduce all labelled pairs formulas to labelled pairs of variables.

Consider two examples below that show how to construct a tableau and
obtain a refuting valuation from its complete open branch. First, we show
that there is no valuation v such that v((pV¢) Ar) =T but v(pV (gAT)) €
{B,0,N} (Figure 2). Then we show that (p A =p) V (¢ A =q) ¥ r and then
extract a refuting valuation (Figure 3).

A refuting valuation is obtained as follows. First, we note that all
variables—p, ¢ and r—are labelled m. So, we need to assign them values
from {B,N,0}. We also see that p » ¢, hence p and ¢ should have distinct
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{p A —p) V(g A—q)]

m[r]
P
tp A-p]  tlg A —q] mg A =g
t[p] t[q] mlp A —p]
t=p] tq]  pA-peqgA—q
flp] fla] PN
x X tlp]  t-pl mip]

m[-p]  m[p] m[-p]
mlp]  flp] p~-p
P~ N
x tlgl  t~q] m[q]
m[—g]  mlg] m[~q]
mlg]  flg] g~ —q
g~ x PATpq
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—p o q
®

Figure 3. A tableau refuting (p A —p) V (¢ A =q) ¥ 7. The frownie shows
a complete open branch

values, but there is no such label for 7. So, let us set v(p) = B, v(¢) = 0 and
v(r) = B. It is easy to see that v((p A —p) V (¢ A =q)) = T but v(r) = B.

We draw the reader’s attention to the fact that B, 0 and N are indis-
tinguishable w.r.t. Fprr,,; and FnFL,,, in the sense that either all of them
belong to the set of designated values (as in the case of NFLyz3) or none of
them do (ETLpms). This allows us to use only three labels for formulas and
two for pairs of formulas.

The last fact we wish to notice in this section is that two more general
o~ xx~9p (ooTr‘){M XX ~ 1}

{6~} {0~ v}

sible in the following sense.

rules, namely, (~ Tr.) are admis-

LEMMA 3. For any formulas ¢, x and v the following holds: any branch B

containing (1) ¢ ~ x, x ~ 1 and ¢ = ¥ or (2) ¢ = x, x ~ 1 and ¢ ~ ) can
be closed.

PROOF. We prove this by induction on complexity of ¢, x and . The basis
(when ¢, x and v are propositional variables) holds by virtue of the definition
of tableaux. We will further prove only the case (1) since (2) can be proved
in the same way.

Now, let ¢, x, and ¥ be arbitrary formulas. Say, the branch contains
¢~ x, x ~ 1 and ¢ » 1. We have three cases for each 7 € {¢, x, ¥ }. Either
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T=T1ATy, T =1 VT, or T =—7". We will consider only the case when
each 7 is 71 A 7o (other cases are tackled similarly).

If B contains ¢1 A ¢2 ~ x1 A x2 and x1 A X2 ~ Y1 A g, then m[¢1 A ¢2],
m[x1 A xa], m[t)1 A o] are also present (since a pair of formulas labelled
with ~ can appear only if both of them are labelled m). But then for each
T € {¢,x, 9} either m[ry], or m[rz], or both are in B. Hence, we can infer
®i ~ X, Xj ~ Yr and ¢; ~ Yy, for some i, 7,k € {1,2} using (o ~) rule. By
induction hypothesis this branch can be closed. [ |

Note also that with the rules ~ Tr. and ~ Tr. from Lemma 3 we do not
need rules = ~ and — .

LEMMA 4. Assume, we have rules ~ Tr. and » Tr.. Then if a branch con-
tains —¢ ~ x, it can be extended with ¢ ~ x (likewise for ¢ =~ x and ¢ = x).

PROOF. Indeed, if a branch contains —¢ ~ Y, it also contains m[—¢]. From
here we infer m[¢] and ¢ ~ —¢. Now, by ~ Tr. and ~ trans rules, we obtain
¢~ X

The proof of =~ case is the same. [

4.3. Correctness and Completeness

Observe that in our examples on both Figures 2 and 3 we tested only whether
there is a valuation v such that for a sequent ¢ - x v(¢) = T and v(x) €
{B,0,N}. So, a case of a valuation v" such that v'(¢) = T and v'(x) = F
was left unconsidered. And while for the example on Figure 3 considering
only one of two options was enough to refute the sequent, in order to prove
a given sequent we have to tackle both of them.

Before we start proving correctness and completeness of our tableaux, we
need a definition of ‘realisation’ which we adapt from [10].

DEFINITION 4. (Realisation) We say that a valuation v realises a labelled
formula or a labelled pair of formulas in the following cases.

(1) t{¢] and v(¢) = T.

(2) m[¢] and v(¢) € {B,0,N}.

(3) fl¢] and v(¢) = F.

(4) ¢ ~ x and v(¢) = v(x) and v(¢),v(x) € {B,0,N}.

(5) ¢ = x and v(¢) # v(x) and v(¢),v(x) € {B,0, N},

We say that a branch of a tableau is realised iff its every node is realised.

THEOREM 1. (Correctness for ETLns) If there is a tableauz proof for
¢ FETLMs Xo then ¢ FeTiy, X-
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PROOF. It is easy to show that if premise(s) of a rule is realisable, then so
is at least one of its conclusions. Finally, it is evident that no valuation can
realise a closed branch. This concludes the proof. [

To prove completeness theorem we adapt the technique from [10, Theo-
rem 5.4.1].

THEOREM 2. (Completeness for ETLag) If ¢ Frriys X, then there is a
tableaux proof for ¢ FETLys X-

PrRoOOF. We prove by contraposition: we will show that each complete open
branch is realisable. Now, having a complete open branch B assign to each
labelled variable p occurring in B a value from {T,B,0,N,F} as follows.

(1) If t[p] € B, then v(p) = T.
(2) If f[p] € B, then v(p) =F.
(3) If m[p] € B, we proceed as follows.

(a) First, find all variables labelled m and order them alphabetically
(we will denote such variables g1, ..., qp).

(b) Set v(q1) = B. Then find all ¢; such that ¢; » ¢; ¢ B and set
v(g;) = B for each of them.

(c) Now let ¢; be the first variable such that g; ~ ¢; occurs in B. Set
v(gj) = 0. Then find all ¢;» such that g;; < g; does not occur in B.
Set v(g;) = 0 for each of them.

(d) Now let g be the first variable such that g ~ ¢ and g ~ ¢; are
in B. Set v(gx) = N. Then find all g such that g ~ g, ¢ B. Set
v(qx’) = N for each of them.

Notice that it is the rules ~ trans and ~ trans that enable us to search
for all labelled variables that take the same (or different) value as the one
we took first. Notice also that due to Lemma 3 B cannot contain ¢ ~ ¥,
X ~ ¢ and ¢ = 1 (or ¢ » x, x ~ ¥ and ¢ ~ 1), lest it would be closed
(and, hence, unrealisable).

Observe now that v defined as above realises all labelled variables and
labelled pairs of variables occurring in B. Then note that for each a-rule
decomposing labelled formulas if v realises all its conclusions, v also realises
its premise. Further, for each §-rule decomposing labelled formulas if v re-
alises all its conclusions in one of its resulting branches, v also realises the
premise.

In ~ trans and ~ trans we have by construction of v that v realises both
premises if it realises the conclusion.
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Other rules dealing with labelled pairs of formulas are invertible in the
sense that if v realises the conclusion, it also realises the premises.

In particular, consider o ~ rule with o = V. By induction hypothesis, v
realises ¢ ~ 1 and we also have m[x;] and ¢ ~ x1 V x2 in B. Since B is
complete, we also have m[¢] and m[y; V x2]. Furthermore, v realises m[¢] and
m[x1]. Again, by completeness of B, we also have either m[y2] and x1 ~ x2
or f[xz2]. In the first case we obtain that v realises x1 ~ x2 by induction
hypothesis and in the second case we obtain that v realises f[x2]. In both
cases, it is straightforward to see that v realises ¢ ~ x1 V xo.

The result follows by an induction on complexity of labelled formulas and
pairs of formulas in B. n

The proofs of the following two theorems are the same as proofs of The-
orems 1 and 2, respectively.

THEOREM 3. (Correctness for NFLngg) If there is a tableaux proof for
¢ l_NFLM3 X then (b ':NFLM:; X-

THEOREM 4. (Completeness for NFLnig) If ¢ FnrLys X, then there is a
tableaux proof for ¢ FNFLys X-

5. Generalisation

In this section we will show how to generalise our tableaux system on ETL-
and NFL-like logics built upon arbitrary Mn lattices.

5.1. Tuning the Tableaux

Observe that Mn lattices differ only in the number of pairwise incomparable
w.r.t. ‘upwards’ order elements, namely, there are n such elements for each
lattice (except for the three-element one where any two elements are compa-
rable). Since we will always use only the labels and rules from Definition 3,
in contrast to the traditional approach from [1,2,23,32] which demands the
number of labels and rules depending on the number of truth values, we can
adjust our tableaux as follows.

DEFINITION 5. (Tableauz for ETL- and NFL-like logics on Mn lattices) We
define tableaux and all rules for them as in Definition 3. The only difference
is in condition (3) for branch closure. Namely, for each Mn lattice set
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(4") There are ¢1,...,¢p+1 in the branch such that for all 4,5 < n+ 1 if
i # j, then ¢; = ¢;.7

The notion of a tableaux proof for ¢ Fgrr,,,, X and ¢ FnrLy, X also coin-

cides with that from Definition 3.

The following theorems are easy generalisations of Theorems 1, 2, 3 and 4.

THEOREM 5. For any lattice Mn and its ETL-like logic ¢ Frriy, X if
there is a tableaux proof of ¢ FETLy, X-

THEOREM 6. For any lattice Mn and its NFL-like logic ¢ ExrLy, X iff
there is a tableaux proof of ¢ FNFLy, X-

5.2. Separating Mn and Mn + 1

In the previous section we have provided an easy ‘tuning’ to our tableaux.
It is now natural to ask which ‘formula—formula’ consequences will be lost
when transitioning from ETL- or NFL-like logic built upon Mn to that
upon Mn + 1. Note also, that Mn is a submatrix of Mn + 1, so we have
the following decreasing sequence of ETL- and NFL-like logics with Ly D
Ly (read ‘L;y contains Lo’ or ‘Ls is included into L;’) meaning that each
consequence valid in Lo is also valid in L.

ETLy: = K3 D ETLyz = ETL D ETLys 2 ETLyg 2 -+ (2)
NFLp: = LP D NFLye = NFL D NFLys 2 NFLyg 2 -+ (3)

We know from (1) that ETL-like logic built upon M3 strictly contains
M4. Dualisation of (1) will produce a consequence valid in NFLy3 but not
in NFLp4.

We now want to convince ourselves that all other inclusions in (2) and (3)
are also strict. Indeed, a family of consequences separating Mn and Mn + 1
for each n is easy to produce. Consider the following consequences.

n+1
Ini= N\ (1vp) Fpiv \/ (pirp;) (4)
i ()

It is easy to check that for any n > 2 &, is valid in ETLyg, but is
not valid in ETLatn+1 (to obtain a refuting valuation set v(p;) = i with
1 < ¢ < n). Again, by dualisation of (4), we obtain a family of ‘formula—
formula’ consequences separating NFLyp, from NFLyint1.-

“For LP and Kleene’s logic this reduces to the following: the branch is closed if it
contains ¢ ~ x.
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Moreover, it is easy to see that the only refuting valuation for 4 is some in-
jective map from variables to the ‘middle’ values of Min + 1. Hence, only the
n+1
tableau starting with < t [ N\ (p1 \/pi)] ,m | p1V \V (pinp;)| ¢ will
i=2 .l
i,je ("5)
have a branch containing p; ~ p; for all 1 < i < j < n + 1 which will be
open, while all other branches will be closed. It is also clear that since an
open branch in a tableau for ETLy, (NFLay) is a set (and as such has no
repeating entries) and can contain at most O ((g)) pairs of variables labelled
with ~ or ~, such binary labels do not seriously affect the efficiency of our
tableaux.
As expected, the dualisation of (4) will produce a family of consequences
separating NFL-like logics on Mn and Mn + 1 for n > 2.

5.3. Muw

Until now we have considered only finite Mn lattices and logics built upon
them whose corresponding tableaux differed only in one closure rule (4’)
which said how many formulas pairwise incomparable w.r.t. lattice order
there can be. The next logical step is to simply abandon that rule and allow
a branch of a tableau to contain any finite number of pairwise incomparable
formulas.

DEFINITION 6. (Tableauz for ETL- and NFL-like logics on Mw) The rules
and the definitions of tableaux remain from Definitions 3 and 5. The only
change is the following one.

We say that a branch of a tableau is closed iff it contains one of the
following.

(1) M[¢] and M'[¢] with M # M.
(2) ¢ ~x and ¢ = x.
(3) ¢ = ¢.

80n the other hand, the tableau beginning with {t

Aorve)|.

=2

flpiv V. (piApj)| p will be closed.
ije (%)



Non-distributive Relatives of ETL and NFL 159

One would expect such tableaux to formalise ETL- and NFL-like logics
on the following lattice which we will call Mw.

T

AN
AV

€
This is indeed the case as the following theorems show.

THEOREM 7. ¢ FrrLy, X if there is a tableaux proof of ¢ FETLy., X-
THEOREM 8. ¢ FENrFLy, X Uf there is a tableaux proof of ¢ FNFLyL, X-

The theorems can be easily proved if we construct a realising valuation
for a complete open branch B as follows.

(1) If t[p] € B, then v(p) =T.
(2) If f[p] € B, then v(p) = L.
(3) If m[p] € B, we proceed as follows.

(a) First, find all variables labelled m and order them alphabetically
(we will denote such variables g1, ..., qp).

(b) Set v(¢q1) = 1. Then find all g; such that ¢; » ¢ ¢ B and set
v(q;) = 1 for each of them.

(c) Now let ¢; be the first variable such that ¢; ~ ¢; occurs in B.
Set v(g;) = 2. Then find all ¢;» such that g;; ~ g; does not
occur in B. Set v(g;/) = 2 for each of them.

(d) Proceed until all variables labelled m are valuated with 1,..., n,
o< w.

Now, it is obvious that none of the consequences (4) are valid in ETLy,,.
Still, there is a question to be answered: is ETLyg,, the ETL-like logic over
all bounded lattices from Definition 17

Note that not every bounded lattice can be used to construct a matrix
for an ETL- or NFL-like logic. E.g., de Morgan laws and double negation
cannot simultaneously hold in the following lattice. This is why we consider
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here only the matrices subject to conditions of Definition 1.

T

7\
N

The following theorems provide an affirmative answer to our question.

THEOREM 9. Let ETLg be an ETL-like logic over bounded lattice £ and
¢ FETL, X- Then ¢ FETLy,, X-
PROOF. Let us briefly sketch the proof.

It suffices to show that for any valuation v in £ there is a valuation v’ in

Muw such that v(¢) = T iff v/(¢) = T.
We construct v’ as follows.

o If u(p) =T or v(p) = L, then v'(p) = T or v'(p) = L, respectively.
e Otherwise, v'(p) € {1,...,n,...} and the following conditions apply.
~Ifv(pVq) =T, then v'(p) # v'(q).
~Ifv(pVq) # T, then v'(p) = v'(q).

Now we can show by induction on ¢ and ¢- that for any ¢; and ¢2 v(¢p1V

¢2) = T but v(¢1) # T and v(p2) # T iff v/(¢p1),v'(¢2) € {1,...,n,...}
and v'(¢1) # v'(¢2). The details are left to the reader.

It is now easy to show by induction on ¢ that v(¢) = T iff v'(¢) = T.
Again, we leave it to the reader to complete the proof. [

THEOREM 10. Let NFLg be an NFL-like logic over bounded lattice £ and
¢ EnrLe X- Then ¢ FNpLy., X-

PROOF. Analogously to the proof of Theorem 9. [

5.4. Putting Tableaux into Context

Now, as we have laid out our tableaux and shown their most important
properties, it is time to put our tableau systems into a wider context. First,
observe, that rules ~ trans and ~ trans as well as ~ Tr. and ~ Tr. bear some
similarity to the so called ‘analytic cut rule’ from KE systems proposed and
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studied by Mondadori and d’Agostino in [10-12,24] (cf. more recent KE and
related systems for non-classical logics in [7,8,10,25]) in the sense that they
are crucial for completeness and thus cannot be eliminated.

Second, rules o ~ and o ~ are akin to B-rules from REg system of
d’Agostino (cf. [10, p. 105, ff.]). Furthermore, the following statement of the
subformula property obviously holds for our tableaux.

Proposition 1. Every closed tableau for a set I' contains only formulas that
are subformulas of the formulas from I.

As it is known, KE systems provide an improvement w.r.t. both truth ta-
bles and ordinary analytic tableaux and are as efficient as natural deduction.
Two questions thus arise: first, whether our tableaux are indeed improve-
ment upon truth tables;” second, if this is not the case, then whether it
would be possible to modify our tableaux so that, on the one hand, the
number of rules and labels remained constant across all ETL- and NFL-like
logics based upon Mn lattices, and on the other hand, they would provide
for improvement on truth tables and the tableaux we have presented here.

These questions, however, are outside of the scope of our paper, and we
leave them for future research.

On the other hand, one of the ways to present tableaux for both finite-
and infinite-valued logics is to use sets of truth values (‘constraints’) as labels
(cf. e.g. [18-20]). Note that labels ~ and ~ for pairs of formulas act as a
kind of constraints. However, one of the drawbacks of constraint tableaux
is that the number of possible constraints grows with the number of truth
values. In our approach we have only two constraints for any Mn lattice.

Finally, we note that the existence of finite analytic tableaux for Mw
should imply that the complexity of deciding FgT1,,, and FxrL,,, is in co-
NP since we can non-deterministically guess and check a valuation falsifying
¢ FeTLyv, X (¢ FNFLy, X, respectively) in polynomial time. It is an open
question, though, whether ETLpyg, and NFLpg, can be characterised by
(some other) finite matrix. Indeed, as it is shown in [6, Theorem 3.17.] a
logic is characterised by a single finite matrix iff it is characterised by some
matrix, finitely determined, and there can be only finitely many pairwise

9Which seems rather unlikely, since our tableaux lack direct analogues of Mondadori’s
and d’Agostino’s analytic cut, namely

{m[g], m[x]}
{t{o]} [ {mlel} [{Flo]} {&~x}[{o>x}
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non-equivalent under -+ formulas over a finite set of variables. We leave
this question for further research.

6. Conclusion and Future Work

In this paper we have presented ETL- and NFL-like logics on M3 lattices and
considered analytic tableaux systems for them. We have also generalised our
tableaux for the family of ETL- and NFL-like logics on Mn lattices without
adding new rules or new kinds of labelled formulas.

First and foremost, non-distributive ETL and NFL are still relatives of
first degree entailment on the one hand and on the other hand they are based
upon lattices of truth values. Hence, it would be interesting to introduce
modal operators for these logics as done, e.g. in [9,21].

Second, there are known modal extensions for FDE considered in [26,
27,30,31]. It would be interesting to study modal extensions for ETL- and
NFL-like logics.

Third, it could be fruitful to study connection of non-distributive ETL
and NFL logics with modal logics as it has been recently done in [22] for
first degree entailment.

Fourth, we have used extensively that all ‘middle-level” values are virtu-
ally indistinguishable in the sense that they all are either designated or un-
designated. Hence, it would be interesting to study non-distributive relatives
of FDE where entailment relations would coincide with ‘upward’ ordering
on the Mn lattices. This way we will need to somehow circumvent the fact
that ‘middle-level’ values in those non-distributive FDE-like logics would be
distinguishable by their entailment relations.

Fifth, we have shown that ETL- and NFL-like logics on Mw are indeed
the logics of all bounded lattices for which conditions listed in Definition 1
apply. One of them is that negation of x € L can produce its complement
only if z € {T,L}. This condition is present in all of K3, LP, ETL, NFL
and FDE, so it seemed natural to include it into the list of properties of
ETL- or NFL-like properties. However, one might ask, whether ETLys,, and
NFLpm, will still be ETL- and NFL-like logics over all bounded lattices if
we get rid of this condition.

Sixth, as we have noted in the previous section, our tableaux feature
some superficial similarities with systems using analytic cut rule. It is rea-
sonable to ask whether these similarities are indeed only superficial or do
our tableaux provide improvement over truth table as KE systems do. If our
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tableaux are not better than truth tables, it would be interesting to con-
struct a KE system which could be generalised onto a wide family of ETL-
and NFL-like logics without adding new rules or labels.

Finally, although, it was relatively easy to provide an easy generalisable
tableaux calculus for a wide family of ETL- and NFL-like logics, we have
not presented any ‘formula—formula’ axiomatisations. The question, hence,
could be raised, how to construct an elegant family of such calculi which
differ from one another only in some certain axioms.
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