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Abstract. We observe a number of connections between recent developments in the

study of constraint satisfaction problems, irredundant axiomatisation and the study of

topological quasivarieties. Several restricted forms of a conjecture of Clark, Davey, Jack-

son and Pitkethly are solved: for example we show that if, for a finite relational structure

M, the class of M-colourable structures has no finite axiomatisation in first order logic,

then there is no set (even infinite) of first order sentences characterising the continuously

M-colourable structures amongst compact totally disconnected relational structures. We

also refute a rather old conjecture of Gorbunov by presenting a finite structure with an

infinite irredundant quasi-identity basis.
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1. Introduction

In this article we provide some links between the axiomatisability of certain
kinds of universal Horn classes, recent developments in the logical study
of constraint satisfaction problems and finite model theory, and the axiom-
atisability of classes of topological structures. The main theme is applica-
tions to the last of these topics, including a positive solution to a restricted
version of a problem in Clark, Davey, Jackson and Pitkethly [8, §10, Problem
3]. This problem asks whether the property of nonfinite axiomatisability
of the universal Horn sentences of a finite structure M forces the absence of
a universal-Horn-theoretic axiomatisation of the topological quasivariety of
M amongst compact totally disconnected structures. We answer this in the
positive for antivarieties generated by relational structures; in fact we estab-
lish a stronger version of the implication, showing that there is no first order
characterisation of the topological quasivariety (in [8] this stronger version
was shown not to hold for finite algebras). The reverse implication is shown
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to hold when M is a directed bipartite graph (again, this implication is
known not to hold in general). We also establish a link between this prop-
erty and the problem of finding a finite structure with an infinite irredundant
axiomatisation for its quasi-identities. In the 1970s, Gorbunov conjectured
that no finite structure with this latter property exists. We make some simple
observations explaining the prevalence of examples in support of this widely
reiterated conjecture, but also present a relatively basic counterexample.

Section 2 contains three subsections detailing background information
on antivarieties and universal Horn classes, on constraint satisfaction prob-
lems, and finally on topological prevarieties. We make no attempt to present
exhaustive surveys on these topics, rather just select suitable background for
the main results and their proofs. The main results themselves are listed in
precise detail in Section 3. Section 4 contains some refinements to the rela-
tionships between universal Horn classes and antivarieties, while Section 5
develops basic observations about homomorphisms between relational struc-
tures and irredundant axiomatisability by anti-identities. The negative solu-
tions to Gorbunov’s conjectures are contained in this section. Sections 6–8
contain the proofs of Theorems A–C, respectively. The article concludes
with some open problems.

2. Preliminaries

2.1. Antivarieties and Universal Horn Classes

(For more information and background on the basic definitions of this sub-
section, consult a book such as Burris and Sankappanavar [4, Chapter V]
or Gorbunov [12]. The articles [8] and Stronkowski [31] also review simi-
lar material.) A universal Horn class is a class of similar structures closed
under taking induced substructures S, nonempty direct products P and ult-
raproducts Pu. We often use the terminology ∀H-class to refer to universal
Horn classes. The smallest ∀H-class containing a class of structures K is
known to be equal to SPPu(K), and if K consists of finitely many finite
structures, then SPPu(K) = SP(K). A structure A in SP(K) can be resid-
ually separated into members of K using projections: if a �= b then there
is a member B ∈ K and a homomorphism ψ : A → B with ψ(a) �= ψ(b),
and if R is a fundamental relation, and (a1, . . . , an) /∈ RA then there is
B ∈ K and a homomorphism ψ : A → B with (ψ(a1), . . . , ψ(an)) /∈ RB.
In fact it is not hard to see that a structure residually separable into K is
contained in SP(K) provided there is at least one homomorphism into one
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member of K. This equivalence holds even if K is not closed under taking
ultraproducts.

An antivariety of relational structures is a first order (elementary) class
of similar structures closed under the operator H−1, which closes a class K

by including all structures admitting a homomorphism into a member of
K. Equivalently, an antivariety is a class of similar structures equal to the
models of some set of anti-identities: universally quantified first order sen-
tences taking the form of disjunctions of negated atomic formulas. Universal
Horn classes also admit a well known syntactic characterisation. Anti-identi-
ties are allowed, but also quasi-identities: universally quantified implications
whose premise is a conjunction of atomic sentences, and whose conclusion
is a single atomic formula. We often use the notation ∀H-sentences and
∀H-axiomatisable to denote universal Horn sentences and axiomatisability
by universal Horn sentences, respectively.

It is easy to see that an antivariety is in fact a ∀H-class with the prop-
erty that whenever a structure A admits a homomorphism into a member
of A, then A is itself in A. It is also routine to show that for any finite
structure M, the class H−1(M) is the smallest antivariety containing M;
the antivariety generated by M. A set of anti-identities Σ is a basis for (the
anti-identities of) a finite structure M if the class of models of Σ (in sym-
bols, Mod(Σ)) coincides with the antivariety H−1(M) generated by M. For
details on antivarieties, consult the book by Gorbunov [12] or an article
such as Gorbunov and Kravchenko [13]. Classes of the form H−1(M) are
also widely encountered in the the graph theory literature: see the book by
Hell and Nešetřil [16].

An obstruction for an antivariety A is any structure not in A. If A is an
obstruction for A and there is a homomorphism from A into some structure
B (that is, A obstructs B), then B cannot be in A either. So obstructions
are closed under taking homomorphisms.

The following lemma is at least folklore and has an easy proof.

Lemma 1. The following are equivalent for a ∀H-class K of finite relational
type:

(1) K is the class of models of some first order sentence;

(2) K is the class of models of some finite set of ∀H-sentences;

(3) there is a number n such that a structure S is contained in K if and only
if all n-element induced substructures are contained in K;

(4) there is a finite set S of finite structures such that a structure S is con-
tained in K if and only if no member of S is an induced substructure of S;
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(5) there is a finite set S of finite structures such that a finite structure S is
contained in K if and only if no member of S is an induced substructure
of S;

Moreover, if K is an antivariety these are equivalent to:

(6) there is a finite set T of finite structures such that a finite structure S is
contained in K if and only if no member of T admits a homomorphism
into S.

Proof. We give a sketch for completeness. (1)⇔(2) is very well known con-
sequence of the compactness theorem. (2)⇔(3) is an easy consequence of the
fact that a ∀H-sentence in at most n variables that fails on a relational struc-
ture S fails on an induced substructure of S having at most n elements. The
equivalence (3)⇔(4) follows from the fact that there are only finitely many
structures of given finite cardinality in a finite relational type. (4)⇒(5) is
trivial, while for the converse, assume (5) holds and that T is a structure not
containing any member of S as an induced substructure. By (5), every finite
induced substructure of T is in K. However T embeds into an ultraproduct
of its finitely generated substructures, which are all finite since the type is
relational. Hence T ∈ SPu(K) = K. So (4) holds.

Now say that K is an antivariety. If (5) holds, we can assume without
loss of generality that the finite set S contains all finite structures of some
bounded cardinality other than those in K. In particular, choosing T := S we
have that T is closed under taking homomorphic images and under adding
new hyperedges to its members. Hence a structure S (finite or otherwise) has
an induced substructure from T if and only if some member of T admits a
homomorphism into S. So (6) holds. Conversely, if (6) holds then we may let
S be the class of all structures for which there is a surjective homomorphism
from a member of T. Now, S is finite and a structure embeds a member of
S if and only if there is a homomorphism into it from a member of T. Hence
(5) holds.

A class of obstructions T for an antivariety K is said to be complete if K

is the class of all structures avoiding a homomorphism from a member of T

(cf. part 6 of Lemma 1).
Lemma 1 requires a relational signature. If K were a ∀H-class of algebras

then, even if K is locally finite, in (3)–(6) one cannot in general restrict to
finite algebras, only finitely generated algebras. This possible discrepancy is
closely related to the rather old problem of Eilenberg and Schützenberger
[11] which asks whether or not there is a finite algebra A without a finite
basis for its identities, but for which there is a finite system of identities
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for testing membership of finite algebras in the variety of A (see Jackson
[19, §7.4] for the ∀H-class version of the problem and its relationship with the
Eilenberg/Schützenberger problem and Jackson [17] and McNulty, Szekely
and Willard [25] for further discussion and other related problems).

In a relational signature we may restrict to anti-identities in which there
are no instances of the equality symbol ≈ (except in the case of the empty
antivariety, which can be axiomatised by the single anti-identity ¬x ≈ x).
Indeed, let Φ :=

∨
1≤i≤n ¬αi be an anti-identity having at least one model.

Then we may assume that at least one of the αi is not an equality; say
α1 is not an equality. If αn is an equality—say, x ≈ y—then consider the
anti-identity Φ′ :=

∨
1≤i≤n−1 ¬α′

i obtained by dropping ¬αn and replacing
every occurrence of y in each αi by x to produce α′

i. It is routine to verify
that (in a relational signature) a structure satisfies Φ if and only if it sat-
isfies Φ′. Hence Φ and Φ′ are logically equivalent. Continuing, we may find
a logically equivalent anti-identity with no occurrences of equality. Such an
anti-identity will be said to be equality free. Note in particular that this
shows that when Σ = {Φi | i ∈ I} is a complete system of anti-identities
for a non-empty antivariety, then we may assume without loss of generality
that the anti-identities Φi are equality free.

The relationship between equality-free anti-identities of an antivariety
and finite obstructions for the antivariety can be made even more trans-
parent. With every equality-free anti-identity Φ :=

∨
1≤i≤n ¬αi one may

associate a structure M(Φ) on the variables of Φ by including the hyper-
edge αi for each i = 1, . . . , n. Similarly, with a finite structure C, we may
associate an equality-free anti-identity ΦC whose variables are the elements
of C and whose negated atomic expressions are the negations of the hyper-
edges in C. It is easy to see that M(ΦC) is identical to C. The following
lemma is routine and well known; its proof is omitted.

Lemma 2. The following are equivalent for an equality free anti-identity
Φ :=

∨
1≤i≤n ¬αi and a structure A:

• A |= Φ;

• there is no homomorphism from M(Φ) into A.

In particular, if Σ is an equality-free anti-identity basis for an antivariety A

and O is a complete set of finite obstructions for A then:

• {M(Φ) | Φ ∈ Σ} is a complete system of finite obstructions for A; and

• {ΦC | C ∈ O} is an equality-free anti-identity basis for A.
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In the study of graph homomorphisms (of relational structures of some
fixed finite type), a duality pair (F ,M) is a pair in which F is a set of struc-
tures, M is a structure and for any structure A, there is a homomorphism
from some member of F into A if and only if there is no homomorphism
from A into M. In other words, F is a complete set of obstructions for
the antivariety of M, or by Lemma 2 (and when M and the members of
F are finite), F corresponds to a complete system of anti-identities for the
antivariety generated by M.

If no proper subset Σ′ � Σ has Mod(Σ′) = H−1(M), then Σ is said to be
an irredundant (equivalently, independent, or irreducible) basis for the anti-
identities of M. One can equivalently refer to a system O of finite structures
as being irredundant provided that for every O ∈ O there is no homomor-
phism from some member of O\{O} into O: in other words, the system
O forms an antichain in the class of all finite structures, as preordered by
homomorphism (precise details of this are considered in Section 5).

The compactness theorem ensures that if M has a finite anti-identity
basis (equivalently, a finite set of obstructions), then every basis of anti-
identities for M contains a finite subset that is also a basis and is irredun-
dant. However M need not have a finite anti-identity basis and to date all
resolved examples without a finite anti-identity basis also have no irredun-
dant basis (at least, when M is finite). A conjecture due to Gorbunov is that
all finite structures without a finite basis for their anti-identities also have
no irredundant basis for their anti-identities. (Expressed in the language
of homomorphism dualities, the conjecture states that it is not possible to
have a duality pair (F ,M), where the family F is an infinite antichain of
finite structures in the homomorphism order and M is finite.) A more widely
stated conjecture, also due to Gorbunov, is the same conjecture but phrased
in terms of quasi-identities and quasivarieties, rather than anti-identities
and antivarieties respectively; see for example, Adams, Adaricheva, Dzio-
biak and Kravchenko [1, Conjecture 24], Sapir [30, Problem 1], Gorbunov
[12], and Gorbunov and Smirnov [14, Problem 1] (though in [14], the prob-
lem is phrased only for algebras). We provide a counterexample to both
these conjectures in the present article. (It is interesting to note that for
algebras, the identity/variety analogue of these problems was also moder-
ately recently resolved in the negative: see Jackson [18]. The algebra versions
of Gorbunov’s quasi-identity and antivariety problems are not solved in the
present article, though the evidence in favour of the conjecture is, we think,
substantially weakened by the example of the present article.)
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2.2. Constraint Satisfaction Problems

The finite membership problem for H−1(M) is usually called the constraint
satisfaction problem relative to M (at least when the signature is finite; the
infinite type formulation requires some subtleties in definition that we do not
discuss), and the finite models in H−1(M) are often denoted by CSP(M).
Understanding the possible computational complexities of constraint sat-
isfaction problems is currently a very active research area in theoretical
computer science.

The constraint satisfaction problem over M is said to have finite duality
if there is a finite complete set of obstructions for CSP(M) (this definition
comes from the notion of homomorphism dualities described in the previ-
ous subsection). So the finite duality property of CSP(M) is the same as
the finite axiomatisability of the antivariety of M by (2)⇔(6) of Lemma 1.
(Atserias [2] showed that this is also equivalent to the finite axiomatisability
of CSP(M) amongst finite structures: this does not follow from Lemma 1 as
item 1 of that lemma refers to H−1(M) rather than to CSP(M).)

A remarkable result of Larose, Loton and Tardif [23] is that the prob-
lem of deciding the finite duality property for a finite relational structure is
decidable (NP-complete even), which in view of the above discussion can be
restated as follows.

Theorem 3. (Larose, Loton and Tardif [23].) The problem of deciding the
finite basis property for the antivariety of an arbitrary finite relational struc-
ture is NP-complete; in particular it is decidable.

Aspects of the classification of first order CSPs in [23] will play a central
role in the present article.

We mention that in contrast to Theorem 3, the undecidability of recogn-
ising finite axiomatisability for the variety generated by a finite algebra was
a landmark result of McKenzie [24]. The possible decidability or undecid-
ability for the quasivariety version of the problem (amongst finite algebras
or other finite structures) is one of the tantalising open problems in universal
algebra.

2.3. Boolean Topological Prevarieties

Recall that a Boolean space (sometimes, a Stone space) is a compact, Haus-
dorff, totally disconnected topological space (they are the duals of Boolean
algebras under Stone duality). A structure X on a Boolean space (X, T ) is
a Boolean topological structure if all fundamental operations f : Xn → X
of X are continuous and every fundamental relation RX ⊆ Xn is closed in
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the product topology. A finite space is a Boolean space if and only if it is
discrete and we tacitly assume that all finite structures have this underlying
topology. For any class K, let KT denote the class of all Boolean topological
structures that lie in K if the topology is dropped. We also let ModT (Σ)
abbreviate [Mod(Σ)]T , the set of all Boolean topological models of the set
of first order sentences Σ.

A (Boolean) topological prevariety is a class of similar structures with
compatible Boolean topologies and closed under taking continuous isomor-
phic copies of closed substructures and products (with the product topol-
ogy). Topological prevarieties arise frequently in the study of finite objects:
for any pseudovariety V of semigroups, the pro-V semigroups (the class of
semigroups continuously isomorphic to an inverse limit of finite semigroups
from V) are a topological prevariety. Indeed it is precisely the class ScP(V),
where Sc denotes taking closed substructures (semigroups in this case) and
P is the class operator of (nonempty) direct products; here infinite products
of finite structures are given the product topology.

Topological prevarieties arise in the study of natural dualities (see Clark
and Davey [5] for example, where they are called topological quasivarieties)
and more generally in other category-theoretic dualities based on finite struc-
tures (see Johnstone [21] for example). If K = ModT (Σ) for some set of first
order sentences, then K is said to be first order axiomatisable (amongst
Boolean topological structures). If Σ consists of universal sentences, then
K is said to be universal axiomatisable. In analogy with our notation for
universal Horn sentences, we also use the notation ∀-sentence for universal
sentence and ∀-axiomatisable for universal axiomatisable.

For example, if Σ consists of the associativity law in the language of a
single binary operation, then the class of profinite semigroups coincides with
ModT (Σ) (Numakura [28]). However, if Σ consists of the usual axioms for
lattices, then ModT (Σ) does not consist of the class of profinite lattices:
there is a Boolean topological lattice that is not an inverse limit of finite
lattices (see Clark, Davey, Freese and Jackson [7] and Clinkenbeard [9]).

Simple graphs (antireflexive, symmetric digraphs) provide further inter-
esting examples, experiencing a “reversal of fortune” when it comes to axi-
omatisability and topology. The following examples come from [8]. The class
of all finitely colourable graphs (that is, admitting a homomorphism into a
finite graph) is obviously not axiomatisable in first order logic, however the
class of k-colourable graphs is an antivariety, albeit one without a finite
axiomatisation in first order logic. But in the realm of Boolean topological
structures, the class of continuously finitely colourable graphs is nothing
other than the class of all Boolean topological simple graphs (so is finitely
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axiomatisable), while the class of continuously k-colourable graphs cannot
be axiomatised in first order logic (amongst Boolean topological structures).

Of particular interest for a finite structure M is how ScP(M) relates
to the ∀H-class SP(M). Certainly, ScP(M) ⊆ [SP(M)]T , because Bool-
ean topological structures are closed under taking non-empty direct prod-
ucts and closed substructures. When equality holds, it is said that
ScP(M) is standard [6] (because the standard axiomatisation of SP(M)
by ∀H-sentences continues to hold). It is not too difficult to verify
that (when M is a finite structure) ScP(M) is standard if and only
if it is ∀-axiomatisable if and only if it is ∀H-axiomatisable [8, Propo-
sition 2.17]. In general however, ScP(M) need not be standard, nor
even first order axiomatisable. The “standardness” property has been
characterised for finite cyclic semigroups, quasi-orders and three ele-
ment unary algebras in [8], for reflexive antisymmetric digraphs, simple
graphs, and antireflexive antisymmetric digraphs whose symmetric clo-
sure is bipartite in Trotta [32–34], respectively. “Inherent” non-standard-
ness is characterised for groups and completely simple semigroups in Jack-
son [20]. First order axiomatisability of topological prevarieties is known
to coincide with standardness for finite cyclic semigroups, quasi-orders,
three-element unary algebras, reflexive antisymmetric graphs, and antire-
flexive antisymmetric digraphs whose symmetric closure is bipartite, but
is open in the remaining cases cited here. In general the notions are
distinct: if M is a finite lattice, then ScP(M) is always first order ax-
iomatisable, however need not be ∀-axiomatisable [8, Theorem 4.2 and
Example 4.3].

3. Main Results

In this section we state the details of the main results of the article.
A very large number of examples examined so far led the authors of [8]

to pose the following problem.

Problem 4. ([8, p. 1651]) If a finite structure generates a standard topolog-
ical prevariety, must it have a finite basis for its universal Horn sentences?

This problem has an obvious antivariety analogue and a number of the
motivating examples for Problem 4 in [8] are in fact antivarieties. Moreover,
we prove in Lemmas 6 and 8 below that every finitely generated antivariety
is a finitely generated ∀H-class, so that the the antivariety variant of this
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problem is just a restriction of Problem 4. With Theorem B we solve this
antivariety problem in the positive for relational structures.

We now state the first result.

Theorem A. Let A be any antivariety of relational structures of finite type.
If A fails to have an irredundant basis for its anti-identities, then [A]T con-
tains a member for which there is no continuous map into a finite member of
A. Furthermore, the class ScP(Afin) is axiomatisable by neither ∀-sentences
nor any single first order sentence.

The proof of this Theorem is given in Section 6.
The property of having no irredundant basis by anti-identities seems to

be very widely held by finitely generated antivarieties. Moreover, in the
introduction we explained that it has been conjectured that every nonfinite-
ly based but finitely generated antivariety is without an irredundant anti-
identity basis (Gorbunov’s conjecture): Theorem A would then resolve the
antivariety version of Problem 4. However, we observe in the present article
that this conjecture is in fact false: the counterexample is quite routine and
is described in Example 16 below. Example 17 contains the corresponding
counterexample in the quasivariety setting.

The second main result shows that the antivariety version of Problem 4
does, nevertheless, have a positive solution (in relational signatures). Com-
pared to Theorem A, the result requires the antivariety to be generated by
a single finite structure (in common with Problem 4), but has the pay-off
that one only needs the absence of a finite anti-identity basis, rather than
the absence of an irredundant one, and the non-axiomatisability statement
is stronger.

Theorem B. Let M be any finite relational structure of finite type and A

be the antivariety generated by M. If M has no finite basis for its anti-iden-
tities, then [A]T contains a member that is not continuously M-colourable.
Moreover, the class of continuously M-colourable structures is not first order
axiomatisable.

The proof of this theorem is given in Section 7; it depends heavily on the
proof of Theorem 3. In fact our proof will show something that is possibly
slightly stronger: [A]T cannot be axiomatised amongst Boolean topological
structures by any logical language that does not refer to topology itself.
This is because we identify a single structure X ∈ A admitting two differ-
ent Boolean topologies: one placing it outside of ScP(M) and one placing it
inside of ScP(M).
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In general, the reverse implication of Problem 4 does not hold (though
there do not seem to be any known antivariety counterexamples at this
stage). The final main result shows that the reverse implication does hold
for antivarieties generated by a fairly natural class of digraphs. We will say
that a directed graph G = 〈G,∼〉 is bipartite if G is the disjoint union of
two independent subsets A and B. Every directed tree is bipartite. We say
that G is strictly bipartite if x ∼ y in G implies x ∈ A and y ∈ B.

Theorem C. The following are equivalent for a finite bipartite digraph B:

(1) B has a finite basis for its anti-identities;

(2) B is strictly bipartite;

(3) every Boolean topological digraph that is B-colourable is topologically
B-colourable;

(4) there is a set Σ of first order sentences in the language of digraphs such
that a Boolean topological digraph X is topologically B-colourable if and
only if X |= Σ.

The proof of this Theorem is given in Section 8.

4. Antivarieties Versus Universal Horn Classes

In this section we observe a convenient tightening of the connection between
antivarieties and ∀H-classes: with any finite structure M of finite signature
R, we effectively construct a new structure M� with the property that the
antivariety of M is equal to the ∀H-class of M�. Similar facts are already
observed in the literature: for example [13, Theorem 2.4] demonstrates this
within the class of simple graphs (that is, antireflexive symmetric digraphs)
and other related instances can be found in Nešetřil and Pultr [26].

We first describe the construction of M� from M. Let k be the maximal
variety of any relation in the signature R. We construct a finite set M of
structures with the following properties:

(1) each structure in M is obtained from M by adding at most k new ele-
ments and some new hyperedges;

(2) each structure in M retracts onto M.

The structure M� will be constructed by amalgamating the structures in
M on the common substructure M. We will show below that M� has the
desired properties by showing the following properties hold:
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(3) if A is in the antivariety of M, then A is in the ∀H-class of M,

(4) the ∀H-class of M equals that of M�.

We will also prove a topological analogue of these statements.
Let N be a set and f : N →M be any function. We define the inflation

of M relative to f to be the structure on N such that, for all relations R in
the type of M, we have (n1, . . . , nr) ∈ RN if and only if (f(n1), . . . , f(nr)) ∈
RM. The members of M will be constructed based on inflations of M accord-
ing to two recipes (which are only minor variants of each other). It will be
clear that the desired properties (1) and (2) hold for both kinds of construc-
tion.

Consider a hyperedge h; say (a1, . . . , ar) ∈ RM. The ai might not nec-
essarily be pairwise distinct. Let {a1,h, . . . , ar,h} be an ordered set of new
elements not in M and let θ be any equivalence relation on {a1,h, . . . , ar,h}
with the property that ai,h θ aj,h implies ai = aj . In the first recipe, we
construct a structure N in M based on this selection of hyperedge h and
equivalence relation θ. The universe of N will be M ∪ {a1,h/θ, . . . , ar,h/θ}.
Let ν : N → M be the map fixing M and sending ai,h/θ to ai. Let N+

be the inflation of M by ν. Let N be the structure obtained from N+ by
removing the tuple (a1,h/θ, . . . , ar,h/θ) from the definition of the relation R
on N+.

Note that if e denotes the number of equivalence relations on a k-
element set, then the total number of structures to be included in this
way is at most the number of hyperedges times e, which is polynomial
in M, provided that the signature R is fixed. (And each such struc-
ture can be constructed from M—considered, say, as a set with a fam-
ily of subsets of powers—in polynomial time.) We include these structures
in M.

The remaining structures in M are formed in a similar way but involving
the relation of equality. In this second recipe, for each x ∈M , we add a new
point x′ and include the inflation of M by the map from M ∪{x′} that fixes
M and has x′ �→ x. There are only |M | such structures of this kind. Thus
M can be constructed in polynomial time, and so may the amalgam M�.

Example 5. Let E be the two element structure 〈{0, 1};∼, B,W 〉, where
∼ denotes the usual ≤ order relation, B (“black”) is the unary relation {0}
and W (“white”) is the unary relation {1}. Then E� has 14 elements.

Proof. There are 5 hyperedges (0, 0) ∈ ∼, (1, 1) ∈ ∼, (0, 1) ∈ ∼, (0) ∈ B
and (1) ∈ W . The first recipe applied to the first two of these hyperedges
creates two new structures in both cases, with one and two new elements
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respectively. Applied to the third hyperedge we get just one further struc-
ture, with two new elements, and applied to the fourth and fifth hyperedge,
we get one new structure each, both with a single new vertex. The sec-
ond recipe creates two new structures, each with one new element. After
amalgamation we find that E� has the original two elements plus a further
(1 + 2) + (1 + 2) + (2) + (1) + (1) + (1) + (1) = 12 new elements.

It is easy to see that if property (3) is true for M, then property (4)
holds for M� and M. Indeed, each N ∈M is an induced substructure of M�,
hence the ∀H-class of M is contained within that of M�. However M� is in
the antivariety of M, which by (3) implies it lies in the ∀H-class of M.

We establish property (3) in the proof of the following lemma (which
subsumes property (3) and (4)).

Lemma 6. Let M be a finite relational structure of finite signature R.
A structure A is in the antivariety of M if and only if it is in the ∀H-
class of M�.

Proof. If A lies in the ∀H-class SP(M�) of M�, then there exists at least
one homomorphism from A to M�. But as M� retracts onto M we have
A ∈ H−1(M). So SP(M�) ⊆ H−1(M).

Now we turn to the reverse inclusion, which is just property (3) for the
class M. Let φ : A → M be a homomorphism. We must show that A ∈
SP(M). Recall from the start of Subsection 2.1, that it suffices to show that
A is residually separable into M. We build the separating homomorphisms
from φ.

First assume that (b1, . . . , br) /∈ RA. We construct a homomorphism φ′ :
A→ N ∈M with (φ′(b1), . . . , φ′(br)) /∈ RN. If (φ(b1), . . . , φ(br)) /∈ RM then
this follows because M is an induced substructure of every N ∈ M. Now
assume that (φ(b1), . . . , φ(br)) ∈ RM, and for notational convenience, let
a1, . . . , ar denote the points φ(b1), . . . , φ(br). Consider the structure N con-
structed according to the first recipe from the hyperedge h = (a1, . . . , ar) ∈
RM, with the equivalence relation θ defined by ai,h θ aj,h if bi = bj . Then
the map φ′ : A→ N defined by

φ′(b) :=

{
φ(b) if b /∈ {b1, . . . , br}
ai,h/θ if b = bi

is a homomorphism with (φ′(b1), . . . , φ′(br)) /∈ RN. To see why this is true,
first note that the homomorphism φ is obtained by following the function
φ′ by the natural retract ν from N to M. Thus the image of a hyperedge
under φ′ is always a hyperedge in the inflation N+ of M by ν. But N differs
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from N+ only by the single hyperedge (φ′(b1), . . . , φ′(br)) ∈ RN+\RN, and
the choice of N was made precisely so that the only tuple mapping onto
(φ′(b1), . . . , φ′(br)) was (b1, . . . , br).

A very similar argument shows that if a �= b in A, then we may adjust
the map φ to make a homomorphism from A into a structure N ∈ M con-
structed according to the second recipe.

The following remark is of interest as we later show that the structure in
Example 5 is a counterexample to the Gorbunov conjecture.

Remark 7. There is a 10-element generator F for the ∀H-class described in
Example 5.

Proof. When applying the first construction to (0, 0) ∈ ∼ using the equiv-
alence relation of equality, there are two new points added, say a and b
(the order will not matter for the following argument). Similarly, let c and
d denote the two points added by applying the first recipe to the tuple
(1, 1) ∈ ∼ using the equivalence relation of equality. Now select one element
from {a, b}, say a, and one from {c, d}, say c. Then the induced subgraph
of M� on M ∪ {a, c} is isomorphic to the structure N obtained by applying
the first recipe to the hyperedge (0, 1) ∈∼. Thus applying the first recipe
to the hyperedge (0, 1) ∈ ∼ is redundant. Similarly there is no need to
apply the second recipe to either of the points 0 or 1, because the resulting
structures are isomorphic to the induced substructure of M� on M ∪ {a}
and on M ∪{c} respectively. Thus only 10 elements are required. We denote
this structure by F; it is depicted in Figure 1.

The next lemma is essentially an extension of [8, Proposition 7.2] (which
concerns colourings of topological simple graphs into complete graphs).

Lemma 8. A Boolean topological structure A has a continuous homomor-
phism into M if and only if it is in the topological prevariety of M�.

Figure 1. The structure F: a 10-element generator for the universal Horn

class of the structure E�
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Proof. If A is in the topological prevariety of M�, then there is at least
one continuous homomorphism from A into M�, hence (as M is a retract
of M�), there is a continuous homomorphism from A into M.

For the converse, we simply follow the proof of Lemma 6, demonstrating
separating continuous homomorphisms from A into members of M. Fix some
continuous homomorphism φ : A → M and consider some (b1, . . . , br) /∈
RA. If (φ(b1), . . . , φ(br)) /∈ RM then there is nothing to do, so we may
assume that (φ(b1), . . . , φ(br)) ∈ RM.

LetD1, . . . , Dm be a list of the blocks of the kernel of φ, which by continu-
ity must be clopen sets. For each i ≤ r, let Ei be the member of this list that
contains the element bi (the bi need not be distinct). As (b1, . . . , br) /∈ RA

and RA is closed in the topology on Ar, there are clopen sets C1, . . . , Cr

in A such that (b1, . . . , br) ∈ (C1 × C2 × · · · × Cr) ⊆ Ar\RA. Since we
can replace Ci by Ci ∩ Ei, it does no harm to assume that Ci ⊆ Ei. Let
C := C1 ∪ · · · ∪Cr. Now (as in the proof of Lemma 6), let a1, . . . , ar denote
φ(b1), . . . , φ(br), select the structure N ∈ M formed from the hyperedge
h = (φ(b1), . . . , φ(br)) ∈ RM and the equivalence relation θ formed on
{a1,h, . . . , ar,h} by ai,h θ aj,h if bi = bj . Now define a map φ′ from A to
N by sending elements of Di\C to φ(Di), and sending φ(Ci) to ai,h/θ. This
is continuous, as its kernel has clopen blocks. Also, (φ′(b1), . . . , φ′(br)) /∈ RN.
So it remains to show that φ′ is a homomorphism, and here the argu-
ment is essentially the same as in Lemma 6 (the preimage of the tuple
(a1,h/θ, . . . , ar,h/θ) is precisely C1 × C2 × · · · × Cr, which is disjoint from
RA).

5. The Homomorphism Order and Irredundant Bases

In this section we collect together some basic observations regarding the
class of finite obstructions for an antivariety and provide an example of a
finite structure with an infinite irredundant anti-identity basis, and a further
structure with an infinite irredundant quasi-identity basis.

It is well known that an antivariety can be characterised by its finite
obstructions: this is essentially Lemma 1. An obstruction B for an antivari-
ety A is critical if every (not necessarily induced) substructure of B belongs
to A. This means that removing points and/or hyperedges from B produces
a structure in A. Note that any homomorphism between critical obstructions
must be a surjection (moreover, all hyperedges in the codomain structure
must be the image of a hyperedge in the domain structure). As the following
lemma shows, critical obstructions are always finite.
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Lemma 9. Every antivariety A is characterised by its finite critical obstruc-
tions C in the sense that A ∈ A if and only if there is no homomorphism
from a member of C into A.

Proof. Certainly if a member of C admits a homomorphism into A then
A /∈ A. Conversely, if A /∈ A then it fails some anti-identity of A. A failure
of an n-variable anti-identity happens on some substructure of B of A with
at most n elements; evidently, B /∈ A and any critical substructure of B is
in C and obstructs A.

Let A be an antivariety, and Ao denote a set formed by taking some rep-
resentative of each isomorphism class from the class of finite obstructions
for A. The set Ao admits a well studied preorder, where A ≤ B means that
there is a homomorphism from A into B (see for example, Chapter 3 of Hell
and Nešetřil [16]). If A ≤ B and B ≤ A then A and B are homomorphism
equivalent. Let Ac denote the subset of Ao consisting of the critical obstruc-
tions for A. The homomorphism preorder restricted to Ac is an order. The
following lemma is trivial.

Lemma 10. A subset O of Ao is a complete set of obstructions for A if and
only if the upset of O is equal to Ao; equivalently, if and only if Ac ⊆ ↑O. In
particular, every complete set of obstructions for A contains (up to homo-
morphism equivalence) all obstructions that are minimal in the homomor-
phism preorder on Ao.

We will say that an obstruction O ∈ Ao for an antivariety A is minimal
if it is minimal in the homomorphism preorder on Ao: if A /∈ A and there is
a homomorphism A→ O then there is a homomorphism in the other direc-
tion O → A. Note that as every obstruction embeds a critical obstruction,
we can assume that minimal obstructions are critical.

It is well known that an ordered set satisfies the descending chain con-
dition (DCC) if and only if every nonempty subset has a minimal element
(see for example, [10, Lemma 2.39]). Thus a corollary of Lemma 10 is the
following.

Lemma 11. If the set of minimal obstructions (with respect to the homo-
morphism order) for an antivariety A is not a complete set of obstructions
for A then there is an infinite strictly decreasing chain of obstructions
for A.

Proof. By Lemma 10 there is an obstruction O not above any minimal
obstruction for A. Then the principal downset of O has no minimal ele-
ment, hence the obstructions for A fail the DCC.
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The following easy fact isn’t strictly necessary, but demonstrates that a
restriction to critical obstructions is a rather natural one from the perspec-
tive of complete sets of obstructions.

Proposition 12. Let O be a complete set of obstructions for an antivariety
A. If O ∈ O is not homomorphism-equivalent to a critical obstruction for
A, then O\{O} is also a complete set of obstructions for A.

Proof. Let C be a critical obstruction mapping into O. By completeness
there is P ∈ O with P → C. As O is not homomorphism equivalent to C
we have P �= O and P→ O. Hence O\{O} is complete.

We will say that a class C of obstructions for an antivariety is redundant
if there is a homomorphism between two distinct members of C. Otherwise,
C is irredundant.

Lemma 13. The following are equivalent for an antivariety A:

(1) A has a complete and irredundant set of obstructions that are critical ;

(2) A has a complete and irredundant set of obstructions;

(3) the minimal obstructions for A form a complete set of obstructions;

(4) the minimal obstructions for A form a complete set of obstructi-
ons and every complete irredundant set of obstructions is equivalent
up to homomorphism equivalence to the set of minimal obstructions
for A;

(5) every complete set of obstructions contains a subset that is complete and
irredundant.

Proof. (3)⇒(4) and (4)⇒(5) both follow from Lemma 10 while (5)⇒(1)
follows because the critical obstructions for A are complete. (1)⇒(2) is triv-
ial. We prove (2)⇒(3) in the contrapositive.

Assume that there is some obstruction C with the property that no min-
imal obstruction admits a homomorphism into C. Consider any complete
system B of finite obstructions. As C can be replaced by any critical obstruc-
tion C′ admitting a homomorphism into C, we may assume that C is critical.
As B is complete, there is B ∈ B with B ≤ C. By assumption, B cannot
be a minimal obstruction, so there is some critical obstruction D strictly
lower than B in the homomorphism order. As B is complete there is E ∈ B

admitting a homomorphism into D, whence also into B. Then E ≤ D < B,
so that B\{B} is also complete. Thus B is redundant.

The following is just a restatement of (2) ⇔ (4) ⇔ (5) in Lemma 13,
interpreted in terms of anti-identities using Lemma 2.
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Corollary 14. Let A be an antivariety of relational structures. If A has
an irredundant basis of anti-identities, then it is essentially unique, and
every complete anti-identity basis for A contains a complete irredundant
subset.

In comparison to the first statement of Corollary 14, we mention that
[18, Proposition 4.11] shows that a finite algebra can have uncountably
many different irredundant equational bases. In comparison to the second
statement, the following problem in equational logic appears to be open
[18, Problem (4), p. 421]: is there a finitely generated variety of algebras
with two identity bases, one irredundant and the other containing no equiv-
alent irredundant subsystem?

Given a relational structure T construct the incidence graph of T on the
set T ∪H, where H denotes the set of hyperedges; that is, expressions of the
form (a1, . . . , an) ∈ RT for fundamental relations R. Construct the (undi-
rected) edges of the graph on T ∪H by connecting each element a ∈ T to
every hyperedge (a1, . . . , an) ∈ RT in which it appears (as some ai). The
structure T will be said to be a generalised tree if this incidence graph is
a tree in the usual graph theoretic sense. A generalised forest is a disjoint
union of generalised trees.

A structure A is said to have tree duality if it has a complete system of
obstructions consisting of generalised trees (recall the definition of a homo-
morphism duality from Subsection 2.1). The following proposition is essen-
tially a corollary of a famous result due to Erdős, as generalised by Feder
and Vardi [15, Theorem 5]. Moreover it is just the general signature version
of a statement in [13] (who prove this for antivarieties relativised to simple
graphs). Amongst other things, it shows that the hypothesis of Theorem A
holds quite frequently.

Proposition 15. Let A be the antivariety generated by a finite relational
structure A. If A fails to have tree duality then A fails to have a complete
irredundant set of obstructions; equivalently, it has no irredundant anti-
identity basis.

Proof. By assumption there is a critical obstruction O for A such that
every generalised tree T with T→ O has T→ A. By (2)⇔ (3) of Lemma
13, it suffices to prove that no minimal element of Ao obstructs O.

Let R /∈ A admit a homomorphism into O. By the result of Feder and
Vardi [15, Theorem 5], for any n we can find an obstruction P satisfying all
of the following:
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(1) P→ R;

(2) P ∈ Ao;

(3) every n-element substructure of P is a generalised forest.

Let n be greater than |R|. Without loss of generality, we may assume that P
is critical. If S is an |R|-element substructure of P, then S→ R→ O, and
therefore S→ A since S is a union of generalised trees. Thus no |R|-element
substructure of P is an obstruction for A. Therefore R does not obstruct P,
whence P is strictly lower than R in the homomorphism order on Ac and
R is not minimal.

The tree duality property was characterised by Feder and Vardi [15, The-
orem 21] and is known to be a rather strong restriction. All finite structures
with finite duality (equivalently, a finite anti-identity basis) have tree duality,
but with a finite complete set of tree obstructions. So any counterexample
to Gorbunov’s conjecture would have to have tree duality but not bounded
tree duality. This indicates that, informally at least, counterexamples to
Gorbunov’s antivariety conjecture should be reasonably “uncommon”. On
the other hand, Nešetřil and Tardif [27] have shown that every finite set of
(generalised) trees F is in a homomorphism duality with some finite struc-
ture M (see also [16, Theorem 3.37] where this is presented in the directed
graph setting). However, the size of M grows with the number of elements
of F , thus one cannot start with an infinite antichain of trees and obtain
a finite M. We now present a counterexample to the antivariety version of
Gorbunov’s conjecture.

Example 16. The two-element structure E = 〈{0, 1};∼, B,W 〉 from
Example 5 has an infinite irredundant anti-identity basis.

Proof. Recall that B = {0} and W = {1}. For each n = 0, 1, 2, . . . let On

denote the structure on {0, 1, . . . , n}, where n is black and 0 is white, and
where i ∼ i + 1 for i = 0, . . . , n − 1. We leave it to the reader to verify
that {On | n = 0, 1, . . .} is a complete set of obstructions for E and that
On → Om if and only if n = m.

The next example provides a counterexample to the quasi-identity ver-
sion of Gorbunov’s conjecture.

Example 17. The structure E� constructed in Example 5 is a 14-element
structure generating a quasivariety with an infinite irredundant quasi-identity
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Figure 2. The directed graph Zn

basis. An equivalent generator for this quasivariety is the 10 element struc-
ture F constructed in Remark 7 and depicted in Figure 1.

Proof. Consider an anti-identity
∨

0≤i≤n ¬φi, and let x, y be new variables.
It is well known and easy to see that a structure M with more than one ele-
ment satisfies

∨
0≤i≤n ¬φi if and only if it satisfies (&0≤i≤nφi) → x ≈ y.

Thus the quasivariety generated by E� is a subclass of that defined by the
following set of quasi-identities

{(x0∈W & xn∈B & x0∼x1∼ · · · ∼ xn)→ x ≈ y | n = 0, 1, 2, . . . } (*)

and differs only by some subset of the set of eight one-element structures in
the signature {∼, B,W} (all of which trivially satisfy (*) because the con-
clusion of the implications cannot be falsified if there is only one element).
Also, the only one-element structures that do not homomorphically map
into E are the one-element total structure 〈{0}; {(0, 0)}, {0}, {0}〉 and the
structure 〈{0}; {}, {0}, {0}〉 (as no point of E is both black and white). By
Lemma 6, the antivariety H−1(E) coincides with the ∀H-class of E�, whence
the quasivariety generated by E� differs from the quasivariety defined by (*)
only by the single structure 〈{0}; {}, {0}, {0}〉. To eliminate this structure,
we add one new quasi-identity to those in (*): the law (x ∈ B & x ∈W )→
x ∼ x. The resulting system is irredundant and axiomatises the quasivariety
of E�.

Note that as E� and F generate the same ∀H-class, they also generate the
same quasivariety.

We mention in passing that not every finite relational structure with tree
duality also has an irredundant axiomatisation for its anti-identities. For
example the three vertex directed path has the structures Zn shown in
Figure 2 as a complete set of critical obstructions. This system has no ir-
redundant subsystem, so by Lemma 13, no irredundant anti-identity basis
exists.
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6. Proof of Theorem A

In this section we prove Theorem A, which we now reiterate for easy refer-
ence.

Theorem A. Let A be any antivariety of relational structures of finite type.
If A fails to have an irredundant basis for its anti-identities, then [A]T con-
tains a member for which there is no continuous map into a finite member of
A. Furthermore, the class ScP(Afin) is axiomatisable by neither ∀-sentences
nor any single first order sentence.

We first connect the homomorphism order on critical obstructions to con-
tinuous colourings.

Lemma 18. Let A be an antivariety for which the set of finite critical
obstructions contains an infinite strictly descending chain under the homo-
morphism order. Then there is a structure X ∈ A admitting a compatible
Boolean topology under which X cannot be continuously coloured onto a
finite member of A. Specifically, X can be taken to be the inverse limit over
the given strictly descending chain.

Proof. This is a straightforward application of one of the main techniques
in [8]. Let C1 > C2 > C3 > · · · be a strictly descending chain of critical
obstructions. As |Ci+1| > |Ci| (by criticality) we may assume without loss
of generality that |Cn| > n for each n ∈ N. Hence for each n, the n-ele-
ment substructures of Cn are in A but no homomorphisms exist from Cn

into any member of A. The Second Inverse Limit Technique of Clark et al.
[8, SILT 3.9] shows that the inverse limit X over C1 ← C2 ← · · · is a Bool-
ean topological structure whose underlying nontopological structure is in
A. However, every continuous homomorphism from X into a finite discrete
structure S factors through a homomorphism from some Ci to S. (In [8] this
part of the technique is listed as Lemma 3.2.) As the Ci are obstructions
for A, it follows that no continuous homomorphism exists from X into any
finite member of A.

Now we prove the first part of Theorem A and the non-∀-axiomatisability
claim; we withhold the proof of the statement about non-first-order axiom-
atisability until Proposition 19.

Proof. Let A be an antivariety of relational structures of finite type but
without an irredundant anti-identity basis. By Lemma 13, the set of minimal
critical obstructions for A is not complete. By Lemma 11 there is a strictly
decreasing chain of critical obstructions for A and then by Lemma 18 there
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is a structure X ∈ A admitting a compatible Boolean topology under which
X cannot be continuously coloured onto a finite member of A, as required.
The fact that ScP(Afin) is not ∀-axiomatisable is one of the conclusions of
[8, SILT 3.9] (which we used to construct X).

In [8, Theorem 4.2] it is shown that every finite lattice L has the property
that there is a single first order sentence Φ such that ModT (Φ) = ScP(L),
even though there may not be any set Σ of ∀-sentences with ModT (Σ) =
ScP(L). The following proposition establishes the last statement in Theorem
A, which shows that such behaviour cannot be exhibited by an antivariety
without an irredundant anti-identity basis.

Proposition 19. Let A be an antivariety with no finite basis for its
anti-identities. There is no first order sentence Φ such that ScP(Afin) =
ModT (Φ).

Proof. Say that Φ is a sentence such that ModT (Φ) = ScP(Afin). So the
class of finite models of Φ is Afin, and the class of finite models of ¬Φ is
closed under taking homomorphic images. The remainder of the argument
is alluded to by Atserias [2, §5]. By the recently proved Homomorphism
Preservation Theorem of finite model theory (Rossman [29]), we have that
¬Φ is equivalent, for finite structures, to an existential positive sentence Ψ.
Hence ¬Ψ is logically equivalent, for finite structures, to a single ∀-sentence
(in fact to a finite conjunction of anti-identities). Hence Afin has only finitely
many critical obstructions, showing that A has a finite axiomatisation by
Lemma 1.

This does not show that ScP(Afin) is not first order axiomatisable
(amongst Boolean topological structures) because there may be an infinite
set of sentences characterising ScP(Afin). However, Theorem B will rule out
even this, provided that A is generated by a single finite relational structure.

7. Proof of Theorem B

Theorem B. Let M be any finite relational structure of finite type and A

be the antivariety generated by M. If M has no finite basis for its anti-iden-
tities, then [A]T contains a member that is not continuously M-colourable.
Moreover, the class of continuously M-colourable structures is not first order
axiomatisable.

The n-link in the type R is the structure Ln on the set {0, 1, . . . , n} with
each relation R ∈ R defined by RLn = ∪n−1

j=0 {j, j + 1}r. We also consider
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the ω-link on {0, 1, . . . , ω} with RLω = {ω}r ∪
⋃ω

j=0{j, j + 1}r. Now, for
n ∈ N∪{ω}, let us define a structure Pn as follows. First consider the direct
product structure Ln ×M×M. Define an equivalence relation ∼n by

(i, a, b) ∼ (i′, a′, b′) if

⎧
⎪⎨

⎪⎩

(i, a, b) = (i′, a′, b′), or
i = i′ = 0 and a = a′, or
i = i′ = n and b = b′.

The structure Pn(M) is given by (Ln ×M ×M)/∼n. When no confusion
arises, we abbreviate Pn(M) to Pn and refer to it as the n-pinch over M.
Larose, Loten and Tardif [22,23] show that the finite duality property for
CSP(M) (hence, equivalently, the finite axiomatisability of the antivariety
of M) is equivalent to testing membership of Pn in CSP(M) for some n ∈ N

less than or equal to |M ||M |2 . On the other hand, Pω always admits a homo-
morphism into M: map (i, a, b) �→ a if i ∈ ω and (ω, a, b) �→ b.

The following facts are proved in [23]; the diameter of a relational struc-
ture is defined to be half the diameter of its incidence graph.

Theorem 20. (1) ([23, Proposition 4.1]) For any n, if C is a critical
obstruction for CSP(M) and has diameter at least n, then there is a
homomorphism from C into Pn.

(2) ([23, Lemma 4.6]1) For any n, the n-element induced substructures of
Pn are contained in CSP(M).

(3) ([23, Theorem 4.7]) The following are equivalent :

(a) CSP(M) has finite duality ;
(b) there exists n ∈ N such that Pn is contained in CSP(M);
(c) Pk is contained in CSP(M) for some k ≤ |M ||M |2.

For each n ∈ N define a map φn : Pn+1 → Pn by

(i, a, b)/∼n+1 �→
{

(i, a, b)/∼n if i ≤ n
(n, a, b)/∼n if i = n+ 1.

This is trivially seen to be well defined. The following lemma is also routine.

Lemma 21. The map φn : Pn+1(M) → Pn(M) is a surjective homomor-
phism.

1Strictly speaking, Lemma 4.6 of [23] only shows that certain substructures of Pn admit
homomorphisms into M. However it is easy to see that any substructure of Pn on at most
n elements is a substructure of the disjoint union of the two key substructures described
in [23, Lemma 4.6].
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Proof. Say that (p1, . . . , pr) ∈ RPn+1 , where pj = (ij , aj , bj)/∼n+1. If there
is no j ≤ r such that ij = n+1, then it is trivial that (φn(p1), . . . , φn(pr)) ∈
RPn . Otherwise, {n+ 1} ⊆ {i1, . . . , ir} ⊆ {n, n+ 1} and (b1, . . . , br) ∈ RM.
Then φ(pj) = (n, aj , bj)/∼n = (n, bj , bj)/∼n and because (b1, . . . , br) ∈ RM,
we have

(φn(p1), . . . , φn(pr)) = ((n, b1, b1)/∼n, . . . , (n, br, br)/∼n) ∈ RPn

as required. The surjectivity of φn is trivial.

The homomorphisms φn and their composites provide an inverse system
on {Pn(M) | n ∈ N}. The inverse limit of this system is rather obviously
equal to Pω(M) as a nontopological structure. The inherited topology is
that of a disjoint union of |M | distinct one-point compactifications of infi-
nite discrete spaces with an |M |-element discrete space. A more precise
consideration of the topology is given below, however a rough description is
that all points except those in {(ω, a, b)/∼ω | a, b ∈ M} are isolated (form
clopen singletons) and that each point (ω, a, b)/∼ω is a limit point of the
set {(i, a′, b)/∼ω | a′ ∈M, i ∈ N}.

Proposition 22. There is a continuous homomorphism from Pω to M if
and only if there is n ∈ N such that there is a homomorphism from Pn into
M. In particular, CSP(M) has finite duality if and only if Pω is continuously
M-colourable.

Proof. If there exists a homomorphism from Pn to M, then as the natural
map from Pω onto Pn is continuous, there is a continuous map from Pω

into M. Conversely, assume no Pn admits a homomorphism into M. We
now follow the proof of Lemma 18 (the lemma does not directly apply as
the Pi are not critical). By Theorem 20(2), every n-element substructure
of Pn admits a homomorphism into M. As Pi ≥ Pi+1 by Lemma 21, we
have that P1 ≥ P2 ≥ . . . is an unbounded descending chain of obstruc-
tions in the homomorphism order. Now [8, Lemma 3.2] shows that the the
inverse limit Pω has no continuous homomorphism into M, as in the proof of
Lemma 18.

Now [8, SILT 3.9] would also show that Pω is in the antivariety of M pro-
vided topology is ignored; however we’ve already made direct observation
of this. Then Proposition 22 shows that M is nonstandard in the sense of
[8]. Theorem B, however, refers to the non first order axiomatisability of the
continuously M-colourable Boolean topological structures, which requires
separate proof. For this we could construct an application of the Second
Ultraproduct Technique of [8, SUPT 5.3]. However we instead provide an
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alternative approach, which takes about the same amount of work and might
have some independent interest.

The following concept is used in [8] and is useful here also.

Definition 23. Let (S, λ) be a set S with a unary operation λ : S → S
satisfying λ◦λ = λ and with λ fixing only finitely many points {s1, . . . , sn}.
The λ-topology on S, or the topology induced by λ, is the Boolean topology
on S formed by taking the topological sum of the one-point compactifica-
tion spaces on λ−1(si), with si the compactification point for the (possibly
empty) discrete space λ−1(si)\{si}.

To elucidate further: if λ−1(si) is finite, then the topology induced by λ
is discrete, while if λ−1(si) is infinite then its clopen sets consist of the finite
subsets of λ−1(si)\{si} and the cofinite subsets of λ−1(si) containing si.

Let X = 〈X; R〉 be a relational structure. For R ∈ R and x ∈ X, we
define the set R(x) = {(a1, . . . , an) ∈ RX | ai = x for some i}. We define
the degree of x to be the maximum of the cardinalities of the sets R(x) for
R ∈ R. We say X has finite degree if every vertex has finite degree.

Theorem 24. Let A be the antivariety generated by a finite relational struc-
ture M = 〈M ; R〉 and suppose ScP(Afin) is not ∀H-axiomatisable; so there
exists a Boolean topological structure X such that X ∈ A but there is no con-
tinuous homomorphism from X to M. If X has finite degree, then ScP(Afin)
is not first-order axiomatisable.

Proof. Since X ∈ A, there is a homomorphism φ : X→M. If M has the
discrete topology, then clearly the disjoint union X ∪̇M is not in ScP(Afin).
We now describe another Boolean topology on the structure X ∪̇ M for
which there exists a continuous homomorphism from X ∪̇M to M ∈ Afin.
We use the concept in Definition 23. Write Y := X ∪̇M, and let λ : Y → Y
be the map such that λ(x) = φ(x) for x ∈ X and λ(x) = x for x ∈M . Note
that λ is a homomorphism. We show that the topology induced by λ is
compatible with the relations of R.

Let R ∈ R and suppose (a1, . . . , an) /∈ RX. We find an open set U �
(a1, . . . , an) such that U is disjoint from RX. For each i ≤ n, define Ui in
the following way. If ai /∈ f(Y ), let Ui = {ai}. Otherwise, let

Ui := λ−1(ai) \ {b | (a1, . . . , ai−1, b, ai+1, . . . , an) ∈ RX}.
Since X has finite degree, each Ui is open. Thus U = U1 × · · · ×Un is open.
Also, U contains (a1, . . . , an). If a1, . . . , an ∈ λ(Y ) then, since λ is a homo-
morphism, U is disjoint from R as required. Otherwise, ai /∈ λ(Y ) for some
i. Since ai has finite degree, U contains only finitely many elements of R.
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So V := U\R is open, contains (a1, . . . , an), and is disjoint from R. Hence
R is closed, as required.

We have shown that Y with the compactification induced by λ is a Bool-
ean topological structure. Since λ is a continuous map from Y to M, the
structure Y with the compactification topology is in ScP(Afin).

The final statement of Theorem B now follows immediately from Theo-
rem 24, as Pω has finite degree.

The non-first order axiomatisability of the ScP-class of the complete graph
Kn (for n > 1) is given already in [8, Theorem 7.6]. The nonstandardness of
(loopless) graphs has been completely classified by Trotta [33], although first
order axiomatisability of the corresponding topological prevarieties remains
open for all but a handful of cases and those covered by Theorem B.

8. Proof of Theorem C

Theorem C. The following are equivalent for a finite bipartite digraph B:

(1) B has a finite basis for its anti-identities;

(2) B is strictly bipartite;

(3) every Boolean topological digraph that is B-colourable is topologically
B-colourable;

(4) there is a set Σ of first order sentences in the language of digraphs such
that a Boolean topological digraph X is topologically B-colourable if and
only if X |= Σ.

If A is a digraph, define the digraphs 1An for n ∈ N as follows. The
underlying set of 1An is An, and the edge relation consists of those pairs
(a, b) such that there is at most one i ≤ n with a(i) �∼ b(i). Note that 1A1

is not isomorphic to A except in degenerate cases. In [23] the construction
1An is called the 1-tolerant nth power of A (the construction is defined for
arbitrary structures, but we only use it for digraphs here).

The following fact will be used in the proof of Theorem C.

Lemma 25. [23, Corollary 4.3] Let A be a finite digraph. Then A has finite
duality if and only if there is a homomorphism mapping 1An to A for some
n ∈ N.

We first prove the equivalence of (1) and (2) in Theorem C. If B is
strictly bipartite, then either it has no edges (which can be axiomatised by
∀x∀y x �∼ y), or it retracts onto a single edge (which can be axiomatised
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Figure 3. The structure S

by the property ∀x∀y∀z x �∼ y ∨ y �∼ z). So (2) implies (1). Now say that
(2) fails. In this case there are vertices x, y, z with x ∼ y ∼ z (possibly x
equals z; this does not matter). We show that 1Bn does not map into B
(for every n) and apply Lemma 25. As 1Bn+1 maps homomorphically onto
1Bn it suffices to show that 1Bn does not map into B in the case that n
is even. Consider the substructure, S, of 1Bn (where n is even) shown in
Figure 3. We use the notations a → b and a ← b to denote the presence
of the directed edges a ∼ b and b ∼ a (respectively), and for any positive
integers k, j with k + j = n, we write akbj to denote the tuple c of 1Bn

whose first k coordinates are a and whose remaining j coordinates are b.
Now, since the symmetric closure of S is an odd cycle, 1Bn is not bipar-

tite, and hence it admits no homomorphism to B. Thus by Lemma 25, it
follows that (1) fails (that is, the antivariety of B has no finite basis for its
anti-identities). Thus (1) and (2) are equivalent.

The implications (3) implies (1) and (4) implies (1) are just Theorem B
for bipartite digraphs. Also, (3) implies (4) is trivial (let Σ be the ∀H-theory
of B). So it remains to show (2) implies (3).

If B is strictly bipartite, then either it has no edges at all, or it retracts
onto a single edge. We consider these two cases separately. If B has no
edges, then (3) holds trivially. If B retracts onto a single edge, then we
may assume without loss of generality that B is the single directed edge
graph 〈{0, 1}; {(0, 1)}〉. We must show that Boolean topological digraphs in
[H−1(B)]T can be mapped by a continuous homomorphism into B. This
can be extracted from Trotta [34, Theorem 2.12], but the direct argument
is just as short. If G is a Boolean topological digraph in [H−1(B)]T , then let
X be the set of points with an outwards edge, and Y be the set of points
with an inwards edge. Now X and Y are closed and disjoint, so there is a
clopen U containing X and disjoint from Y . The map sending U to 0 and
G\U to 1 is a continuous homomorphism from G to B. Thus (3) holds for
B, completing the proof that (2) implies (3) (and then (4)), which in turn
completes the proof of Theorem C.

9. Some Problems

We finish the article with two problems arising from the article. The
first relates to irredundant axiomatisations. The phrase “axiomatisation”
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is frequently used to refer to any set of laws defining a class of interest (see
for example Burris and Sankappanavar [4, Definition V.2.15]). A stricter
definition of axiomatisation however, requires it to be a recursively enumer-
able set of defining laws (see [3, pp. 191] for example). The distinction is
uninteresting in many cases of finite structures, since for many natural kinds
of finitely generated classes, recursively enumerable axiomatisations always
exist. For example, the set of all anti-identities (over some fixed countably
infinite set of variables) satisfied by any finite structure is a recursive set,
whence an axiomatisation, albeit one with many redundancies. In the infi-
nite case, however, the situation is different—witness Gödel’s Incomplete-
ness Theorem for example. With the restriction of irredundancy of axioms,
the situation seems unclear even for finite structures.

Problem 26. Is it true that every finite structure of finite type either has
no irredundant basis for its anti-identities, or has a recursively enumerable
irredundant basis for its anti-identities?

The identity basis analogue of this problem (for algebras) is
[18, Problem 3].

The following question might possibly have a positive answer, in view of
the positive solution in the antivariety setting (Theorem 3 above, due to
Larose, Loton and Tardiff [23]).

Problem 27. Is the following problem decidable: given a finite relational
structure of finite type, does the quasivariety generated by M have a finite
quasi-identity basis?

Finally, we recall again that Gorbunov’s conjecture is still unresolved in
the case of algebraic structures, though the evidence in its favour seems
rather weakened by Example 16 above. Similarly, in this article we have
given a partial positive solution to Problem 4, but the full version remains
unresolved.
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