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Abstract
Hydroxylated polychlorinated biphenyls (OH-PCBs), a series of toxic chemical compounds produced via biotic and abiotic 
transformation of polychlorinated biphenyls (PCBs), are known to cause endocrine disruption by interacting inappropriately 
with human nuclear receptors. Due to occurrence of high numbers of inactive OH-PCB congeners recorded in many experi-
mental toxicity studies, it is pertinent to develop rapid and inexpensive QSAR models that can reliably predict the activities 
of OH-PCB congeners prior to experimental testing. Using a combination of genetic function approximation and multiple 
linear regression methods, a local QSAR model, consisting of six 2D descriptors (MATS1s, VE3_DzZ, VE1_Dzp, SpMin8_
Bhv, SpMax5_Bhi, topoRadius) and two 3D descriptors (RDF95u, RDF45m), was developed from a training set of 44 OH-
PCBs. Statistical parameters for fitting ( R2 = 0.8902, R2

adj
 = 0.8651, s = 0.2840), cross-validation ( Q2

LOO
 = 0.8201, RMSECV 

= 0.3242), and Y-randomization ( cR2

p
 = 0.8019) obtained for the developed QSAR model indicate that the model is reliable, 

robust, and provides good fit to the data in the training set. The results of external validation carried out on 20 OH-PCBs in 
the test set also indicate that the developed QSAR model possessed good external predictivity and can be used to predict the 
agonistic activities of untested OH-PCB congeners to constitutive androstane receptor.

Keywords Agonistic activity · Constitutive androstane receptor · Hydroxylated polychlorinated biphenyls · Molecular 
descriptors · QSAR model

Introduction

Nuclear receptors are a class of proteins that function as 
ligand-activated transcription factors in human being [1–3]. 
They regulate the expression of specific genes that control 
processes such as reproduction, development, homeosta-
sis, and metabolism upon binding to small endogenous 
molecules like steroid hormones, thyroid hormones, reti-
noid acids, fatty acids, and phospholipids [4–6]. Because 
of their structural similarities to endogenous ligands, some 
chemical compounds found in foods, cosmetics, environ-
ment, pharmaceuticals, and industrial products mimic the 

behaviors of endogenous ligands and interact inappropri-
ately with nuclear receptors, thereby causing endocrine dis-
ruption [7–17]. Human exposure to endocrine disrupting 
chemicals has been shown in numerous studies to be asso-
ciated with reduced semen quality [18–20], prostate cancer 
[21–24], urogenital tract abnormalities [25, 26], precocious 
puberty [27–29], irregular menstrual cycle [30], early meno-
pause [31, 32], breast cancer [33–35], alteration of immune 
responses [36–38], diabetes [39–42], obesity [43–46], car-
diovascular diseases [47], and a host of other adverse health 
effects.

In recent times, research efforts are being directed 
towards understanding the mechanisms involved in endo-
crine disruption by persistent organic pollutants. One of the 
most widely reported group of persistent organic pollutants 
with high endocrine disrupting potencies is polychlorinated 
biphenyls (PCBs) and their metabolites. Hydroxylated poly-
chlorinated biphenyls (OH-PCBs) are a group of exogenous 
chemicals that are produced by oxidation of PCBs through 
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a variety of mechanisms, including metabolic transforma-
tion in living organisms and abiotic reactions with hydroxyl 
radicals [48]. Recently, the possible roles of nuclear recep-
tors in mediating the endocrine disrupting effects of OH-
PCBs are being vigorously studied by many research groups. 
Using a variety of in vitro bioassay methods, researchers 
have shown that some OH-PCB congeners act as agonists 
of estrogen receptor α (ERα) [49], estrogen receptor β 
(ERβ) [49], constitutive androstane receptor (CAR) [50], 
retinoid X receptor β (RXRβ) [51], retinoic acid receptor γ 
(RARγ) [51], and estrogen-related receptor γ (ERRγ) [52]. 
Some OH-PCB congeners have also been demonstrated in 
some in vitro studies to act as ERα antagonists [49], ERβ 
antagonists [49], androgen receptor (AR) antagonists [49], 
glucocorticoid receptor (GR) antagonists [49], and thyroid 
hormone receptor (TR) antagonists [53].

The major downside of the in vitro studies reviewed in 
the preceding paragraph is the high numbers of inactive 
OH-PCB congeners encountered in most of the reported 
experiments. For instance, only 22% and 38% of the OH-
PCB congeners selected for investigation exhibited agonis-
tic activities against RXRβ and RARγ, respectively [51]. 

Similarly, only 9%, 6%, and 30% of the OH-PCB conge-
ners selected for investigation exhibited antagonistic activi-
ties against ERα, ERβ, and GR, respectively [49]. The low 
numbers of active OH-PCB congeners recorded in most of 
the experimental studies reviewed was due to the approach 
adopted by researchers in selecting OH-PCB congeners 
used in the experiments. In most experimental studies, the 
selections of chemicals used for toxicity testing were usu-
ally based on trial-and-error approach rather than on rational 
basis. This has resulted in waste of time and other valuable 
resources. In order to prioritize the choice of OH-PCB con-
geners for toxicity testing, it is pertinent to develop rapid 
and inexpensive quantitative structure–activity relation-
ship (QSAR) models that can reliably predict the biological 
activities of OH-PCBs prior to experimental studies. QSAR 
modeling is a computational approach that establishes a cor-
relation between the biological activities and measured or 
computed molecular features of a series of chemical com-
pounds [54]. It is based on the assumption that changes in 
molecular structures of chemical compounds reflect cor-
responding changes in the observed biological activities 
[54]. Exposure of humans to PCBs and OH-PCBs has been 

Fig. 1  Workflow showing the 
basic procedures for construct-
ing and validating a QSAR 
model (reproduced from Wang 
and Hou [56])
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linked to onset of obesity, diabetes, and fatty liver disease, 
and these metabolic disorders are thought to be mediated 
through activation of constitutive androstane receptor by this 
group of persistent organic pollutants [55]. Although QSAR 
models have been developed for toxicity prediction of some 
persistent organic pollutants, no QSAR model is currently 
available in the literature for the prediction of agonistic 
activities of OH-PCB congeners to constitutive androstane 
receptor. The objective of this study was to develop a QSAR 
model that can reliably predict the agonistic activities of 
untested OH-PCBs to constitutive androstane receptor using 
the limited experimental data available in literature.

Methods

The procedures adopted for constructing and validating the 
QSAR model described in this paper are summarized in 
the workflow displayed in Fig. 1 [56]. Details of the steps 
involved in these procedures are described below.

Dataset acquisition and molecular descriptor 
computation

The dataset used for the construction and validation of the 
QSAR model developed in this paper was obtained from the 

literature [50]. This dataset consists of structural formulae of 64 
OH-PCB congeners and the experimental values of their ago-
nistic activities to constitutive androstane receptor (Table S1 in 
the Supplementary Information). The agonistic activity of each 
OH-PCB congener in the dataset (reported as tenfold effective 
concentration) was measured in a reporter gene assay using yeast 
cells transduced with human constitutive androstane receptor 
[50]. This agonistic activity (EC × 10) was defined as the con-
centration of OH-PCB in solution that produced luminescence 
intensity that was 10 times greater than the luminescence inten-
sity of a blank solution [50]. Before being used as response 
variable in the model building step, the original activity values 
were converted to logarithmic scale ( log1∕(EC × 10) ). Using 
semi-empirical PM6 optimized molecular structures obtained 
with Spartan '14 program (version 1.1.4) as input [57], a total 
of 1875 one-dimensional (1D), two-dimensional (2D) and 
three-dimensional (3D) molecular descriptors, representing the 
numerical information encoded within the molecular structure 
of each chemical compound in the dataset, were calculated using 
PaDEL-Descriptor software [58].

Variable elimination, molecular descriptor 
standardization, and dataset division

Existence of irrelevant and redundant molecular descriptors 
in multiple regression modeling is problematic and must 

Table 1  Statistical parameters for fitting, cross-validation, and Y-randomization
Statistical parameter Definition Equation and terms Equation 

number

R2 Coefficient of multiple determination R2 = MSS

TSS
 = 1 −RSS

TSS
(1)

MSS = 
∑

i

�
ŷi − y

�2

TSS = 
∑

i(yi − y)
2

RSS = 
∑

i(yi − ŷi)
2

yi = observed dependent variable
ŷi = calculated dependent variable
y = mean value of the dependent variable

R2

adj
Adjusted R2

R2

adj
 = 1 −RSS∕(n−p−1)

TSS∕(n−1)

 = 1 −(1 −R2)((n − 1)∕(n − p))

(2)

n = number of objects
p = number of predictor variables

s Standard error of estimate

s = 

�
∑

i(yi−ŷi)
2

n−p−1

(3)

Symbols as above
Q2

LOO
Explained variance in prediction Q2

LOO
 = 1 −PRESSCV

TSS

PRESSCV = 
∑n

i=1
(yi − ŷi∕i)

2

(4)

ŷi∕i = predicted value of the response calculated  
excluding the ith element from the model computation

RMSECV Root-mean-square error in CV prediction

RMSECV = 

�
∑n

i=1
(yi−ŷi∕i)

2

n

(5)

Symbols as above
cR2

p
Y-randomization parameter cR2

p
 = R * (R2 − (AverageRr)

2)
1∕2 (6)

479Structural Chemistry (2023) 34:477–490



1 3

therefore be eliminated [59]. Molecular descriptors with 
constant or nearly constant values (variables with low vari-
ance) were removed from the descriptors set because these 
variables are considered irrelevant for model building. In this 
paper, a descriptor is considered to have constant or nearly 
constant values if its variance is less than 0.0001. Multicol-
linearity among molecular descriptors introduces redundancy 
in a QSAR model since highly correlated descriptors contrib-
ute essentially the same information in the model [60]. In this 

paper, two molecular descriptors are considered redundant if 
the correlation coefficient between them exceeds 0.90. Mul-
ticolinear and low-variance descriptors were removed from 
the pool of 1875 descriptors calculated in the preceding sec-
tion using V-WSP algorithm [61] as implemented in V-WSP 
tool (version 1.2) developed by Ambure et al. [62]. Pairwise 
correlations in a correlation matrix and variance inflation fac-
tor (VIF) were calculated and used to examine the presence 
or absence of multicollinearity among variables utilized in 

Table 2  Statistical parameters for external validation

Statistical parameter Definition Equation and terms Equation 
number

R2

EXT
Coefficient of determination for the prediction set

R2

EXT
= 1 −

∑
i(yi−ŷi)

2

∑
i(yi−y)

2

(7)

yi = observed dependent variable of test set
ŷi = predicted dependent variable of test set
y = mean value of the dependent variable of training 

set
R2

0
Coefficient of determination for the prediction set on 

forcing to origin R2

0
= 1 −

∑
i (yi−ŷ

r0
i
)
2

∑
i(yi−y)

2

(8)

ŷr0
i

 = kyi
k = slope

R′2
0

Coefficient of determination for the prediction set on 
interchanging the axes and forcing to origin R�2

0
= 1 −

∑
i (yi−ŷ

r0
i
)
2

∑
i(yi−y)

2

(9)

Symbols as above
k Slope of the regression line on forcing to origin k =

∑
i ŷiyi∑
i y

2

i

(10)

Symbols as above
Q2

F1
Variance explained in external prediction

Q2

F1
 = 1 −

PRESSEXT

SSEXT(yTR )

(11)

SSEXT(yTR) = 
∑next

i=1
(yi − yTR)

2

yTR = average of training observed responses
Q2

F2
Variance explained in external prediction

Q2

F2
 = 1 −

PRESSEXT

SSEXT(yEXT )

(12)

SSEXT(yEXT ) = 
∑next

i=1
(yi − yEXT )

2

yEXT = average of external observed responses

r2
m

r2
m
 metrics r2

m
 = (r2

m
+ r�2

m
)∕2 (13)

r2 = squared correlation value between the observed 
and predicted values with intercept

r2
0
 = squared correlation value between the observed 
and predicted values without intercept

r′2
0

 = squared correlation value between the observed 
and predicted values on interchanging the axes and 
without intercept

r2
m
 = r2 × (1 −

√
r2 − r2

0
)

r′2
m

 = r2 × (1 −
√
r2 − r�2

0
)

Δr2
m

r2
m
 metrics Δr2

m
 = ||r2m − r

�2
m

||
Symbols as above

(14)

RMSEEXT Root-mean-square error in external prediction

RMSEEXT = 

�
∑

(yi−ŷi)
2

n

Symbols as above

(15)

MAEEXT Mean absolute error in external prediction
MAEEXT = |yi−ŷi|

n
Symbols as above

(16)
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the final QSAR model [59]. After removing irrelevant and 
redundant descriptors from the descriptors set, the remain-
ing descriptors were transformed into auto-scaled descriptors 
using standard normalization method [63]. Standardization 
of the original descriptors to auto-scaled descriptors ( Xn

ik
 ) 

was accomplished by subtracting the mean of the descrip-
tors ( �k ) from the original descriptor values ( Xik ) and then 
divided by their standard deviations ( �K ). The main reason 
for using standardized regression coefficients in a QSAR 
model is that the magnitude of the standardized regression 
coefficient reflects the relative contribution of each descriptor 
to the predicted activity in the developed model [64]. Trans-
formation of the original descriptor to auto-scaled descriptors 
was done using  Minitab® 18.1 [65]. Finally, the entire data-
set was divided into training set (70% of the entire dataset) 
and test set (30% of the entire dataset) using Kennard-Stone 
algorithm [66–68] as implemented in Dataset Division GUI 
1.2 [62]. This corresponds to 44 OH-PCBs in the training 
set and 20 OH-PCBs in the test set. In Table S1 (Supple-
mentary Information), compounds assigned to the test set are 
marked with single asterisk to distinguish it from compounds 
assigned to the training set.

Variable selection and model building

Selection of predictor variables for inclusion in a regression 
model is one of the most crucial aspects of a QSAR study. 
In this paper, genetic function approximation (GFA) [54], as 
implemented in Materials Studio 7.0 [69], was used to select 
the most appropriate combination of molecular descriptors 
for inclusion in the QSAR model developed in this study. 
This was then followed by a comprehensive regression anal-
ysis using multiple linear regression (MLR) method [70] as 
implemented in  Minitab® 18.1 [65] and Materials Studio 
7.0 [69]. In this model building step, efforts were made to 
establish a linear relationship between the dependent varia-
ble ( log1∕(EC × 10) ) and the selected independent variables 

(standardized molecular descriptors) of the series of chemi-
cal compounds assigned to the training set in Table S1 (Sup-
plementary Information).

Internal and external validation of QSAR model

The goodness-of-fit of the QSAR model developed from 
the application of the GFA and MLR procedures described 
in the preceding section was evaluated using the following 
statistical parameters: R2 , R2

adj
 , and s in Eqs. (1), (2), and 

(3), respectively. The stability and robustness of the devel-
oped QSAR model were evaluated using leave-one-out 
cross-validation and Y-randomization techniques [71]. In 
the leave-one-out cross-validation technique, one chemical 
compound from the training set was omitted and a model 
was developed using the data of the remaining chemical 
compounds. The model developed was then used to predict 
the agonistic activity of the omitted compound. This pro-
cedure was repeated iteratively and values of Q2

LOO
 and 

RMSECV in Eqs. (4) and (5) respectively were calculated. 
In the Y-randomization procedure, the dependent variable 
of compounds in the training set was randomly shuffled 50 
times while keeping the independent variables as they are. 
New MLR model was then developed after each random 
shuffling. Statistical parameters for the generated random 
models (R, R2 , and Q2 values for random models) and the 
Y-randomization parameter, cR2

p
 in Eq. (6), were calculated. 

All the statistical parameters used for evaluating the  
fitness and robustness of the developed QSAR model were 
calculated using  Minitab® 18.1 [65], Materials Studio 7.0 
[69], and Y-randomization tool 1.2 [62]. In addition to the 
statistical parameters listed in Table 1 for evaluating the 
goodness-of-fit and robustness of the developed model, the 
QSAR model constructed in this paper was also externally 
validated for its ability to predict the agonistic activities  
of untested OH-PCB congeners. This task was accom-

Table 3  Descriptions, classes, and types of molecular descriptors utilized in the developed QSAR model

Descriptor Description Type Class

MATS1s Moran autocorrelation - lag 1/weighted by I-state 2D Autocorrelation descriptor
VE3_DzZ Logarithmic coefficient sum of the last eigenvector from Barysz matrix/weighted 

by atomic number
2D Barysz matrix descriptor

VE1_Dzp Coefficient sum of the last eigenvector from Barysz matrix weighted by  
polarizability

2D Barysz matrix descriptor

SpMin8_Bhv Smallest absolute eigenvalue of Burden modified matrix—n8/weighted by  
relative van der Waals volume

2D Burden modified eigenvalues descriptor

SpMax5_Bhi Largest absolute eigenvalue of Burden modified matrix—n5/weighted by relative 
first ionization potential

2D Burden modified eigenvalues descriptor

topoRadius Topological radius (minimum atom eccentricity) 2D Topological descriptor
RDF95u Radial distribution function—095/unweighted 3D RDF descriptor
RDF45m Radial distribution function—045/weighted by relative mass 3D RDF descriptor
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plished by using the compounds assigned to the test set in  
Table S1 (Supplementary information). The parameters 
used for external validation of the developed QSAR model 
( R2

EXT
 , R2

0
 , R′2

0
 , k, Q2

F1
 , Q2

F2
 , r2

m
 , Δr2

m
 , RMSEEXT  , and  

MAEEXT ) are displayed in Table 2. These external valida-
tion metrics were calculated using MLRPlusValidation 1.3 
and XternalValidationPlus 1.2 tools developed by Ambure  
et al. [62].

Evaluation of model applicability domain

Applicability domain expresses the scope and limitation 
of a QSAR model by defining the range of chemical struc-
tures for which the QSAR model is considered applica-
ble [72]. In this paper, the leverage approach was used 
to evaluate the applicability domain of the QSAR model 
developed in this study. A measure of how far a chemical 
compound is from the applicability domain of a QSAR 
model is its leverage in the original variable space, hii [64]. 
This measure is defined as: hii = xT

i
(XTX)

−1
xi , where xi is 

the descriptor row-vector of the query compound, and X is 
the n × p matrix of p model descriptor values for n training 
set compounds. The superscript T refers to the transpose 
of the matrix vector. The warning leverage h* is gener-
ally fixed at 3k∕n , where n is the number of training com-
pounds and k is the number of model descriptors plus one 
(p + 1) [64]. To visualize the applicability domain of the 
developed model, a plot of standardized residuals versus 
leverages (Williams plot) was constructed.

Results and discussion

The QSAR model obtained on correlating the agonistic activi-
ties ( log 1∕(EC × 10) values) of 44 OH-PCB congeners 
assigned to the training set in Table S1 (Supplementary infor-
mation) with the standardized molecular descriptors computed 
for these 44 OH-PCB congeners (Table S2 in the Supplemen-
tary information) is displayed in Eq. (17). As shown in Eq. (17), 
a linear relationship was established between log 1∕(EC × 10) 
and eight structural features of OH-PCB congeners. Table 3 

shows the descriptions, classes, and types of the molecular 
descriptors utilized in the developed QSAR model. As shown 
in Table 3, the QSAR model displayed in Eq. (17) contained six 
2D descriptors (MATS1s, VE3_DzZ, VE1_Dzp, SpMin8_Bhv, 
SpMax5_Bhi, and topoRadius), belonging to four classes of 
descriptors—autocorrelation descriptor, Barysz matrix descrip-
tor, Burden modified eigenvalues descriptor, and topological 
descriptor [73]. Table 3 also shows that the two 3D descrip-
tors (RDF95u and RDF45m) in the QSAR model displayed in 
Eq. (17) belong to the same class of descriptor—radial distribu-
tion function (RDF) descriptor [73].

In Table 4, the standardized regression coefficients and 
the statistical significance of the predictor variables utilized 
in the QSAR model displayed in Eq. (17)are presented. By 

(17)

log 1∕(EC × 10) = 6.1425 + 0.1698 MATS1s

− 0.1062 VE3_DzZ + 0.9477 VE1_Dzp

− 0.2241 SpMin8_Bhv − 0.8122 SpMax5_Bhi

− 0.3479 topoRadius − 0.8045 RDF95u

+ 0.4608 RDF45m

Table 4  Regression coefficients and statistical significance of pre-
dictor variables utilized for QSAR model development and values of 
metrics used for evaluating the goodness-of-fit and robustness of the 
developed QSAR model

N = 44, R2 = 0.8902, R2

adj
 = 0.8651, s = 0.2840, Q2

LOO
 = 0.8201, 

RMSECV = 0.3242

Descriptor Regression coefficient Statistical  
significance

VIF

Value Standard error t-value p value

Constant 6.1425 0.0453 135.480 0.000
MATS1s 0.1698 0.0741 2.291 0.028 1.134
VE3_DzZ −0.1062 0.0497  −2.138 0.040 1.268
VE1_Dzp 0.9477 0.0638 14.852 0.000 1.929
SpMin8_Bhv −0.2241 0.0769  −2.914 0.006 3.177
SpMax5_Bhi −0.8122 0.1271  −6.392 0.000 7.901
topoRadius −0.3479 0.0669  −5.197 0.000 2.350
RDF95u −0.8045 0.0744  −10.811 0.000 3.790
RDF45m 0.4608 0.0678 6.795 0.000 2.769

Table 5  Correlation matrix 
of the molecular descriptors 
utilized for QSAR model 
development*

* Numerical values in the cells are correlation coefficients

MATS1s VE3_DzZ VE1_Dzp SpMin8_Bhv SpMax5_Bhi topoRadius RDF95u

VE3_DzZ  −0.067
VE1_Dzp  −0.132 0.316
SpMin8_Bhv  −0.020 0.089 0.000
SpMax5_Bhi  −0.073  −0.196  −0.087  −0.794
topoRadius  −0.084  −0.002 0.117 0.139  −0.221
RDF95u  −0.049 0.315 0.564 0.295  −0.452  −0.188
RDF45m  −0.021 0.142 0.267  −0.332 0.473 0.208 0.099
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examining the magnitudes and signs of the regression coef-
ficients in the QSAR model, a broad interpretation of the 
model can be made [74]. While the descriptor that plays the 
most important role in the predictive ability of a model is 
identified by the magnitude of its regression coefficient in 
the model, the sign of this regression coefficient indicates the 
direction of the relationship between the descriptor and the 
predicted activity [74]. As shown in Table 4, the relative con-
tributions of the eight descriptors in Eq. (17) to the predic-
tive ability of the developed QSAR model, as can be inferred 
from the magnitudes of the standardized regression coef-
ficients of the descriptors, decreased in the following order: 
VE1_Dzp > SpMax5_Bhi > RDF95u > RDF45m > topoRa-
dius > SpMin8_Bhv > MATS1s > VE3_DzZ. Table 4 also 
shows that while three of the eight descriptors in Eq. (17) 
(VE1_Dzp, RDF45m, and MATS1s) made positive contri-
bution to agonistic activities of OH-PCBs, five of the eight 
descriptors (VE3_DzZ, SpMin8_Bhv, topoRadius, RDF95u, 
and SpMax5_Bhi) made negative contribution to agonistic 
activities of OH-PCBs. The positive contributions of VE1_
Dzp, RDF45m, and MATS1s to agonistic activities of OH-
PCBs indicate that OH-PCB congener with higher values 
of these descriptors would be more active than OH-PCB 
congener with lower values of these descriptors. Conversely, 
the negative contributions of VE3_DzZ, SpMin8_Bhv, topo-
Radius, RDF95u, and SpMax5_Bhi to agonistic activities of 
OH-PCBs indicate that OH-PCB congener with higher val-
ues of these descriptors would be less active than OH-PCB 
congener with lower values of these descriptors. Broad inter-
pretations of QSAR models, consistent with the approach 
used in this paper, are well documented in the literature 
[75–77]. The p values shown in Table 4 are all less than 0.05, 
indicating that the relationship between log 1∕(EC × 10) and 
each of the eight descriptors in the QSAR model displayed in 
Eq. (17) was statistically significant [78]. This indicates that 
the strength of the association between log 1∕(EC × 10) and 
each of the eight molecular descriptors is strong and reliable.

Variance inflation factor (VIF) and correlation matrix—
two approaches used for detecting multicollinearity among 
molecular descriptors in a QSAR model—are presented 
in Tables 4 and 5, respectively. Values of VIF reported in 
Table 4 for the eight descriptors are 1.134 for MATS1s, 1.268 
for VE3_DzZ, 1.929 for VE1_Dzp, 3.177 for SpMin8_Bhv, 
7.901 for SpMax5_Bhi, 2.350 for topoRadius, 3.790 for 
RDF95u, and 2.769 for RDF45m. A value of VIF less than 10 
obtained for each of the eight molecular descriptors indicates 
that the QSAR model displayed in Eq. (17) contains no multi-
collinearity [79]. In the correlation matrix shown in Table 5, 
the absolute values of the correlation coefficients ranged 
from 0.000 (between VE1_Dzp and SpMin8_Bhv) to 0.798 
(between SpMin8_Bhv and SpMax5_Bhi). Although no gen-
erally agreed cut-off value is currently available in literature 
for defining lack of collinearity between two descriptors, a 

Table 6  Results of Y-randomization test to check the robustness of 
the developed QSAR model

Average R = 0.409719, average R2 = 0.177046, average Q2 = −1.327798, 
cR2

p
 = 0.801922

Model R R2 Q2

Original 0.943524 0.890237 0.820137
Random 1 0.392217 0.153834  −1.706501
Random 2 0.295415 0.087270  −0.572871
Random 3 0.555079 0.308112  −0.036926
Random 4 0.560575 0.314244  −0.150843
Random 5 0.586008 0.343406 0.005219
Random 6 0.419719 0.176164  −0.996193
Random 7 0.377767 0.142708  −0.720482
Random 8 0.434776 0.189030  −1.691117
Random 9 0.389797 0.151942  −2.734291
Random 10 0.333463 0.111198  −2.586910
Random 11 0.468751 0.219727  −6.208023
Random 12 0.391702 0.153431  −0.280631
Random 13 0.541581 0.293310  −1.298111
Random 14 0.390383 0.152399  −0.614923
Random 15 0.430798 0.185587  −1.081088
Random 16 0.517962 0.268285  −0.154168
Random 17 0.472139 0.222916  −6.215898
Random 18 0.409741 0.167888  −0.243678
Random 19 0.342970 0.117628  −1.211103
Random 20 0.372416 0.138694  −3.878376
Random 21 0.436974 0.190946  −1.143880
Random 22 0.425312 0.180890  −1.887534
Random 23 0.262843 0.069087  −0.543526
Random 24 0.465107 0.216324  −0.453787
Random 25 0.448195 0.200879  −2.382542
Random 26 0.344701 0.118819  −6.130955
Random 27 0.353124 0.124697  −1.447859
Random 28 0.460358 0.211929  −0.471742
Random 29 0.322496 0.104004  −0.849685
Random 30 0.471075 0.221912  −0.900631
Random 31 0.327244 0.107089  −0.441135
Random 32 0.508110 0.258176  −1.114144
Random 33 0.164240 0.026975  −1.960059
Random 34 0.263265 0.069308  −2.584566
Random 35 0.338144 0.114341  −0.514544
Random 36 0.397330 0.157871  −0.255736
Random 37 0.526550 0.277255  −0.284235
Random 38 0.306055 0.093670  −3.957742
Random 39 0.388422 0.150871  −0.380122
Random 40 0.540108 0.291716  −0.202617
Random 41 0.264492 0.069956  −1.107566
Random 42 0.416236 0.173253  −0.350605
Random 43 0.363125 0.131860  −0.628484
Random 44 0.612895 0.375640  −0.267751
Random 45 0.308254 0.095021  −0.432622
Random 46 0.417994 0.174719  −1.464286
Random 47 0.373363 0.139400  −0.580706
Random 48 0.254558 0.064800  −0.995991
Random 49 0.529422 0.280288  −0.098344
Random 50 0.512676 0.262837  −0.179581
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squared correlation coefficient lower than 0.80 has been sug-
gested as a threshold value for accepting lack of collinearity 
between two variables [63]. Detraction of QSAR model from 
mechanistic interpretation and deterioration of the model’s 
statistical parameters are the two major problems encoun-
tered when multicollinearity exists among the descriptors 
utilized in a QSAR model [60, 80].

The values of coefficient of multiple determination ( R2 ) 
and standard error of estimate (s)—two statistical metrics 

used for evaluating the goodness-of-fit of a QSAR model - 
are shown in Table 4. The values of R2 and s reported in 
Table 4 were 0.8902 and 0.2840, respectively. This R2 value 
indicates that 89.02% of total variation in the response vari-
able ( log1∕(EC × 10) ) could be accounted for by its relation-
ship with the eight predictor variables (molecular descrip-
tors) utilized in the developed QSAR model. Value of R2 > 
0.6, as obtained in this paper, suggests that the QSAR model 
displayed in Eq. (17) provides a good fit to the data used in 

Table 7  External validation 
parameters for the developed 
QSAR model and their 
threshold values

Parameter Value for developed model Threshold value Remark

100% data 95% data

R2

EXT
0.7625 0.7651 R2 > 0.6 Reliably predicted

│R
2

0
− R

�
2

0
│ 0.0593 0.0184 │R

2

0
− R

�2
0

│< 0.3 Reliably predicted

(R2 − R2

0
)∕R2 0.0782 0.0618 (R2 − R2

0
)∕R2 < 0.1 Reliably predicted

k 0.9552 0.9610 0.85 ≤ k ≤ 1.15 Reliably predicted
Q2

F1
0.6134 0.6583 Q2

F1
 > 0.6 Reliably predicted

Q2

F2
0.6057 0.6479 Q2

F2
 > 0.6 Reliably predicted

r2
m

0.6904 0.6950 r2
m

 > 0.5 Reliably predicted

Δr2
m

0.0782 0.0819 Δr2
m
 < 0.2 Reliably predicted

RMSEEXT 0.5700 0.5457 Low Reliably predicted
MAEEXT 0.4898 0.4673 Low Reliably predicted
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Fig. 2  Plot of residuals versus observed activities
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building the model [81]. The standard error of estimate (s) 
measures the dispersion of the observed values from the 
regression line [64]. The low value of s reported in Table 4 
indicates that the observed values of the agonistic activities 
of OH-PCBs are close to the regression line predicted by the 
developed QSAR model. Another statistical parameter that 
is used as a measure of goodness-of-fit of a QSAR model is 
the adjusted R2 ( R2

adj
 ). Unlike the value of R2 which always 

increases regardless of whether the addition of an extra pre-
dictor variable to a QSAR model improves the model or not, 
value of R2

adj
 only increases when addition of an extra predic-

tor variable improves the model, thus eliminating the possi-
bility of overfitting [82]. The value of R2

adj
 reported in Table 4 

for the QSAR model displayed in Eq. (17) was 0.8651. The 
eight predictor variables retained in the QSAR model are 
considered acceptable because further addition of extra inde-
pendent variable to the model caused significant reduction in 
the reported R2

adj
 value [82]. Furthermore, since the ratio of 

the number of compounds in the training set to the number 
of descriptors in the QSAR model displayed in Eq. (17) was 
at least 5:1 as suggested by Topliss and Costello [83], the risk 
of chance correlation in the developed QSAR model was 
avoided.

To assess the stability and robustness of the QSAR model 
displayed in Eq.  (17), parameters obtained from leave-
one-out cross-validation and Y-randomization techniques 
were used. In Table 4, values of Q2

LOO
 and RMSECV—two 

parameters obtained from leave-one-out cross-validation 
technique—are presented. The QSAR model displayed in 
Eq. (17) is considered robust and stable because the value of 
Q2

LOO
 reported in Table 4 ( Q2

LOO
 = 0.8201) was greater than 

the cut-off value ( Q2

LOO
> 0.5 ) suggested in the literature [71, 

84]. Furthermore, a difference of less than 0.3 between R2 
value and Q2

LOO
 value, as obtained in this study, indicates that 

the QSAR model displayed in Eq. (17) did not suffer from 
overfitting [84]. The low value of root-mean-square error in 
cross-validation ( RMSECV = 0.3242) reported in Table 4 sug-
gests that the accuracy of the prediction made by the devel-
oped model was good [85]. The results of Y-randomization 
procedure conducted to check the stability and robustness 
of the QSAR model developed in this paper are shown in 
Table 6. The R2 and Q2 values reported in Table 6 for each 
of the 50 random models generated were significantly lower 
than the values of R2 and Q2 obtained for the original QSAR 
model displayed in Eq. (17) ( R2 and Q2 values obtained for 
the original model were 0.8902 and 0.8201, respectively). 
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Fig. 3  Plot of predicted activities versus observed activities
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The lower values of R2 (average was 0.1770) and Q2 (aver-
age was −1.3278) obtained for the random models ruled out 
the possibility of chance correlation in the original QSAR 
model displayed in Eq. (17) [86]. The value of cR2

p
 reported in 

Table 6 was 0.8019. Value of cR2

p
 higher than 0.5, as obtained 

in this study, indicates that the QSAR model displayed in 
Eq. (17) was robust and stable [86].

One of the core functions of a QSAR model is to make 
reliable prediction of biological activities for yet to be tested 
chemical compounds. Because generating an entirely new 
set of experimental data for the purpose of external valida-
tion is often difficult in everyday practice, the strategy sug-
gested by QSAR experts is to divide the available dataset 
into two subsets—the training set and the test set [64]. In this 
paper, the 44 OH-PCB congeners assigned to the training 
set (70% of the entire dataset) were used for model building 
while the remaining 20 OH-PCB congeners assigned to the 
test set (30% of the entire dataset) were reserved for exter-
nal validation of the developed model. Using the computed 
molecular descriptors presented in Table S3 (Supplementary 
information) as inputs, agonistic activities of OH-PCBs in the 
test set were predicted with the QSAR model displayed in 
Eq. (17). The values of the external validation metrics used 

for evaluating the predictive ability of the developed QSAR 
model and the threshold values used for judging the accept-
ability of these metrics are presented in Table 7. As shown in 
Table 7, the values of the external validation metrics obtained 
when prediction was made on chemical compounds assigned 
to the test set, before and after removing 5% of data with high 
residuals from the test set, indicate that all the validation 
metrics satisfied the requirements for accepting the external 
predictivity of the QSAR model displayed in Eq. (17) [71, 
84, 87–90]. Using the values of observed activities, predicted 
activities and residuals shown in Tables S4 and S5 (Supple-
mentary information), a plot of residuals versus experimental 
values of log 1∕(EC × 10) (Fig. 2) and a plot of predicted 
values of log 1∕(EC × 10) versus experimental values of 
log 1∕(EC × 10) (Fig. 3) were constructed. The random dis-
tribution of the residuals on both sides of the horizontal zero 
line in Fig. 2 indicates that there was no systematic error in 
the QSAR model developed in this paper. Figure 3 also shows 
that there was a positive and strong correlation between the 
activities predicted by the developed QSAR model and the 
experimental activities obtained from literature. These results 
indicate that the prediction made by the QSAR model dis-
played in Eq. (17) was accurate and reliable.
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Applicability domain—a concept that expresses the  
scope and limitation of a QSAR model by defining the range 
of chemical structures for which the model is considered  
applicable—is another crucial aspect that must be included in a 
QSAR study [72]. To visualize the outliers in both the descrip-
tor space and the response space, the Williams plot shown in 
Fig. 4 was constructed from the values of standardized residu-
als and leverages presented in Tables S4 and S5 (Supplemen-
tary information). In the Williams plot displayed in Fig. 4, 
a compound with a standardized residual greater than three 
standard deviation units is considered to be a response outlier 
while a compound with leverage higher than the warning lever-
age (h* = 0.6136) is considered to be a structurally influential 
chemical in the developed model [88]. As shown in Fig. 4, 
none of the 64 OH-PCBs in the dataset was response outlier but  
2′,4′,6′-trichlorobiphenyl-4-ol and 2′,3,4′-trichlorobiphenyl-
2-ol were found to be structurally influential chemicals because 
of their high leverage values. As structurally influential chemi-
cal in the training set, the compound 2′,3,4′-trichlorobiphenyl-
2-ol greatly influenced the regression parameters by forcing 
the fitted regression line near its observed value [64]. On the 
other hand, the predicted response of a compound in the test 
set (compound 2′,4′,6′-trichlorobiphenyl-4-ol in this case) with 
a leverage value greater than the warning leverage may not be 
reliable because the prediction was probably a result of sub-
stantial extrapolation of the QSAR model [64].

Conclusion

Some congeners of hydroxylated polychlorinated biphenyls 
are known to cause endocrine disruption in humans by acting 
as nuclear receptor agonists or nuclear receptor antagonists. 
However, the high numbers of inactive OH-PCB congeners 
recorded in many experimental toxicity studies designed to 
measure the agonistic and antagonistic activities of OH-PCBs 
necessitate the need to develop QSAR models that can pre-
dict the activities of OH-PCBs prior to in vitro experiments. 
Use of QSAR models for large-scale screening of OH-PCB 
congeners for the purpose of prioritizing the congeners for 
further experimental testing offers the advantages of being 
rapid, inexpensive, and high-throughput. In this paper, a local 
QSAR model for predicting the agonistic activities of OH-
PCBs to constitutive androstane receptor was constructed and 
validated using certain internal and external validation crite-
ria. The developed QSAR model was found to be statistically 
reliable, robust, and possessed good external predictivity. The 
QSAR model developed in this paper can therefore be used 
by toxicologists to predict the agonistic activities of untested 
OH-PCBs to constitutive androstane receptor prior to experi-
mental studies. Development of more QSAR models for the 
prediction of OH-PCB activities in toxicity studies involving 
other nuclear receptors is recommended.
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