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Abstract
The power of the Hellmann–Feynman theorem is primarily conceptual. It provides insight and understanding of molecular 
properties and behavior. In this overview, we discuss several examples of concepts coming out of the theorem. (1) It shows 
that the forces exerted upon the nuclei in a molecule, which hold the molecule together, are purely Coulombic in nature. 
(2) It indicates whether the role of the electronic charge in different portions of a molecule’s space is bond-strengthening or 
bond-weakening. (3) It demonstrates the importance of the electrostatic potentials at the nuclei of a molecule, and that the 
total energies of atoms and molecules can be expressed rigorously in terms of just these potentials, with no explicit refer-
ence to electron–electron interactions. (4) It shows that dispersion forces arise from the interactions of nuclei with their own 
polarized electronic densities. Our discussion focuses particularly upon the contributions of Richard Bader in these areas.

Keywords  Hellmann–Feynman theorem · Forces in molecules · Chemical bonding · Electrostatic potentials at nuclei · 
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An underappreciated theorem

In the early days of quantum theory, five researchers (three of 
whom became Nobel Laureates) independently derived a rather 
straightforward expression [1–5]. If H is the Hamiltonian opera-
tor of a system with a normalized eigenfunction Ѱ and energy 
eigenvalue E, and λ is any parameter that appears explicitly in 
the Hamiltonian, then,

The best known formulation of Eq. (1) was reported sepa-
rately by Hellmann [6] and by Feynman [5], making use of 
the fact that the negative gradient of an energy is a force. 
Thus, if the parameter λ is set equal to a coordinate of a 
nucleus A in a molecule, then Eq. (1) gives the correspond-
ing component of the force exerted upon A by the electrons 
and the other nuclei. By doing this for each coordinate, one 
can obtain the total force upon that nucleus due to the elec-
trons and other nuclei,

where ZA and RA are the nuclear charge and position of 
nucleus A. This special case of Eq. (1) is known as the 
Hellmann–Feynman theorem (or sometime the “electro-
static theorem”). The detailed derivations of Eqs. (1) and 
(2) are available in several sources besides the original 
papers [7–9].

The force described by Eq. (2) is purely Coulombic. Thus 
the Hellmann–Feynman theorem shows that the forces felt 
by any nucleus in a system of nuclei and electrons are clas-
sically Coulombic, the attractive interactions with the elec-
trons and the repulsive ones with the other nuclei. All that is 
needed to determine these forces are the electronic density 
and the charges and positions of the nuclei.

The bonding in a molecule can accordingly be explained 
in terms of Coulomb’s Law. Since the only attractive force 
in chemistry is between the nuclei and the electrons [10, 11], 
it seems difficult to avoid the conclusion that this is what 
holds a molecule together. In fact, London already in 1928 
explained the bonding in H2 in terms of a “bridge” of elec-
tronic density attracting the nuclei [12]. (For a translation 
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and more complete discussion, see Bader [13].) On the other 
hand, one could also focus upon the lowering of the total 
energy as driving chemical bonding or the virial theorem 
(see below). Of course, the total energy and the forces are 
linked by Eq. (2). The point is that there are different ways of 
addressing chemical bonding, and to claim just one of these 
as resolving “the nature of the chemical bond” is misleading.

Despite its illustrious parentage, the Hellmann–Feynman 
theorem has, overall, not received the respect that it deserves. 
In fact Coulson and Bell concluded in 1945, just 6 years after 
Feynman’s derivation, that it was invalid [14]; their argument 
was refuted in 1951 by Berlin [15], who also demonstrated 
how it can be used to understand the bonding in molecules. A 
few years later, Bader considerably extended Berlin’s approach 
[16–20]. In 1962, Wilson used the Hellmann–Feynman theo-
rem to derive an exact formula for molecular energies [21]. A 
few years later, Slater declared the Hellmann–Feynman and 
the virial theorems to be “two of the most powerful theorems 
applicable to molecules and solids” [22]. Nevertheless, in 
1966, the theorem was described as “too trivial to merit the 
term “theorem” [23].”

Many theoreticians appear to have agreed with the “trivial” 
label. Deb observed in 1981 that “the apparent simplicity of 
the H–F theorem has evoked some skepticism and suspicion 
[24].” We agree with Deb. The advice of Newton (“Nature 
is pleased with simplicity.”) and Einstein (“Nature is the 
realization of the simplest conceivable mathematical ideas.”) 
[25] is unfortunately generally ignored. In 2005, Fernández 
Rico et al. noted, with respect to the Hellmann–Feynman 
theorem, that “the possibilities that it opens up have been 
scarcely exploited, and today the theorem is mostly regarded 
as a scientific curiosity [26].” One exception to this is Richard 
Bader, who recognized the conceptual power of the theorem 
in understanding molecular properties and did exploit it, as 
we shall show.

Coulombic forces in molecules

Many theoreticians find the Coulombic interpretation of bond-
ing to be unacceptable. The idea that something as simple and 
ancient as Coulomb’s Law (~ 1785) is sufficient to explain 
what holds molecules together is not met with favor, even 
though the derivation of Eq. (2) follows directly from the fact 
that the potential energy terms in a molecular Hamiltonian 
are purely Coulombic [7–9]. A Coulombic interpretation 
seems to ignore such revered quantum mechanical concepts 
as exchange, Pauli repulsion, orbital interaction, etc.

The problem is a failure to distinguish between the math-
ematics that produces a wave function, which in itself has 
no physical significance, and the electronic density, which 
does. The roles of exchange and Pauli repulsion are in 
obtaining a proper wave function and good approximation 

to the electronic density; they do not correspond to physical 
forces [7, 8, 15, 22, 27]. Orbitals are simply mathemati-
cal constructs that provide a convenient means for express-
ing a molecular wave function; they are not physically real 
[28–30], as shown by the fact that one set of orbitals can be 
transformed into another quite different set without affect-
ing the total electronic density of the system. As Levine has 
pointed out, “there are no “mysterious quantum–mechanical 
forces” acting in molecules [8]”.

Schrődinger already was aware of the problem of con-
fusing mathematical procedure with physical reality. Bader 
describes very nicely Schrődinger’s evolution in thinking 
[31]. Initially, he attributed physical meaning to wave func-
tions. But by the fourth of his classic 1926 papers in Annalen 
der Physik [32], he had concluded that the wave function 
is not a function in real space, except for a one-electron 
system. What is real is what Schrődinger called the density 
of electricity, which he defined essentially by Eq. (3); it is 
what we now know as the average electronic density ρ(r) at 
a point r,

where N is the number of electrons.
An important early application of the Hellmann–Feynman 

theorem to chemical bonding was by Berlin in 1951 [15]. He 
used the theorem and Coulomb’s Law to show how a chemical 
bond is strengthened or weakened by the effects of the elec-
tronic charge is different regions of a molecule. Berlin dem-
onstrated that whereas the electronic charge in an internuclear 
region clearly pulls the two nuclei together and strengthens 
the bonding, the charge beyond each nucleus may be either 
bond-strengthening or bond-weakening, depending upon how 
close it is to the extensions of the internuclear axis.

Such reasoning can explain, for instance, why the bond 
in CO+ is stronger than in CO [33]. The most energetic elec-
trons in CO are in the carbon lone pair. Since they are con-
centrated along the extension of the OC axis and are closer 
to the carbon than to the oxygen, they tend to pull the carbon 
away from the oxygen, thereby weakening the bond [34]. In 
forming CO+, one of these electrons is lost, the bond-weak-
ening effect is diminished, and the bond becomes stronger.

Bader et al. saw the value of this type of analysis for under-
standing what holds molecules together and extended it con-
siderably to a large number of diatomic molecules [16–20]. 
They also introduced the idea of using outer contours of 
molecular electronic densities to define molecules’ surfaces 
and provide a measure of their sizes [35]. The 0.001 au con-
tour is now widely used for this purpose.

The work of Berlin and Bader led to numerous other 
studies relating electronic densities and Coulombic forces to 
chemical bonding. See, for example, Fernández Rico et al. 
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[26, 36], Deb [37], Hirshfeld and Rzotkiewicz [38], and 
Silberbach [39].

Molecular energies

Since the negative gradient of an energy is a force, the total 
energy of a molecule can in principle be found by inte-
grating the force components, provided that the electronic 
density is known for different positions of the nuclei. This 
has indeed been done, by Hurley [41] and by others, as 
discussed by Deb [37]. Unfortunately, the results are very 
sensitive to the quality of the electronic density, and thus 
variationally computed energies are usually more accurate. 
However, Bader did show, for some small molecules, that 
allowing the orbital exponents to vary with the internuclear 
separations improved the Hellmann–Feynman energies and 
even made them superior to those obtained from simple 
molecular orbital calculations [42].

A very different approach was introduced by Wilson in 
1962 [21]. He used the Hellmann–Feynman theorem to 
derive an exact expression for molecular energy in terms of 
the electrostatic potentials at the nuclei due to the electrons 
and other nuclei. These potentials are a purely Coulombic 
property, which can be obtained from the electronic den-
sities and the nuclear charges and positions. Further ver-
sions of Wilson’s expression have followed, which have also 
extended it to atoms [43, 44]. Applying these exact formu-
las is challenging, but they are very important conceptually 
since they show that atomic and molecular energies can be 
determined from electronic densities, a one-electron prop-
erty, with no explicit reference to interelectronic repulsion, 
a two-electron property. Thus the Hellmann–Feynman theo-
rem can be viewed as foreshadowing the Hohenberg–Kohn 
theorem [45], which showed that the electronic density is 
the determinant of all molecular properties.

These studies stimulated the derivation of a variety of approxi-
mate atomic and molecular energy formulas, also focusing upon 
electrostatic potentials at nuclei, as reviewed by Levy et al. [46] 
and by Politzer et al. [47, 48]. The results obtained with these 
formulas for Hartree–Fock wave functions are often signifi-
cantly better than would be anticipated. This is because whereas 
Hartree–Fock electronic densities are correct to first order [49], 
the electrostatic potentials at nuclei are correct to second order 
[46, 50]. Levy et al. were accordingly able to obtain even partial 
atomic correlation energies using Hartree–Fock electrostatic 
potentials at the nuclei [51], even though Hartree–Fock meth-
odology does not include correlation. All of these relationships, 
whether exact or approximate, demonstrate the fundamental sig-
nificance of the electrostatic potentials at nuclei [48, 52].

Dispersion

The weak interaction known as dispersion, e.g., between 
two argon atoms, is commonly interpreted in terms of 
London’s fluctuating induced dipoles [53, 54], as depicted 
in structure 1 below. However, Feynman showed, using 
the Hellmann–Feynman theorem, that, in fact, the elec-
tronic charge of each atom is slightly polarized toward 
the other, structure 2, and that it is “the attraction of each 
nucleus for the distorted charge distribution of its own 
electrons that gives the attractive 1/R7 force.” [5] The 
London and the Feynman interpretations are clearly very 
different in physical terms (compare 1 and 2), although 
both lead to a 1/R7 dependence of the force.

Bader and Chandra were among early supporters of 
Feynman’s view [55], and it has also been confirmed by 
other studies [56–59]. The computed electronic density 
in the Ar–-Ar system shows polarization of the elec-
tronic density of each atom toward the other just as pre-
dicted by Feynman and shown in 2 [60–62]. Neverthe-
less Feynman’s explanation of dispersion interactions 
continues to be widely ignored.

The virial and the Hellmann–Feynman 
theorems

There is an interesting relationship between the virial and 
the Hellmann–Feynman theorems. It was already demon-
strated by Slater for polyatomic molecules [22], but for 
simplicity, we will discuss it for a diatomic molecule with 
internuclear separation R, as did Bader [40]. In this case, the 
virial theorem can be written within the Born–Oppenheimer 
approximation, as

in which T(R), E(R), and V(R) are the kinetic, total, and 
potential energies of the molecule as functions of the inter-
nuclear separation. At the equilibrium separation Re, the 
derivatives in Eq. (4) are zero, and the theorem assumes its 
more familiar form, T(Re) =  − E(Re) = − 0.5 V(Re).

By Eq. (2), − dE/dR is the Hellmann–Feynman force 
F(R) exerted on a nucleus at separation R. Thus Eq. (4) 
can be written as
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F(R) is attractive (pulling the nuclei together) for R > Re 
and repulsive (tending to separate them) for R < Re. At 
R = Re, F(Re) = 0; the net force upon any nucleus at equi-
librium must be zero. Equation (2) shows that by integrat-
ing F(R) from R = ꝏ to R = Re, the bonding energy can be 
obtained.

Bader calculated the changes in T(R), V(R), and E(R) as 
a function of R for two contrasting diatomic molecules [40], 
the very weakly bound Ar2 and CO, which has one of the 
strongest covalent bonds known. Qualitatively the plots for 
the two molecules are very similar. As R decreases from 
ꝏ to Re, V(R) initially becomes positive but then decreases 
sharply as R approaches Re to reach a negative value at Re. 
T(R) follows the opposite pattern; it is initially negative but 
sharply increases to a positive value at Re. This similarity, 
for molecules with such different bonding, supports Slater’s 
contention that “there is no very fundamental distinction 
between the van der Waals binding and covalent binding. 
If we refer them back to the electronic charge distribution, 
which as we have seen is solely responsible for the intera-
tomic forces, we have the same type of behavior in both 
cases [22].” Bader has expressed the same idea [40, 63].

Bader’s plots for Ar2 and CO bear directly upon a long-
standing argument in the area of chemical bonding. Starting 
with Hellmann in 1933 [4], some theoreticians have attrib-
uted chemical bonding not to electron-nuclear Coulombic 
attraction, but rather to the decrease in kinetic energy as 
the space available to the electrons increases in the forma-
tion of a molecule [64–68]. The Ar2 and CO plots show 
that initially the total energy lowering is indeed due to the 
kinetic energy decreasing, but as Re is approached, it is the 
decreasing potential energy that is dominant and results in a 
negative total energy. So which feature does one choose to 
emphasize? Like most academic arguments, this is not likely 
to be resolved in the near future.

Concluding comments

Quantum chemistry has traditionally focused, with great suc-
cess, upon energy. The Hellmann–Feynman theorem should 
not be viewed as an alternative approach, but rather as a com-
plementary one. Its power is conceptual, not in providing 
better descriptions of molecules and their behavior but rather 
in developing insight and understanding of their properties. 
Our purpose in this brief overview has been to demonstrate 
this conceptual role of the Hellmann–Feynman theorem, and 
as well to point out the contributions made in this area by 
Richard Bader. For a more detailed recent review, see Politzer 
and Murray [9].

(5)
T(R) = −E(R) + RF(R)

= −0.5V(R) + RF(R)

We conclude by quoting Deb: “we should do well to 
employ both the energy and the force formulation in our 
studies of molecular structure and dynamics. The former 
approach would generally provide more accurate numbers, 
while the latter should provide a simple unified basis for 
developing physical insights into different chemical phe-
nomena [37]”.
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