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Abstract
The [4+2] cycloaddition reaction of 1,3-dimethylindole and ortho-quinone methide (obtained from tautomerization of 2,6-
dimethylquinone under basic conditions), experimentally studied by Wen and co-workers, was theoretically studied at the
B3LYP/6-311G** and M062X/6-311G** computational levels in both gas and ethanol solution phases. Two possible reactive
channels were considered between the reactants and their theoretical parameters were calculated. The results indicated that the
formation of the experimentally reported product is clearly confirmed by the analysis of the calculated Fukui and Parr functions
reactivity indices. Transition states analysis showed that the experimentally reported product is both kinetically and thermody-
namically preferred than the other regioisomeric adduct. The intrinsic reaction coordinates analysis indicated that in contrast to
the proposed stepwise mechanism by Wen and co-workers, the reaction proceeds in one step without formation of any stable
intermediate. Analysis of the global electron density transfer (GEDT) showed that the corresponding transition state is relatively
polar and the electron density is fluxed from 1,3-dimethylindole toward ortho-quinonemethide. Because of the polar character of
the transition state, the reaction accelerates in ethanol, as a polar solvent, in comparison to the gas phase. Analysis of the frontier
molecular orbitals showed that the HOMO orbital of 1,3-dimethylindole as a donor is also the frontier effective-for-reaction
molecular orbital (FERMO). According to the Wiberg bond indexes and atoms in molecules analysis, it was found that both
reactive channels take place via an asynchronous concerted mechanism.
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Introduction

A reaction in which two molecules combine to produce a
cyclic adduct is known as cycloaddition. The [4+2] cycload-
dition, known also as Diels-Alder reaction, is one of the most
well-known and useful reactions, and is extensively used in
chemistry. This reaction takes place when a four-atom com-
ponent, namely diene, is attacked by an unsaturated bond,
namely dienophile, to generate a six-membered homocyclic
and heterocyclic compounds usually in a highly regio- and
stereoselective fashion [1]. In the transition state relevant to
the Diels-Alder reaction, the diene and dienophile approach

together in approximately parallel planes. For most systems,
the experimental and theoretical studies are in agreement with
a concerted mechanism [2]. It has been found that in a reaction
that involves unsymmetrical diene and dienophiles, the degree
of advancement of bond formation might be different at one
pair of termini than that at the other. This situation is indicative
of a stepwise asynchronous mechanism along with formation
of a zwitterionic intermediate [3]. Usually, the reaction be-
tween dienes and dienophiles with a very different electronic
character takes place via a stepwise asynchronousmechanism.
Alternatively, in some cases which the first single bond is
formed between the diene and the dienophile in the rate-
determining step, the second bond is barely beginning to form
in the transition state. This two-stage mechanism is known as
an asynchronous concerted one according to Houk’s defini-
tion, in which the formation of two bonds takes place in sep-
arate, but overlapping, processes [4].

The solvent plays an important role on the rate of Diels-
Alder reactions. In many cases, the rate and mechanism of
reaction are sensitive to solvent polarity. For instance, water
and other highly polar solvents enhance the rate of some
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Diels-Alder reactions [5–7]. The Benforced hydrophobic
interaction^ effect is responsible of the accelerating effect of
water, in which the strong hydrogen bonding network in water
causes to exclude non-polar reactants and closes them togeth-
er, resulting in the increase of effective concentrations [8]. In
some cases, more solvation and consequently more stabiliza-
tion of transition states than the reactants can contribute to the
rate acceleration [9].

Polycyclic indolines, which are one class of nitrogen-
containing heterocycles, have received considerable atten-
tion because of their ubiquitous presence in natural prod-
ucts and biologically active compounds [10–12]. It has
proven that certain compounds containing a quinoline-
fused indoline core exhibit anticancer and insecticidal ac-
tivities [13, 14]. Due to various pharmacological activi-
ties, the development of efficient synthetic protocols to
build such polyheterocyclic skeletons is of interest and
many organic researchers have focused their attention on
the synthesis of indole alkaloids [15, 16].

In 2017, Wen et al. reported an intermolecular [4+2]
cycloaddition reaction between 2,6-dimethylquinone 1a
and 1,3-disubstituted indoles 2 in basic conditions for
the synthesis of polycyclic indolines 3 (Scheme 1) [17].

The proposed mechanism includes the initial
tautomerization of 2,6-dimethylquinone 1a under basic
conditions which leads to the formation of ortho-qui-
none methide QM. Nucleophilic attack of 1,3-disubsti-
tuted indoles on ortho-quinone methide QM generates a
zwitterionic intermediate which undergoes a ring closure
to afford corresponding polycycl ic indol ine 3
(Scheme 2).

Since reliable theoretical studies can support the exper-
imental outcomes, we have investigated theoretically the
[4+2] cycloaddition reactions of 1,3-dimethylindoles and
2,6-dimethylquinone by computational methods in contin-
uous of our previous theoretical studies on various organ-
ic compounds [18–21]. The important aims of this work
are as follows:

– Analysis of global and local reactivity indices at the
ground state of the reagents involved in the Diels-Alder
reaction of 1,3-dimethylindole toward ortho-quinone
methide QM.

– To elucidate the kinetic and thermodynamic aspects of the
reaction.

– To study the regioselectivity of the reaction.
– Determination of solvation effects on the reaction

mechanism.
– To study the charge transfer at transition states.
– To study the bond formation and structural changes dur-

ing the reaction using atoms in molecules (AIM) analysis.
– Investigation of the reaction synchronicity.

Results and discussion

Analysis of the global reactivity indices
of the reactants

Global reactivity indices, namely chemical potential (μ),
chemical hardness (η), global electrophilicity (ω), and global
nucleophilicity (N), are one of the important tools to elucidate
the reactivity of the reactants and regioselectivity in the cyclo-
addition reactions [22, 23]. Also, based on the model
established by Domingo and co-workers, the polar or non-
polar character of a reaction can be evaluated using analysis
of the reactivity indices [24]. Thus, to study the reactivity of
the reactants and polar character of the reaction, the global
reactivity indices were calculated for ortho-quinone methide
QM and 1,3-dimethylindole (2a, R1 = H, R2 = R3 =Me) in
both gas and ethanol phases which are given in Table 1.

A comparison of the results presented in Table 1 reveals that
the electronic chemical potential of 2a is higher than that ofQM,
which is indicative of fluxing the electron density from 2a toward
QM along the corresponding cycloaddition reaction. Also, the
calculated values of the nucleophilicity N and electrophilicity ω
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Scheme 1 Synthesis of polycyclic indolines through [4+2] cycloaddition reaction
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indices identify that QM and 2a being classified as a strong
electrophile and strong nucleophile, respectively. According to
Domingo’s model, the polar character of the reactions can be
evaluated using calculation of Δω between the reagents [24].
High values of Δω predict fast reactions between the reactants
due to the low barriers. In the gas phase, the value of Δω, 4.18
(for B3LYP/6-311G**method) and 2.33 (forM062X/6-311G**
method), predicts a high polar reaction betweenQM and 2a. The
same trend is also observed in the solution phase in which a large
value of Δω is obtained by using two computational methods
(4.24 for B3LYP/6-311G** and 2.32 for M062X/6-311G**
method).

Study of the regioselectivity of the reaction

To study the regioselectivity in the title reaction, two possible
reactive channels were considered between the reactants, QM
and 2a, in which they are added together to generate two
regioisomeric adducts 3a and 3a′ (Scheme 3). In the first reactive
channels, the Cθ and Cϕ atoms of 2a interact respectively with
Cδ andOα atoms ofQM to afford the corresponding cycloadduct
3a. Alternatively, another regioisomer, 3a′, is formed when Cθ

and Cϕ atoms of 2a interact respectively with Oα and Cδ atoms
of QM during the second reactive channel. As discussed in the
BIntroduction^ section, Wen et al. reported experimentally the
regioselective formation of the 3a adduct from cycloaddition
reaction between QM and 2a [17].

When a non-symmetric nucleophile/electrophile pair ap-
proaches together, the most probable event is that the most nu-
cleophilic center of nucleophile interacts with the most electro-
philic center of electrophile. The Fukui functions reactivity indi-
ces are one of the powerful tools to study the reactivity of the
reactants and regioselectivity. In 1984, Yang and Mortier intro-
duced an approach to calculate the Fukui functions using the
variation of the Mulliken population of an atom, qk, which un-
dergoes electrophilic or nucleophilic attack [25]:

f k
− ¼ qk Nð Þ−qk N−1ð Þ for electrophilic attacks

f k
þ ¼ qk N þ 1ð Þ−qk Nð Þ for nucleophilic attacks

the local electrophilicity ωk and local nucleophilicity Nk are
calculated from the following equations where ω and N refer
to the global electrophilicity and nucleophilicity indices, re-
spectively [26, 27]:

ωk ¼ ω f k
þ

Nk ¼ N f k
−

The local reactivity indices, ωk and Nk, can be used satis-
factorily to explain the reactivity and regioselectivity in vari-
ous polar cycloadditions.

To investigate the observed regioselectivity in the reaction
between 2a and QM which is responsible for the formation of
3a adduct [17], the local electrophilicity and nucleophilicity in-
dices were calculated using NBO and Hirshfeld and Mulliken
population analyses. Since, in this reaction 2a acts as the nucle-
ophile and QM acts as the electrophile, the local nucleophilicity
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Scheme 2 The proposed mechanism for the synthesis of polycyclic indolines via cycloaddition reaction between 1,3-disubstituted indoles and 2,6-
dimethylquinone

Table 1 The B3LYP/6-311G** and M062X/6-311G** computed
electronic chemical potential (μ), chemical hardness (η), and global
nucleophilicity (N), in eV, forQM and 2a in both gas and ethanol phases

Species B3LYP/6-311G** M062X/6-311G**

μ η N ω μ η N ω

QM (gas) − 4.28 1.58 3.52 5.80 − 4.43 2.72 3.68 3.60

QM (EtOH) − 4.36 1.55 3.07 6.11 − 4.53 2.70 3.23 3.79

2a (gas) − 2.86 2.52 3.99 1.62 − 3.03 3.61 4.18 1.27

2a (EtOH) − 3.06 2.50 3.43 1.87 − 3.25 3.59 3.61 1.47
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(Nk) of 2a and local electrophilicity (ωk) ofQMwere calculated.
The results are given in Table 2.

Analysis of the local Fukui functions presented in Table 2
indicates that QM is more electrophilically activated at the δ-
carbon atom. On the other hand, in contrast to the Mulliken
analysis, the NBO and Hirshfeld ones indicate that 2a is more
nucleophilically activated at the θ-carbon atom than the ϕ-
carbon atom. Accordingly, it is proposed that the most favor-
able nucleophile-electrophile interaction along the nucleophil-
ic attack of 2a on QM will take place between the δ-carbon
atom as the most electrophilic center ofQM and the θ-carbon
atom as the most nucleophilic center of 2a. This interaction
leads to the formation of 3a cycloadduct which is excellently
consistent with the experimental reports, because this
cycloadduct is the regiospecific product for the title reaction

[17]. It is noteworthy that the Mulliken population analysis
fails to explain regioselective formation of 3a adduct, because
the corresponding results indicate that 2a is more nucleophil-
ically activated at theϕ-carbon atom. Thus, the corresponding
interaction leads to the formation of 3a′ adduct.

An alternative way to study the local reactivity and regio-
selectivity in polar reactions is based on nucleophilic Pk

− and
electrophilicPk

+ Parr functions which was recently introduced
by Domingo and co-workers [28, 29]. Parr functions are ob-
tained in terms of the variations of spin electron density that
originate from electron transfer processes in polar reactions.
As mentioned above, the compound 2a acts as the nucleophile
(toward QM); therefore, the Pk

− Parr functions of 2a and
Pk

+ofQMwere calculated. Table 3 summarizes the calculated
Parr functions of 2a and QM molecules.

Analysis of the calculated nucleophilic and electrophilic
Parr functions presented in Table 3 designates that both
Mulliken and Hirshfeld analyses can satisfactorily explain
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Table 2 The calculated values of the local electrophilicity and
nucleophilicity obtained from NBO and Hirshfeld and Mulliken
population analyses

Analysis Local electrophilicity (QM) Local nucleophilicity (2a)

ωα ωβ ωγ ωδ Nθ Nϕ Nε

Mullikena 0.687 0.381 − 0.206 0.807 0.092 0.128 0.077

NBOa 0.835 0.464 − 0.029 1.311 0.324 0.106 0.198

Hirshfelda 0.698 0.461 0.236 0.834 0.175 0.131 0.127

Mullikenb 0.443 0.256 − 0.204 0.603 0.094 0.112 0.067

NBOb 0.536 0.317 − 0.050 0.853 0.295 0.084 0.165

Hirshfeldb 0.448 0.302 0.138 0.531 0.154 0.108 0.104

aObtained from B3LYP/6-311G** method
bObtained from M062X/6-311G** method

Table 3 The calculated values of the nucleophilic Pk
− and electrophilic

Pk
+ Parr functions of the 2a and QM molecules

Analysis Electrophilic Parr functions Nucleophilic Parr functions

Pα
+ Pβ

+ Pγ
+ Pδ

+ Pθ
− Pϕ

− Pε
−

Mullikena 0.160 0.118 − 0.107 0.482 0.376 0.034 0.252

Hirshfelda 0.150 0.114 0.011 0.297 0.243 0.087 0.198

Mullikenb 0.180 0.119 − 0.114 0.457 0.422 0.042 0.262

Hirshfeldb 0.170 0.116 0.014 0.273 0.269 0.100 0.205

aObtained from B3LYP/6-311G** method
bObtained from M062X/6-311G** method
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the formation of 3a adduct. It is noteworthy that the most
nucleophilic/electrophilic interaction takes place between the
δ-carbon as the most electrophilic site of QM and the θ-
carbon atom as the most nucleophilic center of 2awhich leads
to the formation of 3a adduct. So again, the electrophilic and
nucleophilic Parr functions give a satisfactory description
about the σ-bond formation between QM and 2a fragments.

As an attempt to test the aforementioned local reactivity
indices and also to study the regioselectivity, the transition
states associated with the two reactive channels between
QM and 2a were calculated and detected by using two com-
putational methods. Analysis of the intrinsic reaction coordi-
nates (IRC) profiles associated with the two transition states
involved in two reactive channels between QM and 2a evi-
dently revealed that formation of the corresponding
cycloadducts 3a as well as 3a′ takes place via a one-step
mechanism without generation of any stable intermediate.
While Wen et al. believe that the reaction takes place via a
stepwise mechanism along with generation of a zwitterionic
intermediate (Scheme 2) [17], the IRC analysis ruled out the
formation of any stable intermediate in both gas and solution
phases.

In order to compare two reactive channels from an energy
viewpoint, the thermodynamic and kinetic parameters were
calculated from optimized geometries of the reactants, transi-
tion states, and products. Table 4 gives the calculated results in
both gas and ethanol phases obtained fromM062X/6-311G**
method. Also, the results obtained from B3LYP/6-311G**
method are given in Table S1 of the supporting information.

In order to portray the energetic aspects of the studied re-
active channels in a more evident and comparable manner, the
corresponding free energies diagrams were plotted for both
gas and solution phases which are depicted in Fig. 1.

Analysis of the results presented in Table 4 and Fig. 1
indicates that:

(a) Both reactive channels are possible thermodynamically
because the corresponding products lie lower than the reac-
tants. According to kinetic principles, the rate of 3a and 3a′
formation can be considered as k[2a][QM] and k′[2a][QM],
respectively, where k and k′ are the second-order rate con-
stants. Consequently, the concentration ratio of 3a to 3a′ in
the reaction mixture becomes:

3a½ �
3a0½ � ¼

k

k
0

according to the Eyring equation, the rate constant is defined
as:

k ¼ KBT
h

� �
exp

−ΔG‡

RT

� �

whereKB is the Boltzmann constant, h is Plank’s constant, T is
the Kelvin temperature,ΔG‡ is the Gibbs free energy of acti-
vation, and R is the universal gas constant [30].

Thus, it can be concluded that:

3a½ �
3a0½ � ¼ exp

ΔG‡0−ΔG‡

RT

 !

The calculated values of ΔG‡ and ΔG‡′ at the solution
phase are 81.13 and 95.31 kJ mol−1, respectively, and the
3a½ �
3a0½ � ratio turn into 305.0. Accordingly, the percentage of 3a

becomes 99.66% which indicates that is approximately the
only product present in the reaction mixture and the title cy-
cloaddition reaction takes place via a stereospecific fashion to
generate 3a.

(b) The reactive channel 1 is more kinetically and
themodynamically favored than the reactive channel 2 which
is consistent with the experimental outcomes [17]. The reac-
tive channel 1 produces 3a adduct with a rate constant of

Table 4 Calculated enthalpies (H, in au), entropies (S, in J mol−1 K−1),
Gibbs free energies (G, in au), relative enthalpies (ΔH, in kJ mol−1),
entropies (ΔS in J mol−1 K−1), Gibbs free energies (ΔG, in kJ mol−1),
and the reaction rate constant (k, in s−1) for the reactions ofQM and 2a in

the gas and ethanol phases obtained fromM062X/6-311G**method. The
calculated parameters corresponding to the solution phase are given in
parentheses

H ΔH G ΔG S ΔS k

QM − 459.8498
(− 459.8604)

– − 459.8947
(− 459.9051)

– 395.30
(393.99)

– –

2a − 442.1613
(− 442.1693)

– − 442.2077
(− 442.2128)

– 408.64 (382.90) – –

TSa − 902.0025
(− 902.0194)

22.59
(27.03)

− 902.0692
(− 902.0870)

87.15
(81.13)

587.76
(594.71)

− 216.19
(− 182.17)

3.31 × 10−3

(3.77 × 10−2)

3a − 902.0692
(−902.0814)

− 152.55
(− 135.73)

− 902.1335
(− 902.1457)

− 81.67
(− 72.97)

566.52 (565.92) − 237.40
(− 210.96)

–

TSa′ − 901.9943
(− 902.0143)

44.10
(40.42)

− 902.0611
(− 902.0816)

108.45
(95.31)

588.27
(592.45)

− 215.69
(− 184.43)

6.14 × 10−7

(1.23 × 10−4)

3a′ − 902.0631
(− 902.0763)

− 136.52
(− 122.34)

− 902.1277
(− 902.1416)

− 66.44
(− 62.22)

569.59
(575.03)

− 234.35
(− 201.88)

–
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Fig. 1 The free energy diagram for the reaction of QM and 2a in the gas and ethanol phases obtained from M062X/6-311G** method

Fig. 2 The molecular electrostatic potential maps and the global electron density transfer (GEDT) values obtained for TSa and TSa′ in both gas and
ethanol phases



3.31 × 10−3 s−1 in the gas phase which is approximately 5400
times faster than the reactive channel 2 under the same condi-
tions. Also, the first reactive channel proceeds with a rate
constant of 3.77 × 10−2 s−1 in ethanol solution which is 300-
fold higher than the second reactive channel. Thus, it can be
concluded that ethanol as a polar solvent affects the reactive
channel 2 more than the reactive channel 1.

(c) Generally, the polarity of the solvent, reactants, inter-
mediates, and transition states plays an important role on the
reactions rate. Since in the title reaction the transition states
have more polar character compared to the reactants, the rate
of the reactions is increased when they are carried out in eth-
anol with dielectric constant of 24.5. Ethanol as a polar solvent
lowers the polar transition state energy level more than the
reactants and decreases the activation energies.

(d) Because of the decreasing of the freedom degrees of the
reactants along the reaction coordinate, the entropy of the
reactions (ΔS) is decreased.

Study of charge transfer in transition states

When an electrophilic/nucleophilic pair interacts together, the
charge transfer can occur along the reaction and consequently,
we deal with a polar reaction. Global electron density transfer
(GEDT) can be considered as a relative criterion of charge

transfer in transition states which is sometimes responsible
for the barrier energies [31]. Therefore, to investigate the
charge transfer associated with the reaction studied, the
GEDT values were calculated for all transition states in both
gas and ethanol phases. The molecular electrostatic potential
(MESP) map of transition states was also obtained in order to
portray the charge transfer in a better comparable manner.
Figure 2 depicts the calculated values of GEDTs along with
the MESP maps, which therein the red and blue colors repre-
sent respectively more negative (higher electron density) and
more positive (lower electron density) regions.

Analysis of the GEDT values and MESP maps reveals that
two reactive channels are polar and the electron density is
fluxed from 2a as nucleophile toward QM as electrophile.
The red color in the molecular electrostatic map depicts the
regions with high electron density around the α-oxygen atom
of QM as electron acceptor. As said in the previous section,
ethanol as a polar solvent affects the second reactive channel
more than the first one, which can be attributed to this fact that
the GEDT value of the reactive channel 2 increases more than
the other, when going from the gas phase to the solution.

The changes in NBO atomic charges during the reaction
were also calculated for both reactive channels. The results
obtained from M062X/6-311G** method are given in Fig. 3
and those obtained from B3LYP/6-311G** method are given

Fig. 3 Changes in NBO atomic charges during the reaction of 2a and QM obtained from M062X/6-311G** method

Struct Chem (2019) 30:1173–1184 1179



in Fig. S1 of supporting information. Because of electron
transfer from 2a toward QM, the charge of the ε, ϕ, and θ
atoms (corresponding to 2a) is increased in the transition
states and that for the α, β, γ, and δ atoms (corresponding
to QM) is decreased.

Study of the interaction between frontier molecular
orbitals of the reactants

Since, in the title reaction QM and 2a respectively act as elec-
tron acceptor and donor, the interaction between the LUMO of
the former and the HOMO of the later is concluded. Recently,
the frontier effective-for-reaction molecular orbital (FERMO)

concept has been introduced as a powerful approach to study
the interaction between the frontier orbitals of the reactants.
This theory considers the HOMO or an occupied molecular
orbital close to the HOMO with large contribution of active
sites. For many reactions, the FERMOs can work better than
HOMO [32], because to determinate the interacting frontier
orbitals, it considers both energy difference and contribution
of active sites. We used satisfactorily the FERMO concept to
describe the reactivity of the active sites of the pyrene [18].
Therefore, for determination of the FERMO of 2a as the donor,
the relative contribution of the active sites (θ, ϕ, and ε atoms)
was calculated in the three highest occupied MOs. The results
are given in Fig. 4. It is clear that in terms of the composition

Table 5 The calculated values of
synchronicity (Sy) for the reac-
tions of QM with 2a obtained
from optimized structures using
M062X/6-311G** method

Path-1 (gas) δBOα-Cβ δBCβ-Cγ δBCγ-Cδ δBCδ-Cθ δBCθ-Cϕ δBCϕ-Oα δBav Sy

0.384 0.481 0.628 0.470 0.534 0.090 0.431 0.820

Path-2 (gas) δBOα-Cβ δBCβ-Cγ δBCγ-Cδ δBCδ-Cϕ δBCθ-Cϕ δBCθ-Oα δBav Sy

0.294 0.387 0.638 0.542 0.547 0.093 0.417 0.771

Path-1 (EtOH) δBOα-Cβ δBCβ-Cγ δBCγ-Cδ δBCδ-Cθ δBCθ-Cϕ δBCϕ-Oα δBav Sy

0.331 0.433 0.573 0.400 0.481 0.058 0.379 0.805

Path-2 (EtOH) δBOα-Cβ δBCβ-Cγ δBCγ-Cδ δBCδ-Cϕ δBCθ-Cϕ δBCθ-Oα δBav Sy

0.302 0.404 0.637 0.511 0.538 0.059 0.408 0.775

1180 Struct Chem (2019) 30:1173–1184

Fig. 4 The LUMO of QM and the three highest occupied MOs of 2a along with the relative contribution of the active sites



and location of the molecular orbitals, the FERMO is also the
HOMO for the reaction, because the active sites of 2a have a
larger contribution in the HOMO in comparison to the other
occupiedMOs (13.99%, 12.82%, and 20.28%, respectively, for
the ε, ϕ, and θ atoms). The larger contribution of the θ-carbon
atom in the FERMO compared to the other active sites (ε, ϕ
atoms) indicates that 2a is activated nucleophilically at the θ-
carbon atom, which is consistent with the local reactivity indi-
ces obtained from Fukui and Parr function analysis. On the

other hand, analysis of the carbon atoms corresponding to the
six-membered ring of 2a indicates a lower contribution in
FERMO and consequently lower reactivity compared to the
five-membered ring atoms.

Study of the synchronicity of the reactions

Cycloaddition reactions usually proceed via a synchronous
mechanism in which the structural variations take place in

Fig. 6 Intrinsic reaction coordinate (IRC) profile for the most preferred transition state (TSa) and the variations of BCP electron densities of Cθ–Cδ (ρ1)
and Cϕ–Oα (ρ2) bonds along the cycloaddition reaction of QM and 2a

Struct Chem (2019) 30:1173–1184 1181

Fig. 5 The optimized structure of the transition states in ethanol along with their imaginary frequencies as well as some bond lengths (Å). The results
obtained in the gas phase are given in parenthesis



one step. Therefore, in order to understand the level of the
synchronicity, the structural features of the transition states
were studied by using Wiberg bond index analysis. Table 5
summarizes the calculated values of the synchronicity of both
reactive channels under gas and solution conditions using
M062X/6-311G** method. The results obtained from
B3LYP/6-311G** are given in Table S2 of supporting infor-
mation. Also, Fig. 5 depicts the optimized structure of the
transition states along with their imaginary frequencies and
the distances between interacting atoms of two fragments.

Analysis of the results presented in Table 5 reveals that
both reactive channels are not completely synchronous.
According to the bond distances presented in Fig. 5, the de-
gree of advancement of the two new bonds between two frag-
ments is not equivalent in the corresponding transition states.
For instance, the bond lengths of Cθ–Cδ and Cϕ–Cδ respec-
tively inTSa and TSa′ are less than those for Cϕ–Oα and Cθ–
Oα ones, respectively. Therefore, it can be said that the Cθ–Cδ

and Cφ–Cδ bonds in TSa and TSa′, respectively, are formed
faster than the other bonds. This trend is completely consistent
with the results of the local Fukui functions obtained from
NBO and Hirshfeld analyses, because the most favorable in-
teraction was found to be between the Cθ and Cδ atoms which
results in 3a adduct. A similar agreement is also observed for
the reactive channel 2 between the Fukui function analysis
and Wiberg bond indexes. Thus, the synchronicity and bond
length analysis reveal that both cycloaddition channels take
place via an asynchronous concerted mechanism.

AIM study of the cycloaddition reaction ofQM and 2a

AIM analysis is one of the suitable methods to study the struc-
tural changes during the cycloaddition reactions. Thus, the
AIM analysis was performed along the IRC profile associated
with the most preferred transition state, TSa. The molecular
topological graphs and the electron densities (ρ) of the bond
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Fig. 7 AIM topological analysis of Cθ–Cδ and Cϕ–Oα single bond formation along the IRC profile of TSa



critical points (BCP) corresponding to the two forming bonds,
Cθ–Cδ and Cϕ–Oα, were obtained for certain points on the
IRC profile. The variations of the BCP electron densities dur-
ing the reaction coordinate were also obtained. The results are
given in Figs. 6 and 7. At the first point associated with the
IRC profile, P1, where the Cθ–Cδ and Cϕ–Oα distances are
2.9081 and 2.9659 Å, respectively, two interacting moieties,
QM and 2a, are sufficiently far away from each other so that
the corresponding BCP electron densities for Cθ–Cδ and Cϕ–
Oα bonds are relatively low (ρ1 = 0.0136 and ρ2 = 0.0104).
When two reactants gradually approach each other, the BCP
electron density for Cθ–Cδ and Cϕ–Oα bonds is increased. For
instance, the values of ρ1 and ρ2 in the transition state are
0.0828 and 0.0236, respectively. The increasing trend in the
BCP electron densities continues to produce 3a adduct at the
P7 point, in which the ρ1 and ρ2 values reach to 0.2318 and
0.2397, respectively. A comparison of the variation of the
BCP electron densities corresponding to the Cθ–Cδ and Cϕ–
Oα bonds presented in Fig. 6 indicates that the increasing
trend of the electron density for the former bond is more than
the later. Thus, it is concluded that the Cθ–Cδ bond is formed
faster than the Cϕ–Oα one, and consequently we deal with an
asynchronous concerted cycloaddition reaction between QM
and 2a. These results indicate that the AIM analysis has sat-
isfactory agreement with the Fukui function as well as syn-
chronicity analysis.

Conclusion

Computational methods at B3LYP/6-311G** and M062X/6-
311G** levels of theory were applied to study [4+2] cycload-
dition of 1,3-dimethylindole and ortho-quinone methide
(obtained from tautomerization of 2,6-dimethylquinone)
which was experimentally investigated by Wen et al. For this
purpose, two possible reactive channels were considered be-
tween 1,3-dimethyindole and 2,6-dimethylquinone in both
gas and ethanol solution which leads to generation of two
possible regioisomeric adducts. Regioselective formation of
the experimentally reported adduct was confirmed with
Fukui function reactivity indices obtained from NBO and
Hirshfeld analysis and also with the Parr functions reactivity
indices obtained from Mulliken and Hirshfeld analyses.
Transition state calculations confirmed that the reactive chan-
nel which generates the experimentally reported adduct is ki-
netically and thermodynamically the preferred path. Although
Wen et al. believe that the reaction proceeds via a stepwise
mechanism with formation of a zwitterionic intermediate, the
IRC analysis ruled out the formation of any stable intermedi-
ate. For investigation of the charge transfer during the reac-
tion, the global electron density transfer (GEDT) values were
calculated for the transition states and the results indicated that
all transition states are relatively polar in both gas and solution

phases. Also, it was found that the electron density is fluxed
from 2a toward QM. AIM analysis and calculation of syn-
chronicity revealed that all reactive channels proceed via an
asynchronous concerted mechanism.

Computational details

To study the cycloaddition reactions between 1,3-
dimethylindole and ortho-quinone methide, the optimization
of the reactants and products was carried out using B3LYP/6-
311G** and M062X/6-311G methods [33, 34]. To calculate
the solvation effects on the studied molecules, the conductor-
like polarizable continuummodel (CPCM)was used [35]. The
structures of transition states were determined by using the
Berny algorithm or the synchronous transit-guided quasi-
Newton (STQN) procedure [36, 37]. The stationary points
were characterized by frequency calculations to verify that
all transition states have one and only one imaginary frequen-
cy. The accuracy of transition states was also verified by using
IRC calculations [38, 39].

The atomic charges of the reactants, TS structures, and
products were calculated using NBO analysis [40, 41].

The nucleophilicity index N is defined as the following
equation in which EHOMO(Nu), the HOMO energy of
tetracyanoethylene (TCE), is taken as the reference and
EHOMO(Nu) refers to the HOMO energy of nucleophile [42]:

N¼EHOMO Nuð Þ−EHOMO TCEð Þ

The electrophilicity indexω is given by the following equa-
tion based on the chemical hardness η and electronic chemical
potential μ [43]. Both η and μ quantities were calculated from
the frontier molecular orbitals energies as μ ≈ (EHOMO +
ELUMO)/2 and η ≈ (ELUMO − EHOMO)/2 [44, 45].

ω ¼ μ2

2η

The synchronicity (Sy) in transition states was calculated
with the following equation [46]:

Sy ¼ 1−
1

2n−2
∑

δBi−δBavj j
δBav

where n is the number of directly participating bonds in the
reaction, δBi is a relative variation of bond index Bi at the
transition state, and δBav is a measure of the degree of ad-
vancement of the transition state along the reaction coordinate.
The values of synchronicity vary from 0 for stepwise to 1 for
concerted mechanisms.

All calculations were performed with the Gaussian 09 pro-
gram package [47].
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